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ABSTRACT
The variation of stratospheric equatorial wave characteristics with the phase of the quasi-biennial oscillation (QBO) is investigated using ECMWF Re-Analysis and NOAA outgoing longwave radiation (OLR) data. The impact of the QBO phases on the upward propagation of equatorial waves is found to be consistent and significant. In the easterly phase, there is larger Kelvin wave amplitude but smaller westward-moving mixed Rossby–gravity (WMRG) and $n=1$ Rossby (R1) wave amplitude due to reduced propagation from the upper troposphere into the lower stratosphere, compared with the westerly phase. Differences in the wave amplitude exist in a deeper layer in summer than in winter, consistent with the seasonality of ambient zonal winds. There is a strong evidence of Kelvin wave amplitude peaking just below the descending westerly phase, suggesting that Kelvin waves act to bring the westerly phase downward. However, the corresponding evidence for WMRG and R1 waves is less clear.

In the lower stratosphere there is zonal variation in equatorial waves. This reflects the zonal asymmetry of wave amplitudes in the upper troposphere, the source for the lower-stratospheric waves. In easterly winters the upper-tropospheric WMRG and R1 waves over the eastern Pacific region appear to be somewhat stronger compared to climatology, perhaps because of the accumulation of waves that are unable to propagate upward into the lower stratosphere. Vertical propagation features of these waves are generally consistent with theory and suggest a mixture of Doppler shifting by ambient flows and filtering. Some lower-stratosphere equatorial waves have a connection with preceding tropical convection, especially for Kelvin and R1 waves in winter.

1. Introduction
Equatorial waves in the lower stratosphere are known to be important in driving the quasi-biennial oscillation (QBO) and the semiannual oscillation in the equatorial stratosphere and are important in stratosphere–troposphere interaction (e.g., Lindzen and Holton 1968; Holton and Lindzen 1972; Hitchman and Leovy 1988; Dunkerton 1997; Baldwin et al. 2001; Fujiwara and Takahashi 2001; Giorgetta et al. 2002; Gray 2010). Recent observational and model studies have revealed more information on the contributions of equatorial waves to the driving of the QBO at different periods (e.g., Ern and Preusse 2009; Kawatani et al. 2010a,b; Alexander and Orland 2010).

After the first discovery of observational evidence of Kelvin wave and westward-moving mixed Rossby–gravity (WMRG) wave in the stratosphere (Yanai and Maruyama 1966; Wallace and Kousky 1968), there have been many subsequent observational studies of equatorial waves in the troposphere and stratosphere, particularly Kelvin and WMRG waves (e.g., Zangvil and Yanai 1980, 1981; Dunkerton 1993; Takayabu 1994; Dunkerton and Baldwin 1995; Wheeler and Kiladis 1999; Wheeler et al. 2000; Straub and Kiladis 2003; Yang et al. 2003;
Randel and Wu 2005; Tindall et al. 2006; Yang et al. 2007 a,b,c; Alexander et al. 2008; Suzuki and Shiotani 2008; Kiladis et al. 2009; Lott et al. 2009; Alexander and Orland 2010; Yang et al. 2011). However, there is relatively less observational knowledge of the tropospheric origin of the stratospheric waves, their zonal and vertical propagation, and how the propagation is influenced by ambient flows in the stratosphere. In particular, this is the case for equatorial Rossby waves. In addition, most of the observational studies are based on radiosonde or satellite data, and many of them consider only temperature or trace constituents. These data have one or more shortcomings, such as limited horizontal and vertical coverage, very limited time period, or poor temporal and/or spatial resolution, especially poor vertical resolution that limits the ability to examine the critical-layer interaction responsible for the QBO accelerations. Therefore, the horizontal and vertical structures of the waves may not be well delineated and the frequencies of the waves may suffer from temporal aliasing.

Some studies used analysis datasets without such shortcomings; nevertheless, there can be questions over the techniques used to identify disturbances. In these studies, the basis of the identification of the equatorial wave modes was the theoretical dispersion relation for a variety of specified equivalent depths, or the theoretical phase relationships between variables (e.g., wind components and temperature) that arise from such a framework. However, in the real atmosphere the complicated space–time dependence of the ambient state, the feedback from convective heating organized by the wave, nonlinearities, and nonuniform damping can all be expected to lead to distortion of the theoretical dispersion curves; at the very least there can be an expectation of some Doppler shifting, and perhaps invalidity of the modal separation in the vertical, and hence the concept of equivalent depth. Consequently, different equatorial modes may not, in reality, be well separated in the frequency and zonal wavenumber domain. An example is WMRG and $n = 1$ Rossby (R1) waves, which are often in a very close zonal wavenumber–frequency domain, and sometimes merge together, as shown in YHS07c. Also, it is unclear how much of the shallow water theory of equatorial waves can be carried over to the real world.

A less constraining methodology for identifying equatorial waves—which does not assume that the linear adiabatic theory for equatorial waves on a resting atmosphere is directly applicable, and is not limited to a prescribed space–time spectral filter but accounts for Doppler shift automatically—was developed in Yang et al. (2003, hereafter YHS) and is briefly described in the next section. This methodology, which depends on projection of fields onto a set of horizontal basis functions at each level, has been applied in a number of observational studies of convectively coupled equatorial waves using 15-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-15) data (Yang et al. 2007a,b,c, hereafter YHS07a,b,c) and has proved useful in the evaluation of the ability of model performance in the simulation of convectively coupled equatorial waves (Yang et al. 2009).

It has been shown in these studies that although dynamical fields are projected separately at each level, they exhibited the general consistency of the space–time structure of the individual wave components identified in different periods, and also of the convection with them. This gives confidence that the methodology was successful in identifying equatorial wave structures and in detecting some important characteristics of them. The methodology is especially useful in identifying and separating some waves that tend to appear together and have similar zonal wavenumbers and frequencies, such as WMRG and R1 waves. Those waves are unlikely to be separated using space–time filtering technique or filtering based on dispersion curves due to Doppler shifting. The methodology is also useful in detecting some upper-tropospheric waves that tend to move in the opposite direction to that expected from basic theory because of strong ambient flows. Also, as indicated by a recent study of Gehne and Kleeman (2012), who used parabolic cylinder functions to project 20 years of brightness temperature and dynamical data onto different wave modes and then analyzed their space–time spectra, the projection technique may help to reduce background noise and distinguish equatorial wave modes from other modes, such as extratropical waves.

Particularly relevant to the current study is that this approach has recently been used to analyze multilevel 40-yr ECMWF Re-Analysis (ERA-40) data for two different half years (May–October in 1992 and 1993) to investigate the behavior of the equatorial waves under opposite phases of the QBO (Yang et al. 2011, hereafter YHS11). The study provided an unprecedented and detailed view of 3D structures and of zonal and vertical propagation of equatorial waves, including the R1 wave in opposite QBO phases. Consistent with expectation, it was found that in 1992, an easterly QBO phase in the lower stratosphere, there was more upward propagation of the Kelvin wave compared with 1993, a westerly QBO phase, but less of the WMRG and R1 waves and vice versa. It was shown that, for both years, waves in the lower stratosphere have smaller zonal wavenumber, shorter period, faster phase speed, and shorter vertical wavelength than those in the upper troposphere, and that waves show an upward group velocity and downward phase speed in the lower stratosphere. In the year when
the phase of the QBO is not favorable for particular waves to propagate, their phase speed in the lower stratosphere is larger than in the alternate phase, an indication of Doppler shifting by the ambient flow and suggestive of a filtering of the slow waves. These results are generally consistent with the propagation theory of equatorial waves.

In YHS11 the analysis was only for two summers of ERA-40 data. In this study we analyze 32 years of the newer interim ECMWF Re-Analysys (ERA-Interim) data for 1979–2010, and also the whole ERA-40 reanalysis data for 1979–2002, for both extended boreal summer and winter. The main aim of the study is not just to analyze more years of data, but to provide a systematic/robust comprehensive view of the behavior of equatorial waves in different QBO phases and to examine the extent of interannual variability of equatorial waves associated with different QBO phases in the upper troposphere and lower stratosphere. The present analysis also reveals some interesting features not seen in the previous analysis.

The outline of this paper is as follows. Section 2 describes the data and methodology. Section 3 presents the propagation theory and selection of easterly and westerly QBO-phase years. Wave amplitudes, including their temporal domain than that which fits the usual shallow water dispersion curves and is necessary to represent the structures in the ERA data. Wavenumber 1 is not included in the analysis because of problems with the ERA data, as also discussed in YHS. Also, westward-moving zonal wavenumber 1 in geopotential height is not equatorially trapped and is not relevant to this study [also see Fig. 4.10 in Andrews et al. (1987), p. 171].

Meridional wind $v$ is projected directly onto the parabolic cylinder functions, and, as in Gill (1980), the variables $q = \alpha Z + u$ and $r = \alpha Z - u$ are also projected independently onto the different modes. Parabolic cylinder functions $D$ take the form

$$D_r(y/y_0) = \exp[-(y/2y_0)^2]P_r(y/y_0),$$

where $P_r$ is a polynomial of degree $r$ and $y_0$ is the latitudinal trapping scale.

Guided by basic equatorial wave theory and observational analyses, the parabolic cylinder function series expansions are organized and described as follows:

$$q = q_0D_0 + q_1D_1 + \sum_{n=1}^{\infty} q_{n+1}D_{n+1},$$

$$v = 0 + v_0D_0 + \sum_{n=1}^{\infty} v_nD_n,$$

$$r = 0 + 0 + \sum_{n=1}^{\infty} r_{n-1}D_{n-1}.$$

$$n = -1 \quad n = 0 \quad n = 1, 2 \ldots$$

2. Data and method

Data used in this study are the ERA-Interim data and National Oceanic and Atmospheric Administration (NOAA) interpolated daily outgoing longwave radiation (OLR) for the period from 1979 to 2010. Interpolated OLR data are provided by the NOAA’s Office of Oceanic and Atmospheric Research Earth Systems Research Laboratory, Physical Sciences Division (NOAA/OAR/ESRL PSD), Boulder, Colorado (available online at http://www.esrl.noaa.gov/psd/) (Liebmann and Smith 1996). ERA-Interim is the latest global atmospheric reanalysis produced by the ECMWF. Multilevel ERA-Interim 6-hourly data are stored with a horizontal resolution of about 0.7° and at 37 pressure levels from 1000 to 1 hPa. Detailed information about the ERA-Interim data can be found in Dee et al. (2011). The dynamical fields used to analyze equatorial waves are 6-hourly horizontal winds $(u, v)$ and geopotential $Z$. The wind fields used in this study are generally considered to be of high quality because of their strong dependence on good satellite data. For comparison, the same analysis has been performed on the ERA-40 data for the satellite period, 1979–2002. This has a lower resolution, about 1.125° in the horizontal and 23 pressure levels from 1000 to 1 hPa.

The methodology to identify equatorial waves developed in YHS does not assume that the linear adiabatic theory for equatorial waves on a resting atmosphere is directly applicable; in particular, the vertical structures and dispersion relations of theoretical equatorial waves are not imposed. As described in YHS and YHS07a, potential equatorial waves are identified by projecting the dynamical fields at each pressure level onto the horizontal structures given by equatorial wave theory. The parabolic cylinder functions that describe the horizontal structures of theoretical equatorial waves were used as basis functions for projecting the wind and height fields, and this was done independently at each pressure level.

Before projection, the dynamical fields are first separated into eastward- and westward-moving components using a space–time spectral analysis. The data are filtered in a domain of zonal wavenumber $k$ from ±2 to ±10 and period from 2 to 30 days that contains most equatorial waves. This filter includes a broader spatial–temporal domain than that which fits the usual shallow water dispersion curves and is necessary to represent the structures in the ERA data. Wavenumber 1 is not included in the analysis because of problems with the ERA data, as also discussed in YHS. Also, westward-moving zonal wavenumber 1 in geopotential height is not equatorially trapped and is not relevant to this study [also see Fig. 4.10 in Andrews et al. (1987), p. 171].
For our projection of the data at each level we will consider the \( n = -1 \) field \((q_0)\) and refer to the eastward component as the Kelvin wave. Together the \( n = 0 \) fields \((q_1\) and \(u_0)\) will be considered to describe the mixed Rossby–gravity wave, with the eastward component referred to as EMRG and the westward component as WMRG. In theory, the \( n = 1 \) fields \((q_2, v_1, r_0)\) describe three waves, the westward-moving Rossby wave, R1, and the eastward- and westward-moving gravity waves.

As will be shown later, high-frequency gravity waves are found to be weak so that the westward \( n = 1 \) structure is considered to represent the R1 wave.

In YHS, \( y_0 \) is predetermined by a best fit of the tropospheric \( v \) field in the latitude belt 20°N–20°S and it was found that the best fit for \( y_0 \) is 6°. To examine if \( y_0 \) is different in different years and, in particular, if it is sensitive to the ambient flows in different QBO phases in the stratosphere, a similar analysis has been performed for 23 years of ERA-40 data for \( v, q, \) and \( r \). As in YHS the best-fit \( y_0 \) is chosen so as to minimize analysis errors for a truncated representation. The time-mean analysis error is defined as follows:

\[
E_N(x_i, y_j, t_k) = \frac{\sum_k [\hat{v}(x_i, y_j, t_k) - \sum_{n=0}^{N} \hat{v}_n(x_i, t_k) D_n(y_j/y_0)]^2}{\sum_k [\hat{v}(x_i, y_j, t_k) - \bar{v}(x_i, y_j)]^2},
\]

where \((x_i, y_j, t_k)\) is a space–time grid point of the data; \( \hat{v} \) represents one of the variables \( v, q, \) or \( r \) that is filtered to give its eastward- or westward-moving component in the specified zonal wavenumber–frequency domain \([k, \omega]\); \( \hat{v}_n \) is the coefficient of \( \hat{v} \) projected onto the \( n \)th parabolic cylinder function \( D_n(y_j/y_0) \); \( \bar{v} \) is the seasonal mean of \( \hat{v} \) and hence the denominator of Eq. (3) is the variance of \( \hat{v} \); and \( N \) is the truncation limit of the series.

We calculate errors in the fit of westward-moving \( v \) and eastward-moving \( q \) and \( r \) as a function of \( y_0 \) and truncation values \( N \) to examine the best fit for westward-moving and eastward-moving waves. As in YHS (their Fig. 6), it is found that the gravest modes \( n = 0–4 \) dominate. Figures 1a and 1b shows errors in the fit of westward-moving \( v \) as a function of \( y_0 \) for \( N = 4 \) truncation, at 100 and 50 hPa, respectively, for each easterly and westerly QBO summer defined in the next section (see Fig. 2 below). There is a distinct minimum at \( y_0 = 6^\circ \) in each case. At 100 hPa, the minimum error is below 5%, smaller than that in the troposphere (10%–15%) and similar to that for 200 hPa in YHS. It is interesting that at 100 hPa the errors are similar for easterly and westerly seasons, but at 50 hPa there is a clear difference between the two phases, with errors in the westerly phase (4% at \( y_0 = 6^\circ \)) being consistently smaller than those in the easterly phase (6% at \( y_0 = 6^\circ \)). This suggests that in the westerly phase WMRG and Rossby waves make a larger contribution to the variability of meridional wind in the lower stratosphere. As will be shown later this is in agreement with that in the westerly phase there is more westward-moving waves propagating into the lower stratosphere. It is also evident that the best-fit \( y_0 \) is not sensitive to the phase of the QBO. The error difference at 50 hPa between different QBO phases is also seen at 70 and 30 hPa but with the difference in the former being smaller.

Figures 1c–f show errors in the fit of eastward-moving \( q \) and \( r \). It is seen that for \( N = 4 \) there is also a minimum error at \( y_0 = 6^\circ \). However, at 50 hPa, the minimum is not as sharp as that for \( v \). At 100 hPa the minimum error in \( q \) and \( r \) is 10%–12%, larger than that for \( v \). In contrast to westward-moving \( v \), errors in \( q \) and \( r \) at 50 hPa are consistently smaller in the easterly phase than those in the westerly phase, with errors in \( q \) being smaller than in \( r \). This is also consistent with the idea that eastward-moving waves, such as the Kelvin wave, can propagate more readily into the lower stratosphere in the easterly phase.

As results for winter are very similar (not shown), in this study \( y_0 \) is chosen as 6° as it was in YHS. Gehne and Kleeman (2012), who analyzed 20 years of brightness temperature and dynamical data, also found an optimum \( y_0 = 6^\circ \). It could be argued that, according to the \( q \) error at 50 hPa, any value for \( y_0 \) between, say, 5° and 8° could be relevant. However, in section 5c it will be shown that the results obtained are not sensitive to the choice of the trapping scale.

In the basic theory the trapping scale is related to the gravity wave speed \( c_e \), and the equivalent depth \( h \) \([c_e = (gh)^{1/2}]\), by

\[
y_0 = (c_e/2\beta)^{1/2} = (gh)^{1/4}(2\beta)^{1/2}. \tag{4}
\]

Thus

\[
h \approx y_0^4 \quad \text{and} \quad c_e \approx y_0^2. \tag{5}
\]

The powers of \( y_0 \) in these expressions indicate that the horizontal structure functions used here may be much less sensitive than the vertical structures and less sensitive than the phase speeds. We allow these properties to emerge from the data. However, in equatorial wave theory, \( \alpha \) is taken to be equal to \( c_e^{-1} - y_0^{-2} \), and so there could be some sensitivity in the current analysis technique in the separation of \( u \) and \( Z \) into \( q \) and \( r \). It will be shown below that analysis using different values for \( y_0 \) shows that the structures and phase speed of equatorial waves are not in fact sensitive to the choice of \( y_0 \).
The wave amplitudes change only slightly, except for the Kelvin wave. The latter finding is perhaps consistent with the large theoretical sensitivity of $a$ to $y_0^2$. Since results from ERA-Interim and ERA-40 are very similar, most results will be shown for ERA-Interim; unless specified, the figures will be for this dataset.

3. Propagation theory and phases of the QBO

Details of the theory of the propagation of equatorial waves can be found in Andrews et al. (1987), and some aspects of the theory including equatorial R1 have been summarized in YHS11. Here only a brief summary will be given.

As in Andrews et al. (1987), the zonal and vertical propagation of equatorial waves can be investigated by considering solutions to the adiabatic, frictionless equations of motion on an equatorial $\beta$-plane linearized about a time mean zonal flow $U(z)$ using the slow-variation Wentzel–Kramers–Brillouin–Jeffries (WKBJ) approximation. Using standard notation, the horizontal and vertical velocity ($u', v', w'$) and geopotential $Z$ fields can be taken to be of the form

$$e^{iz^2/2}A(y)\exp(i(kx + mz - \omega t)),$$

where the amplitude $A$ and the vertical wavenumber $m$ are slowly varying function of $z$. Waves with zonal phase speed $c$ can propagate vertically only in zonal winds that satisfy

$$c - U(z) > 0 \text{ for Kelvin waves} \quad (6)$$
Therefore Kelvin waves only exist in regions of easterly or weak westerly winds in which they have an eastward phase speed with respect to the ambient flow. Westward-moving WMRG and R1 waves only exist in regions of westerly or weak easterly, in which they have a westward phase speed with respect to the ambient flow. However, the magnitude of the zonal flow is limited so that their westward phase speed relative to the flow is not larger than $\beta k^2$. Therefore it is expected that an easterly phase is favorable for Kelvin waves propagating upward into the lower stratosphere, whereas a westerly phase is favorable for upward propagation of westward-moving WMRG and R1 waves.

For the Kelvin wave, the lower stratosphere, whereas a westerly phase is favorable for Kelvin waves propagating upward into the lower stratosphere, whereas a westerly phase is favorable for upward propagation of westward-moving WMRG and R1 waves. For the different waves, the vertical wavenumber is

$$m(z) = \pm \frac{N}{c - U(z)}.$$  

(8)

$$\text{WMRG wave: } m(z) = \pm \frac{N [\beta k^2 + (c - U(z))]}{[c - U(z)]^2},$$

(9)

$$\text{R1 wave: } m(z) = \pm \frac{N [\beta (n + 1/2 - \Delta)]}{k^2 (c - U(z))^2}.$$  

(10)

where $\Delta = [(n + 1/2)^2 + (k^2[c - U(z)]/\beta)](1 + [k^2(c - U(z))/\beta])^{1/2}$. The vertical group velocity is

$$c_{ge} = \pm k[c - U(z)]^2,$$

(11)

$$\text{WMRG wave: } c_{ge} = \pm \frac{k[c - U(z)]^3}{N[2\beta k^2 + c - U(z)]},$$  

(12)

$$\text{R1 wave: } c_{ge} = \pm \frac{2\Delta k[c - U(z)]^3}{N[4\beta k^2(n + 1/2)(n + 1/2 - \Delta) + c - U(z)[3 + 2k^2(\beta c - U(z))].}$$

(13)

For these waves, vertical group velocity increases with $|c - U|$ and becomes small as $c$ approaches $U$ (a critical level). As each wave approaches a critical line $U(z) = c$, its vertical wavelength and group velocity tend to zero. The asymptotic behavior as $c$ tends to zero was detailed in YHS11. As their vertical group velocity and wavelength decrease the waves become more susceptible to dissipation. Therefore waves with larger magnitudes of $c$ can propagate upward more readily.

In the basic theory, the trapping scale $y_0 = (c_e/2\beta)^{1/2}$ can be related to the vertical wavelength. It should be noted that $c_e$ is the eigenvalue of the vertical structure equation $[c_e = (gh)^{1/2}]$. It is equal to the intrinsic phase speed only for the Kelvin wave. For the Kelvin wave, from Eq. (8) the vertical wavelength $D = 2\pi/m = 2\pi c_e/N$, where $c_i = c - U = c_e$. Then

$$y_0 = (c_e/2\beta)^{1/2} = (ND/4\pi\beta)^{1/2}.$$  

This equation gives that when the wave propagates into the lower stratosphere, as $D$ decreases, $y_0$ also decreases. For $N = 2.2 \times 10^{-2} \text{ s}^{-1}$ in the lower stratosphere, $\beta = 2.3 \times 10^{-11} \text{ m}^{-1} \text{ s}^{-1}$, and then $y_0 = 6.9^\circ, 6.3^\circ, 5.9^\circ, \text{ and } 5.4^\circ$ (corresponding to 764, 715, 661, and 604 km) for $D = 8, 7, 6$ and 5 km, respectively. This suggests that $y_0$ may be different in different QBO phases because of the change in $D$. Nevertheless, as will be shown in section 5, the typical $D$ of the Kelvin wave in the lower stratosphere is 8 km in the easterly phase and 6 km in the westerly phase, corresponding to predicted $y_0$ of 6.9$^\circ$ and 5.9$^\circ$, respectively. These values are close to the 6$^\circ$ used in this study and, as will be shown in section 5c, the analysis is not sensitive to $y_0$.

Figure 2a shows the monthly mean equatorial (5$^\circ$N–5$^\circ$S) zonal mean zonal winds in the period 1979–2010 between 100 and 5 hPa. In this stratospheric region, the variability of the equatorial zonal winds are dominated by the QBO, which is seen as downward-propagating easterly and westerly wind regimes, with a variable period near 26 months (Above 5 hPa, the semiannual oscillation is dominant). Westerly shear zones show more regular and rapid downward propagation than easterly shear zones, consistent with other studies (e.g., Baldwin et al. 2001). It is seen that although the QBO is not an exactly biennial oscillation, there is a tendency for the onset of both easterly and westerly wind regimes at 50 hPa to occur mainly during boreal late spring, as indicated by Dunkerton (1990) and Baldwin et al. (2001). Because of this seasonal preference in the QBO phase reversal and also the large seasonal variability of equatorial waves, for the analysis here the year is split into two 6-month periods, an extended boreal summer (May–October) and
winter (November–April). Hereafter these will be referred to as summer and winter.

Figure 2b shows seasonal zonal winds averaged over the lower stratosphere (30–100 hPa). First, it is seen that easterly winds are stronger than westerly winds, which is a commonly observed feature (Baldwin et al. 2001). Second, easterly winds in summer are stronger than in winter. The average wind speed is $-3.9 \text{ m s}^{-1}$ in summer and $-1.9 \text{ m s}^{-1}$ in winter. Consistent with this, the easterly phase appears strongest in summer and the westerly phase stronger in winter. In Fig. 2c the seasonal means have been removed and it is seen that interannual variability is slightly larger in summer. Reflecting this, easterly and westerly seasons will be defined to be those in which the amplitude of seasonal mean $U$ anomaly is larger than $6 \text{ m s}^{-1}$ in summer and $5 \text{ m s}^{-1}$ in winter. The two wind thresholds are indicated by the red and blue lines, respectively. In 1979–2010, there are 6 easterly summers (1984, 1992, 1994, 1996, 1998 and 2001), 10 westerly summers (1985, 1990, 1993, 1995, 1997, 1999, 2002, 2004, 2006 and 2008), 7 easterly winters (1979/80, 1981/82, 1989/90, 1991/92, 1996/97, 2005/06, and 2007/08) and 8 westerly winters (1980/81, 1982/83, 1985/86, 1987/88, 1990/91, 1999/2000, 2006/07 and 2008/09). These seasons are indicated by the years for easterly and westerly seasons defined for summer and winter.

**FIG. 2.** (a) Time–height cross section of the monthly mean equatorial ($5^\circ$N–$5^\circ$S) zonal mean $U$ (m s$^{-1}$) for 1979–2010. Blue (red) boxes indicate the easterly (westerly) phase in lower-stratospheric winds, as defined in (c). (b) Seasonal mean lower-stratospheric (30–100 hPa) equatorial $U$ in the “summer” season (May–October; red) and in “winter” (November–April; blue). (c) As in (b), but for anomalies with respect to the average seasonal cycle. Two red and blue lines indicate threshold $U$ anomalies of $\pm 6$ and $\pm 5 \text{ m s}^{-1}$, used to define QBO phases in summer and winter, respectively. The numbers indicate the years for easterly and westerly seasons defined for summer and winter.
4. Variability of equatorial waves

To examine the overall variability of tropical horizontal winds, their space–time power spectra will be discussed in section 4a. Following this, the horizontal winds will be separated into the different wave modes, and their amplitudes and the zonal and vertical variations of these amplitudes will be analyzed in sections 4b–d.

a. Power spectra of tropical winds

Spatial–time power spectral analysis is performed for the 32-yr data in 1979–2010 to investigate the overall variability of tropical horizontal winds. Since Kelvin waves are associated with eastward-moving \( u \), and WMRG and R1 waves with westward-moving \( v \), we first analyze power spectra for tropical \( u \) and \( v \) at each latitude and average them over 15°N–15°S. Figure 3 shows the raw power spectra of \( u \) and \( v \) in the lower stratosphere, averaged for all easterly, westerly, and nonclassified years, and the difference between the easterly and westerly phases. The power has been averaged over 15°N–15°S. Superimposed lines are the two sets of dispersion curves for the equivalent depths of 100, 200, and 400 m, with solid lines including a Doppler shift by the background winds indicated in each panel (m s\(^{-1}\)), and dotted lines for the resting atmosphere. The winds in the former are obtained by weighted winds in a layer from 70 hPa up to the level presented. For the 70-, 50-, 30-, and 20-hPa levels the weights are \( \frac{1}{8}, \frac{1}{8}, \frac{1}{4}, \) and \( \frac{1}{2} \), respectively, for presentation at 20 hPa, and \( \frac{1}{4}, \frac{1}{4}, \frac{1}{2}, \) and 0 for presentation at 30 hPa. Units are m\(^2\) s\(^{-2}\).

It is seen that equatorial wave signals are evident even in the raw spectra. These wind power spectra peak on preferred space and time scales that are remarkably consistent with the theoretical dispersion curves for various equivalent depths \( h \), fitting better to the Doppler shifted curves. For the Kelvin wave, the central \( h \) for \( U = 0 \) is 100 m for the easterly phase and 200 m for the westerly phase. However, when Doppler shifting is taken into account (solid lines) the Kelvin wave shows a consistent range of \( h \) between 100 and 400 m with a central \( h \) about 200 m for both phases. For \( v \) spectra in the westerly and nonclassified phases, a central \( h \) of 200 m for \( U = 0 \) can be seen. However, for \( v \) in the easterly phase, there seems to be no optimum \( h \) related to \( U = 0 \) because of the power spectra being significantly Doppler shifted.

The Kelvin-like wave, seen in the eastward-moving \( u \), is stronger in the easterly phase (Fig. 3a) than in the westerly phase (Fig. 3b), as highlighted in the differences shown in Fig. 3d. In contrast, the WMRG-like signal seen in westward-moving \( v \) is much stronger in the westerly phase (Fig. 3f) than in the easterly phase (Fig. 3e). A signal is also seen here in the region of R1 wave dispersion curves and this is also stronger in the westerly phase than in the easterly phase. It is encouraging that
the intensity of the power spectra for the nonclassified years (with neutral or weaker winds in the lower stratosphere) (Figs. 3c,g), is found to be between those for the easterly and westerly phases.

Doppler shifting on dispersion curves gives $v = v_0 + kU$ ($v_0$ is the frequency at $U = 0$). The degree of shift can be estimated by considering the zero-frequency $x$ axis tilted to become $kU$. For $U = 30 \text{ m s}^{-1}$ and zonal wavenumber 15, the frequency change is about 1.0 day$^{-1}$, so that the tilted $x$ axis hits the edge of the plot. However, the zero-wavenumber $y$ axis is unaffected, and so the dispersion curves are warped. For $U < 0$ eastward-moving waves are shifted to lower frequency and westward-moving waves are shifted to higher frequency, and vice versa for $U > 0$ where lower-frequency and larger wavenumber Rossby waves can be shifted more readily to the opposite quadrant. More detailed Doppler shifting of dispersion curves can be found in YHS07b (their Fig. 7) and Hoskins and Yang (2000, their Fig. 3).

The Kelvin wave–like signal is concentrated at a higher frequency in the westerly phase than in the easterly phase, and the reverse is apparent for the WMRG- and R1-like signals, probably indicative of a mixture of Doppler shifting and filtering of the slower waves in their upward propagation. Both mechanisms would lead to the spectral distributions in the lower stratosphere differing significantly from those in the upper troposphere, as found in YHS11.

In both phases tropical $u$ also shows strong power at zonal wavenumber $k = 0$ and also in the westward-moving component. The former is associated with the zonal mean zonal winds and the latter may be related to westward-moving equatorial waves. On the other hand, power spectra for $v$ are dominated by westward-moving component, although there is some power around $k = 0$ and small positive $k$, which indicates signs of EMRG-like waves.

The lower-frequency bands (periods $>10$ days) contain more power in the westerly phase both for eastward- and westward-moving components and for $u$ and $v$ fields, as is clearly seen in the difference plots (Figs. 3d,h). This is consistent with Doppler shifting: westerly winds would shift the westward-moving waves to a lower frequency region, and conversely for easterly winds. Also in the westerly phase, westward-moving waves with very low frequency, such as Rossby waves, can be Doppler shifted to move eastward, as indicated by the dispersion curve for the R1 wave (Fig. 3f) and found in YHS and YHS07a,b,c.

Figure 4 gives vertical profiles of power spectra for each easterly and westerly summer and winter, averaged over eastward and westward domains ($k$ from $\pm 2$ to $\pm 10$ and period from 2 to 30 days), which contain most of the power seen in Fig. 3. Although the wave amplitudes at tropopause level are quite similar in years in the different phases, significant differences are seen in the stratosphere both in summer and winter. In each case, eastward-moving $u$, mainly associated with Kelvin-like waves, is consistently stronger in the easterly years than in the westerly years in most of the stratosphere. In contrast, in each case westward-moving $v$, dominated by WMRG and
R1-like waves, exhibits more power in the westerly years than in the easterly years, but the difference between the two phases occurs in a relatively shallower layer in the lower stratosphere than for the eastward-moving $u$. The power of the eastward $u$ at 20 hPa in the westerly phase and the power of the westward-moving $v$ at 50 hPa in the easterly phase is less than 50% of that in the other phase. In the lower stratosphere, power spectra for the non-classified years are between the easterly and westerly phase years (not shown).

There is some interannual variability in the upper troposphere that appears to be associated with ENSO. For instance, in summer season, the strongest and weakest power of eastward-moving $u$ in the upper troposphere occur, respectively, in 1997 (El Niño) and 1999 (La Niña) (Fig. 4a). This will be analyzed further in a later paper. The strongest amplitude for the $v$ spectrum in the 1985 summer is consistent with that found in Randel (1992).

Since in the filtering domain used here zonal wave numbers $k$ range from $\pm 2$ to $\pm 10$ and periods from 2 to 30 days, gravity waves are negligible, and the EMRG signal is weak, the focus will be on the remaining waves, which will be referred to as Kelvin, WMRG, and R1.

b. Monthly wave amplitude

The power spectral analysis has shown that variability associated with tropical winds in the lower stratosphere is consistently different in the two phases of the QBO. To further separate the variability associated with different equatorial wave modes, the tropical winds and height fields at each level are projected into various wave modes using the methodology outlined in section 2. Figure 5 shows time–height plot of monthly zonal mean standard deviation of the Kelvin, WMRG, and R1 waves in the stratosphere, together with the zonal mean ambient zonal winds. Kelvin wave amplitude is measured by the equatorial $u$ of the Kelvin wave component and WMRG and R1 waves are measured by the equatorial and off-equatorial $v$, respectively, of the relevant wave component. Note that, because the horizontal structures are those of the specified basis function used for projection, the pictures for a particular wave are independent of the latitude chosen and only the contour interval would change.

It is seen that there is a remarkable consistency of background winds ($-10$, 0, and 10 m s$^{-1}$ contours plotted) and wave amplitudes. In Fig. 5a, Kelvin waves are consistently stronger in areas of easterly winds than in westerly winds. In contrast, in Figs. 5b and 5c, WMRG and R1 waves are consistently stronger in areas of westerly winds. This indicates the ubiquitous impact of the zonal winds in the lower stratosphere on the vertical propagation of equatorial waves.

It is interesting to see that Kelvin wave amplitudes peak just below the zero wind lines of the descending westerly phase and then decrease sharply. This is consistent with the QBO theory that Kelvin waves act to bring the westerly region downward. Similar features also appeared in the analysis of Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) data by Ern et al. (2008) and High-Resolution Dynamics Limb Sounder (HIRDL) data by Alexander and Ortland (2010).

The corresponding evidence for WMRG and R1 waves peaking just below the descending easterly phase is less clear, perhaps because the contribution of the two waves to the downward propagation of the easterly region is relatively small. This may explain the observed feature seen in Fig. 2a that westerly shear zones show more regular and rapid downward propagation than easterly shear zones. However, there is an interesting feature that during some periods of “stalling” in the descent of the easterlies near 30 hPa, such as in 1986/87 and 1988/89, WMRG and R1 waves below 30 hPa are less active than in years when there is no such stalling. This suggests that WMRG and R1 waves are playing some role in driving the descent of the QBO easterly winds.

To help quantify the relationship of the QBO winds and wave amplitudes, correlations have been calculated between equatorial $U$ in the lower stratosphere and wave amplitudes in different lower stratospheric layers (Kelvin wave at 20–30 hPa, WMRG at 30–50 hPa, and R1 at 50–70 hPa). For Kelvin waves the correlations are $-0.96$ in summer and $-0.89$ in winter, and for WMRG waves, they are $+0.92$ in summer and $+0.94$ in winter. For R1 waves, the correlations are slightly weaker but still large: $+0.85$ in summer and $+0.86$ in winter.

c. Zonal variation of wave amplitude

YHS and YHS07a,b,c showed that wave activity exhibited different characteristics in the Eastern Hemisphere (EH) and Western Hemisphere (WH), partly due to different background winds in the two hemispheres. To contribute the analysis of the longitude–height variation of waves and their relationship with the zonal wind, Fig. 6 shows cross sections of equatorial $U$ and standard deviations of wave-related winds averaged in the two QBO phases, and the differences between them. In the upper troposphere the equatorial ambient flow (left panels) is very similar in the easterly and westerly phases, in both cases being very different in the two hemispheres with strong easterly in the EH and westerly in the WH. The two westerly ducts over the eastern Pacific and Atlantic in the upper troposphere are much stronger in winter than in summer. In contrast,
above approximately 100 hPa the zonal winds are clearly
very different in the easterly and westerly phases, but
there is very little zonal variation. In the easterly phase
the lower-stratospheric winds are much weaker in winter
than in summer. The next QBO phase, with opposite sign,
is evident above about 20 hPa.

Consistent with the ambient flows in the lower strato-
sphere, the amplitude of each of the waves shows very
different distributions for the two phases there for both
summer and winter. Kelvin wave activity is much stronger
in the easterly phase than in the westerly phase. In con-
trast, WMRG and R1 waves are stronger in the westerly
phase. Differences in wave amplitudes in the opposite
QBO phases are further highlighted in Figs. 6c and 6f.
This is in agreement with the result of power spectral
analysis and consistent with theoretical expectation and
the results for the analysis of two summers in YHS11.

It is interesting that there is also longitudinal variation
in equatorial wave signatures in the lower stratosphere,
particularly in the favorable QBO phases in which up-
ward propagation occurs, although the zonal winds there
are quite zonally uniform. This zonal asymmetry appears
to reflect asymmetries in the upper troposphere. There
the largest variance of the Kelvin wave appears over the
warm waters of the EH, and larger amplitudes in the
WMRG and R1 waves occur in the WH, especially over
the two westerly ducts of the eastern Pacific and Atlantic. The preferred occurrence of WMRG waves in the eastern Pacific upper troposphere is consistent with that found by Randel (1992). For the Kelvin wave in the easterly phase, its lower stratospheric maximum is over the upper tropospheric maximum in winter and slightly west of it in summer. For WMRG and R1 waves in the westerly phase, their lower stratospheric maxima are east of the upper tropospheric maxima, consistent with their eastward group velocity there as seen in Fig. 3f.

Therefore there is evidence that equatorial wave activity in the lower stratosphere depends not only on the
QBO winds there but also on the source strength and background zonal winds in the upper troposphere. This dependence on the background winds is consistent with the fact that the EH upper-tropospheric easterly flow is favorable for the upward propagation of the Kelvin waves whereas the WH westerly flow is favorable for the upward propagation of WMRG and R1 waves.

Another interesting point is that the upper-tropospheric WMRG and R1 waves over the eastern Pacific westerly duct are stronger in the easterly phase than in the westerly phase, particularly in winter. It is found that the amplitudes of the R1 waves in all seven easterly winters consistently show positive anomalies over the region, with four of them having the largest amplitude there, but the opposite does not occur for westerly winters. For WMRG waves, six out of seven easterly winters also have positive anomalies there. However, the impact of the QBO phase is less clear as the ENSO phase also appears to influence the wave. The WMRG and R1 waves in most easterly summers also show positive anomalies, but they are weaker than for the winter case. Analysis suggests that this is because in summer there is a closer relationship between the intensity of the westerly duct and wave amplitudes in the region and the westerly duct intensity is strongly influenced by the phase of ENSO.

However, the difference in WMRG and R1 wave amplitudes in the upper troposphere in opposite QBO phases cannot be fully explained by ENSO variability alone, especially in winter. Excluding all the ENSO-influenced winters, QBO winds in the lower stratosphere correlated with the WMRG and R1 wave amplitudes over the upper troposphere in the eastern Pacific region indicate a significant relationship. Then a question is: how in winter can the WMRG and R1 waves in the upper troposphere be related to the QBO phase in the lower stratosphere? A possible answer is that the easterly winds in the lower stratosphere are not favorable for the R1 and WMRG waves to propagate upward; therefore, the waves accumulate in the upper troposphere and compared to other years become larger in amplitude there before dissipation. For the Kelvin wave, the opposite seems to be true with its amplitude in the upper troposphere over the eastern Pacific being weaker in easterly winters than in westerly winters, as seen in Fig. 6. However, the difference is much weaker than that for the WMRG and R1 waves. This may be due to the fact that the zonal winds in the westerly phase are much weaker than in the easterly phase and the Kelvin wave itself has the fastest phase speed, so its upward propagation is less hindered by the unfavorable winds.

d. Vertical variation of amplitude of individual waves

To examine in each year how the amplitudes of the various waves change with height in the lower stratosphere, Fig. 7a gives vertical profiles of the zonal mean standard deviations of their characteristic velocity, together with the equatorial $U$, in each easterly and westerly summer. For westward-moving waves, the strongest wind magnitudes consistently occur near the tropopause. Kelvin wave winds also peak at the tropopause but in the easterly phase their strongest peak appears in the lower stratosphere. In all years and for all waves the wind magnitudes decrease sharply above tropopause between 100 and 70 hPa. The decrease is most rapid for the R1 waves, for which the magnitude at 70 hPa is about half that at 100 hPa.

Consistent differences between easterly and westerly phases become apparent above 70 hPa, in agreement with the composites in Fig. 6. Compared with the power spectral profiles in Fig. 4, the differences in wave amplitudes in different phases are further enhanced due to the data being projected onto the different wave modes. There is again very close consistency between the wave wind magnitudes and the ambient zonal flow profiles. For WMRG waves, the difference between the two phases begins at levels very close to where the reversal in the ambient flow occurs. However, for the Kelvin wave there is a slight vertical lag between the two, consistent with its larger upward group velocity (shown in YHS11, and in our Fig. 11 below). The picture for the R1 wave is less clear: for it the difference between the QBO phases occurs only in a shallower layer, consistent with its upward group velocity being the smallest (as will be seen below in Fig. 11). Plots with pressure up to 1 hPa also indicate another vertical reversal for WMRG waves but not for Kelvin waves, consistent with the power spectral profiles in Fig. 4.

To indicate the contribution to kinetic energy, the impact of decreasing density with height is included by multiplying the magnitudes of the winds associated with the waves by $\rho^{1/2} \sim \exp(-z/2H)$. The results are shown in Fig. 7b. All three waves now show amplitudes that generally decrease with height, particularly in the unfavorable years. However, the amplitude of the Kelvin wave in the easterly phase shows no reduction with height in the region 30–70 hPa but with a slight increase, consistent with it experiencing least dissipation when propagating upward into the lower stratosphere, because of its large vertical group velocity (see Fig. 11 and Table 1 below).

Weighted wave velocity pictures for the winter case in Fig. 7c show similar features to those in summer but as above the difference between the QBO phases occurs in shallower layer.

The increase of Kelvin wave kinetic energy can be explained by the fact that conservative waves conserve their EP flux $E$, so that the wave action density $E/\omega_i$ increases as $\omega_i = k[c - U(\bar{z})]$ decreases. Therefore, some
increase in wave kinetic energy might be expected approaching the critical level, unless dissipation dominates.

5. Composite propagation features

YHS11 analyzed in some detail features of vertical propagation in one easterly and one westerly summer. In the next section, a similar analysis is performed for all 32 years in 1979–2010. As the composites for winter and summer stratified with respect to the QBO phase are generally very similar, the sum of these will be shown here, and since in the lower stratosphere the Kelvin wave activity is stronger in the EH and WMRG and R1 waves are stronger in the WH, some composite analysis will be based on these regions.

a. Period, zonal wavelength, and phase speed

To obtain typical wave properties and examine how they vary with height, autoregression of equatorial waves is performed at each level as in YHS11. Typical periods, zonal wavenumbers, and amplitudes can be determined. When calculating the autoregression/correlation, extremes exceeding a threshold in a specified field in a longitude–time domain (one hemisphere and 6 months) with data on a grid 2° x 1 day are selected. There are typically of order 1000 extremes in each of the fields.
considered here. However, investigation suggests that the number of degrees of freedom should be taken as one-tenth of this sample number, and this assumption is used in calculating the statistical significance of the linear relationships found using a $t$ test.

Figure 8 shows the results of autoregression, as a function of lag time, averaged separately for easterly and westerly QBO seasons. Note that here the troposphere is shown as well as the stratosphere. A typical period can be deduced from the two neighboring negative extrema to the left and right of the central day. Several interesting points emerge.

First, for waves in the unfavorable phase (the Kelvin wave in the westerly phase and WMRG and R1 waves in the easterly phase), regressed amplitudes decrease sharply above about 70 hPa, indicating strong wind filtering of the waves.

Second, wave periods are generally much shorter in the lower stratosphere than in the upper troposphere. The decrease of wave period with height was also noted by Dunkerton (1993) using cross-spectra. In the troposphere the dominant period for Kelvin waves is about 10 days (individual years in the range of 8–12 days). In the lower stratosphere their dominant period is reduced to 6 days in the easterly phase and 4 days for the westerly phase. WMRG waves in the upper troposphere have a dominant period of 10 days (8 days in summer and 12 days in winter). Their dominant period decreases sharply in the lower stratosphere to the 3–4 days in the easterly phase and 4–5 days in the westerly phase. R1 waves in westerly years have a period of 12–14 days (summer has a rather shorter period) and through to the lower stratosphere (10 hPa for westerly summer and 30 hPa in westerly winter). This is consistent with the quite barotropic structure found in the WH in YHS07c. In the easterly phase, the dominant period of R1 waves can reach 70 hPa and then decreases sharply to 6 days in the region in which its coherence is also much reduced.

Third, the period in the lower troposphere of both WMRG and R1 waves is also shorter than that in the upper troposphere, in agreement with the finding of YHS11 that as WMRG and R1 waves propagate downward as well as upward away from their upper-tropospheric source region, their period decreases.

Autoregressions as a function of longitude and height are shown in Fig. 9. Here, a typical zonal wavelength can be deduced from the two longitudes corresponding to the two neighboring negative extrema.

Zonal wavelengths increase with height so that the zonal wavenumber $k$ is smaller in the lower stratosphere than in the upper troposphere. For the Kelvin wave, the typical $k$ is 6 in the upper troposphere and 3 in the lower stratosphere. There is also an indication of a secondary wavenumber 3 in the upper troposphere. The WMRG

![Figure 8. Autoregression of wave velocities as a function of lag time and height for (a),(d) EH Kelvin wave equatorial $u$, (b),(e) WH WMRG wave equatorial $v$, and (c),(f) WH R1 wave $v$ at 8°N/8°S, averaged for all easterly and westerly summers and winters. The solid (dashed) lines are for positive (negative) values. The contour intervals are 0.6 m s$^{-1}$ for positive values and 0.2 m s$^{-1}$ for negative values with the zero contours suppressed, except in (c) and (f), where the contour interval is halved. The regression value is taken to be 1.5 times the standard deviation peak of the winds. The shaded area denotes regressions exceeding the 95% significance level.](image-url)
and R1 waves have a typical $k$ of 7 in the troposphere. In the westerly phase, between 70 and 50 hPa, the typical $k$ is 6 for WMRG waves and 5–6 for R1 waves, and reduces to 4–5 beyond 50 hPa (Figs. 9e,f). In the easterly phase, the typical $k$ is 4–5 between 70–50 hPa, with a weak signal of $k = 3–4$ beyond 50 hPa (Figs. 9b,c), indicating that only waves with longer wavelength can propagate upward in the unfavorable phase. The dominant zonal wavenumber for all waves in the troposphere is 6–7, as was the case for convectively coupled waves there (YHS07a,b,c).

The generally shorter periods and longer zonal wavelengths in the lower stratosphere shown in Figs. 8 and 9 imply that the phase speeds of the waves are larger there than in the upper troposphere. This suggests that there is either enhanced dissipation or filtering of the slow waves. In addition, between 20 and 70 hPa all of the waves have shorter periods and longer wavelengths in their unfavorable years than in their favorable years. This implies that the waves that are present in the unfavorable QBO phase have larger phase speeds than those in the favorable phase; it is the faster waves that propagate into the lower stratosphere, especially in an unfavorable year. This is suggestive of a mixture of filtering and Doppler shifting, consistent with theory and with the results shown in YHS11.

To avoid excessive numerical detail in the text and to help in the consolidation of the results, the period and zonal wavenumbers, together with other propagation parameters, as will be discussed below, are summarized in Table 1. Note that this table shows propagation parameters only in the lower stratosphere but separately for summer and winter.

A quantitative estimate of the zonal phase speeds of the waves can be obtained using the Radon transform (RT) method (Radon 1917), as in YHS07b, Yang et al. (2009), and YHS11, with details given in the former. The vertical profiles of the derived zonal mean phase speeds for the Kelvin, WMRG, and R1 waves for each easterly and westerly in summer and winter are shown in Figs. 10a and 10b. The phase speeds for all waves in the stratosphere are seen to be generally larger than those in the troposphere, as discussed above. Also, in the different QBO phases the phase speeds are very similar in the troposphere but quite different in the stratosphere. In the lower stratosphere, the phase speed of the Kelvin wave is smaller in the easterly phase than in westerly phase, and the situation is reversed for the westward-moving WMRG and R1 waves, again consistent with the previous discussion. Comparing with the corresponding zonal wind profile (left column of Fig. 7; note that the pressure levels start from 100 hPa there), and noting that the phase speeds have opposite tendencies where the zonal wind differences reverse, it is clear that the phase speed differences are consistent with a measure of Doppler shifting by the ambient zonal flows. However, the magnitude of the difference in phase speeds seems not to be as large as the difference in the zonal winds, as also can be seen in Table 1, where only the WMRG wave shows a similar magnitude.

The WMRG wave in the easterly summer in 1984 is seen to have a very large phase speed of about
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Table 1. Zonal wavenumber $k$, zonal phase speed $c_z$, period $p$, vertical phase speed $c_v$, vertical wavelength $D$, and vertical group velocity $c_{gz}$ for EH Kelvin wave and WH WMRG and R1 waves in the lower stratosphere in the easterly and westerly summers and winters. The lower stratosphere is for the region where a wave is prevalent, which is about 30–100 hPa for the Kelvin wave and 50–100 hPa for the WMRG and R1 waves. Values of $D$ and $c_{gz}$ in parentheses indicate their theoretical values from Eqs. (8)–(13), and $c < 0$ and $c_z < 0$ indicate westward phase speed and downward phase speed, respectively.

<table>
<thead>
<tr>
<th>Wave</th>
<th>Season</th>
<th>Phase</th>
<th>$U$ (m s$^{-1}$)</th>
<th>$k$ (1)</th>
<th>$c$ (m s$^{-1}$)</th>
<th>$p$ (day)</th>
<th>$c_z$ (km day$^{-1}$)</th>
<th>$D$ (km)</th>
<th>$c_{gz}$ (km day$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kelvin</td>
<td>Summer</td>
<td>E</td>
<td>−14</td>
<td>3</td>
<td>19</td>
<td>6</td>
<td>−1.4</td>
<td>8.0</td>
<td>(9.4) 2.4 (2.0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>3</td>
<td>3</td>
<td>28</td>
<td>4</td>
<td>−0.9</td>
<td>6.0</td>
<td>(6.8) 1.1 (1.1)</td>
</tr>
<tr>
<td>Winter</td>
<td>E</td>
<td>−10</td>
<td>3</td>
<td>3</td>
<td>20</td>
<td>5–6</td>
<td>−1.2</td>
<td>8.0</td>
<td>(8.6) 1.8 (1.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>3</td>
<td>3</td>
<td>29</td>
<td>4</td>
<td>−0.9</td>
<td>6.0</td>
<td>(7.4) 1.4 (1.2)</td>
</tr>
<tr>
<td>WMRG</td>
<td>Summer</td>
<td>E</td>
<td>−7</td>
<td>4–5</td>
<td>−26</td>
<td>3</td>
<td>−1.3</td>
<td>5.0</td>
<td>(3.6) 0.5 (0.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>2</td>
<td>6</td>
<td>−17</td>
<td>4</td>
<td>−1.4</td>
<td>8.0</td>
<td>(13.4) 1.2 (0.7)</td>
</tr>
<tr>
<td>Winter</td>
<td>E</td>
<td>−4</td>
<td>4–5</td>
<td>−24</td>
<td>4</td>
<td>−1.0</td>
<td>5.0</td>
<td>(4.2)</td>
<td>0.9 (0.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>6</td>
<td>6</td>
<td>−14</td>
<td>5</td>
<td>−1.4</td>
<td>8.0</td>
<td>(17.4) 1.2 (0.9)</td>
</tr>
<tr>
<td>R1</td>
<td>Summer</td>
<td>E</td>
<td>−7</td>
<td>4–5</td>
<td>−14</td>
<td>6</td>
<td>−1.4</td>
<td>10.0</td>
<td>(6.6) 0.5 (0.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>2</td>
<td>5–6</td>
<td>−10</td>
<td>12</td>
<td>−2.1</td>
<td>18.0</td>
<td>(16.0) 0.6 (1.4)</td>
</tr>
<tr>
<td>Winter</td>
<td>E</td>
<td>−4</td>
<td>5</td>
<td>−13</td>
<td>6</td>
<td>−1.3</td>
<td>10.0</td>
<td>(9.8)</td>
<td>0.5 (0.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>6</td>
<td>5–6</td>
<td>−9</td>
<td>12</td>
<td>−2.3</td>
<td>20.0</td>
<td>(22.8) 1.1 (2.1)</td>
</tr>
</tbody>
</table>

−80 m s$^{-1}$ at 30 hPa. Referring to Fig. 7a, the ambient flow at 30 hPa in this summer is very strong easterly at about −33 m s$^{-1}$. The phase speed for this summer is consistent with the wave having a very short period of 2 days and small $k$ of 3.

To examine the dependence of the phase speed on the hemispheres, Fig. 10c shows the phase speed in the EH (thick line) and WH (thin line) averaged in easterly (red) and westerly (blue) summer. Note that the corresponding equatorial $U$ is also shown. It is interesting to see that in the lower stratosphere, the difference in the phase speed between the two hemispheres is just apparent, especially in their favorable QBO phase. In their favorable phase, the lower-stratospheric phase speeds in the unfavorable hemispheres—that is, the Kelvin wave in the WH (thick red line) and WMRG and R1 waves in the EH (thick blue line)—are faster than in the other hemisphere (thick red and thin blue lines, respectively). One may argue that the difference may be a continuation of that in the upper troposphere presumably due to Doppler shifting. However, the difference in the lower stratosphere is larger than that at 150 hPa where the zonal winds have the largest difference hence the largest Doppler shifting. This indicates that the upper-tropospheric ambient flows also act as a filter for slow waves, consistent with that discussed previously.

### b. Vertical propagation parameters

To obtain a composite view of the vertical structure and vertical propagation of the waves and the dependence on the QBO phase, their characteristic wind component at all levels has been regressed onto extremes of the same wind component at 100 hPa as a function of time lags and composited for all longitudes in each hemisphere. Figure 11 shows results for the EH Kelvin waves and WH WMRG and R1 waves for the two QBO phases averaged for summer and winter. Typical vertical phase speed, vertical wavelengths, and vertical group velocities can be estimated from this diagram. Table 1 gives these parameters but with summer and winter separately. It should be pointed out that in the 100–20-hPa region, the vertical resolution of the data is about 2–3 km, hence some waves with small vertical wavelengths may be not accurately represented by the data and this may also affect the choice of optimum $y_0$; however, as will be shown below, the analysis is not sensitive to $y_0$.

It is seen that in the upper troposphere and the lower stratosphere, all waves clearly show upward group velocity but downward phase speed, consistent with theory [Eqs. (8)–(13) and Table 1]. As expected, in the unfavorable phases (Figs. 11d,b,c), upward propagation is less clear and the lower-stratospheric waves have smaller vertical group velocities and vertical wavelengths than those in the favorable phase (Figs. 11a,e,f), again consistent with theory. Kelvin waves in the easterly phase have an upward group velocity $c_{gz}$ of 2.2 km day$^{-1}$, a downward phase speed $c_z$ of 1.2 km day$^{-1}$, and a vertical wavelength of 8 km. WMRG waves in the westerly phase have an upward group velocity of 1.2 km day$^{-1}$, a downward phase speed of 1.4 km day$^{-1}$, and vertical wavelength of 8 km. The R1 wave in the troposphere is dominated by the barotropic structure and smaller tilt in the stratosphere. In the westerly phase the R1 wave has an upward group velocity of 0.8 km day$^{-1}$ and a larger downward phase speed of 2.3 km day$^{-1}$, consistent with its longer vertical wavelength of about 20 km. It is of interest that in the westerly phase, the WMRG wave signal disappears at a lower level in the lower stratosphere than the R1 wave, although the latter, which has slower phase speed, is expected to meet a critical line
at a lower level. This is consistent with theory [Eqs. (12) and (13) in YHS11] that the WMRG wave is more susceptible to dissipation when approaching a critical line.

The WMRG and R1 waves appear to be initiated in the upper troposphere near 150 hPa, and to then propagate both upward and downward from there. Their downward group velocities are about 1.9 and 1.2 km day$^{-1}$, respectively, somewhat larger than their upward group velocities in the upper troposphere and lower stratosphere. The two-way propagation of the WMRG wave out of the upper tropospheric region was also observed by Dunkerton and Baldwin (1995), who used an objective rotated EOF method. The initiation of the R1 and WMRG waves in the upper troposphere is consistent with the middle latitude forcing of the waves (YHS07c) and their variability in the two westerly ducts shown in Fig. 6.

The zonal and vertical propagation parameters obtained in the composite analysis are quantitatively comparable to those obtained for the two summers in YHS11 using poorer vertical resolution ERA-40 data. The vertical wavelength and vertical group velocity are compared with those predicted by theory using Eqs. (8)–(13) indicated by values in the parentheses in Table 1. It shows that they are in general agreement with theoretical values, except for vertical wavelengths of WMRG waves. In this case, the large discrepancy is consistent with Eq. (9) and the implied sensitivity of $m^2$ as $\beta/k^2 + c - U(z)$ becomes small (see Fig. 2 of YHS11).

c. The sensitivity of analysis to the $y_0$

To test the sensitivity of the analysis technique to the choice of the trapping scale, as 6$^\circ$, the analysis has been performed using a range of alternate values of $y_0 = 5, 7,$ and 8$^\circ$ for the ERA-40 24-yr data for 1979–2002. In this period there are six easterly and six westerly summers, and five easterly and six westerly winters, as for ERA-Interim in this period. Confirming the result found in YHS, the longitude–height structures of equatorial waves are found to be insensitive to the choice of $y_0$.

Zonal phase speeds and standard deviations of waves averaged in the easterly and westerly summers are

Fig. 10. Wave phase speeds for each of the easterly (red or orange) and westerly (blue or green) seasons in the upper troposphere and lower stratosphere for (a) summer and (b) winter. (c) Equatorial $U$ and phase speeds, averaged for all easterly (red) and westerly (blue) summer, for the EH (thick solid) and WH (thin solid).
shown in Fig. 12. It is even found that the zonal phase speeds are completely insensitive to the choice of $y_0$. This contrasts strongly with the theoretical relationship between $y_0$ and $c_e$ that underlies analyses based on equivalent depths. As shown in Fig. 12b the meridional wind amplitudes of WMRG and R1 change only slightly with the trapping scale. However, the zonal wind amplitude of the Kelvin wave is more sensitive to $y_0$. This is perhaps consistent with the projection of $q = aZ + u$ for the Kelvin wave and the strong theoretical dependence of $a$ on $y_0$ (i.e., $y_0^{-2}$). Nevertheless, all the conclusions for the differences between the opposite QBO phases, including vertical propagation parameters, are found to hold for these different values of $y_0$.

6. Relationship with tropical convection

To investigate possible linkage between equatorial waves in the lower stratosphere and tropical convection, NOAA daily OLR data are first separated into eastward- and westward-moving components. OLR at a particular latitude is then regressed onto extremes in wind fields characteristic of waves. Figure 13 shows the results for wind fields at 50 hPa: the EH Kelvin wave equatorial $u$ for the eastward component and the WH WMRG equatorial $\nu$ and R1 wave off-equatorial $\nu$ for the westward component. This calculation is performed at a range of time lags/leads and composited for all longitudes in one hemisphere. The choice of the different latitudes for the convection is based on theory and results in YHS 07a and YHS11. The wind maximum is moved to $0^\circ$ longitude and day 0.

It is seen in Fig. 13 that waves in the lower stratosphere in their favorable QBO phase are, to some extent, related to tropical convection. The relationship varies with season and the wave type. The convective signal associated with the Kelvin wave and R1 waves is strongest in winter. The signal associated R1 waves in summer and WMRG waves in both seasons is weak. These convective signals generally have bias to negative lag, indicating that convection tends to appear before the stratospheric waves. This bias is less clear for R1 waves, perhaps associated with their deep vertical structure. Also, the convective signal associated with Kelvin waves has a nondispersive signature whereas those associated with the WMRG and R1 waves exhibit eastward group velocities, consistent with equatorial wave theory and the tropospheric characteristics of convectively coupled waves found in YHS 07a,b and YHS11.

The convective signals have different zonal phase speeds for different waves in different seasons. The Kelvin wave is slower in summer, 16 m s$^{-1}$, than in winter, 22 m s$^{-1}$. The phase speed for R1 waves in winter is the slowest, 7 m s$^{-1}$. Comparing with Fig. 10, except for...
the Kelvin wave in winter, these phase speeds are slower than the corresponding speed of the typical dynamical waves at 50 hPa, about 22 m s$^{-1}$ for the Kelvin wave and 10 m s$^{-1}$ for R1 waves. This suggests that convectively coupled waves, with their slower phase speed, may be more susceptible to dissipation. Nevertheless, they can to some extent propagate into the lower stratosphere when the phase of the QBO in the lower stratosphere is favorable.

A similar analysis for the unfavorable phase shows no significant convective signal associated with lower-stratospheric waves. This lack of significant convective signals is consistent with wave dissipation at a critical level below 50 hPa. Analysis also shows a lack of significant convective signals associated waves in the other hemisphere even in the favorable year, except for weak signals for the WH Kelvin waves in the easterly phase. This is suggestive of the importance of upper-tropospheric background winds and tropospheric forcing for the presence of upward-propagating convectively coupled waves, a result consistent with the simulation study of Kawatani et al. (2009, 2010b).

7. Summary and discussion

The variations of stratospheric equatorial wave characteristics with the phase of the QBO have been analyzed using ERA-Interim data for the period 1979–2010 for extended boreal summers and winters. Along with the Kelvin and WMRG waves, the $n = 1$ Rossby wave has also been analyzed. The analysis reveals the zonal and vertical behavior of equatorial waves and their zonal and vertical propagation wavelengths, phase speeds, and group velocities, and also their relationship to tropical convection.

A similar analysis has also been performed for the 24 years of ERA-40 data for 1979–2002. The results have been found to be extremely similar to those shown here for ERA-Interim. Taken together with the similarity of the results shown in YHS11 for two summers using ERA-40 data; this is indicative of the robustness of the results.

The fact that ambient flows act as a filter for the waves has been clearly demonstrated: upward-propagating Kelvin waves have larger amplitudes in the easterly QBO phase than in the westerly phase, and westward-moving WMRG and R1 waves are larger in the westerly phase. These characteristics are generally consistent with theory, indicating filtering/dissipation dependent on the ambient flow, especially in unfavorable QBO phases. This difference in the wave amplitude exists in a deeper layer in the lower stratosphere in summer than in winter, consistent with the seasonality of the ambient zonal winds.

The R1 wave in the stratosphere has in the past received less attention than the Kelvin and WMRG waves. This study has revealed general features of the propagation of the R1 wave in the lower stratosphere, their source region in the upper troposphere, and their association with NH off-equatorial convection.
There is interesting evidence of enhancement of Kelvin wave activity entering the descending westerly phase for each QBO, with Kelvin wave amplitudes peaking just below the zero wind lines of the westerly phase and then decreasing sharply. This supports the QBO theory that Kelvin waves are driving the descent of the QBO westerly winds. For the WMRG and R1 waves, the corresponding feature with peaking just below the descending easterly phase is less clear, perhaps because the contribution of the two waves to the downward propagation of the easterly region is relatively small. This may explain the observed feature that westerly shear zones show more regular and rapid downward propagation than easterly shear zones. However, there is an interesting feature that during some periods of “stalling” in the descent of the easterlies near 30 hPa, WMRG and R1 waves below 30 hPa are less active than in years when there is no such stalling. This suggests that WMRG and R1 waves are playing some role in driving the descent of the QBO easterly winds.

The presence of vertically propagating equatorial waves in the stratosphere has also been found to depend on upper-tropospheric ambient zonal winds and tropospheric forcing. The longitudinal variation of equatorial waves in the upper troposphere, with Kelvin waves being stronger in the EH and WMRG and R1 waves being stronger in the WH, appears to continue into the lower stratosphere, resulting in longitudinal variation in equatorial waves in the lower stratosphere, particularly in the QBO phases in which upward propagation occurs.

Composite propagation features in opposite QBO phases have also been revealed. Waves with large zonal wavelengths and short periods, and therefore faster phase speeds, can propagate more readily. The increased phase speed indicates a filtering of the slow waves. In addition, when the phase of the QBO is not favorable for waves to propagate, their period is shorter, zonal wavenumber is smaller, and phase speed is faster in the lower stratosphere, suggesting a Doppler shifting by the ambient flow and a further filtering of the slow waves. All waves in the upper troposphere and lower stratosphere exhibit downward phase speed but upward group velocity. However, for WH WMRG and R1 waves in the troposphere the sense in the vertical phase speed and group velocity is reversed, suggesting that the waves are initiated in the upper troposphere and then propagate both upward and downward from there. These results are consistent with the previous study of two summers in YHS11 and with wave propagation theory.
Analysis of the relationship between the lower-stratospheric waves and tropical convection has revealed that tropical convection and convectively coupled equatorial waves act as sources for some waves up to 50 hPa in the stratosphere in the QBO favorable phase and the favorable hemisphere (i.e., the EH warm water for Kelvin waves in the QBO easterly phase and the WH for WMRG and R1 waves in the QBO westerly phase). These locations suggest that a tropical convective source is important for the presence of vertically propagating convectively coupled Kelvin waves, whereas, according to YHS07c and as hinted at by the larger WMRG and R1 wave amplitudes over the WH westerly ducts, midlatitude forcing is important for the presence of vertically propagating convectively coupled WMRG and R1 waves. It has also been shown that the connection between the waves and convection varies with season and the wave type, with the Kelvin and R1 waves in winter having the strongest connection with convection. On average, convective signals have smaller phase speeds than those of the lower-stratospheric waves and the convective coupling is much less significant than that in the troposphere (see YHS 07a,b,c). This indicates that, in general, when convectively coupled equatorial waves propagate vertically into the stratosphere, they become disconnected from the space–time patterns of the convective forcing.

While the propagation of equatorial waves is significantly influenced by the phase of the QBO, wave-induced momentum fluxes in the equatorial stratosphere also produce a feedback onto the mean flow. As mentioned above, there is strong evidence of enhancement of Kelvin wave activity entering the descending westerly phase for each QBO. Many recent GCMs that try to internally generate a QBO have difficulty with the downward propagation into the lower stratosphere. Since our study suggests that convectively coupled waves are important in the lowermost stratosphere, it might be hypothesized that part of this difficulty could be the lack of simulated convectively coupled waves. It is known that convectively coupled equatorial waves can be poorly simulated in current tropospheric models (e.g., Ringer et al. 2006; Yang et al. 2009), and this inability may have implications not only for tropical weather and climate but potentially also for stratospheric dynamics.

Another interesting aspect that has been emerged from the analysis is that the intensity of equatorial waves in the upper troposphere seems to be influenced by the QBO phase in the lower stratosphere. In easterly phase the upper-tropospheric WMRG and R1 waves over the eastern Pacific region appear to be somewhat stronger compared with climatology, especially in winter, perhaps due to the accumulation of waves that are unable to propagate upward into the lower stratosphere. In summer this relationship is less clear perhaps due to the large ENSO impact on the wave activity in the western Pacific westerly duct.

There has been increasing evidence over recent years that the state of the lower stratosphere can have an impact on tropospheric flow. However, this is mostly for wintertime at high latitudes (e.g., Baldwin and Dunkerton 2001; Barriopedro et al. 2008; Marshall and Scaife 2009; Gray 2010), and there has previously been little evidence of influence on the tropical troposphere. There has been long-standing observational study of the QBO influence on Atlantic hurricane activity (e.g., Gray et al. 1993; Camargo and Sobel 2010). Some recent studies find that the QBO can influence tropical convection, especially in the tropical Pacific (Garfinkel and Hartmann 2011; Liess and Geller 2012). The present work suggests that an important research for future is the understanding and quantifying of the extent of the stratospheric influence on the underlying tropical troposphere.
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