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ABSTRACT

This study updates a body of literature that aims to separate atmospheric disturbances into standing and traveling zonal wave components. Classical wavenumber–frequency analysis decomposes longitude- and time-dependent signals into contributions from distinct spatial and temporal scales. Here, an additional decomposition of the spectrum into standing and traveling components is described. Previous methods decompose the power spectrum into standing and traveling parts with no explicit allowance for covariance between the two. This study provides a simple method to calculate the variance of each of these components and the covariance between them. It is shown that this covariance is typically a significant portion of the variance of the total signal. The approach also preserves phase information and allows for the reconstruction of the real-space standing and traveling components.

The technique is applied to reanalysis wintertime geopotential height anomalies in the Northern Hemisphere in order to investigate planetary wave interference effects in stratosphere–troposphere coupling. The results show that for planetary waves 1–3, standing waves explain the largest portion of the variance at low frequencies. An exception is for wave 1 in the high-latitude troposphere, where there is a strong westward-traveling wave. Furthermore, the antinodes of the standing waves have preferred longitudes that tend to align with the extremes of the climatological wave, suggesting that standing waves contribute to a linear interference effect that has been shown to be an important part of stratosphere–troposphere interactions.

1. Introduction

Wavenumber–frequency spectral analysis is often used to decompose large-scale atmospheric flows into spatial and temporal Fourier harmonics (e.g., Hayashi 1971; Wheeler and Kiladis 1999), which can then be used to compute cross-spectra for quantities such as meridional heat or momentum flux (Randel and Held 1991). Here we consider the problem of further decomposing each Fourier harmonic into standing and traveling components. In this work a standing wave is defined to be like a standing wave on a string with fixed ends—that is, of the form \( \cos(k\lambda) \cos(\omega t) \). It is the sum of two oppositely traveling waves of equal amplitude and phase speed: \( 2 \cos(k\lambda) \cos(\omega t) = \cos(k\lambda - \omega t) + \cos(k\lambda + \omega t) \). Note that in some studies, “standing wave” is used to refer to the climatological zonal asymmetry; we will refer to this latter quantity simply as the climatological wave. Estimation of standing and traveling wave power spectra has been described previously (Hayashi 1973, 1977, 1979; Pratt 1976). However, the methods proposed by Hayashi and Pratt both suffer from the same issue: they exclusively decompose the power spectrum into standing and traveling parts with no possibility for any covariance between these wave structures. We will show that although such decompositions are not unique, typical prescriptions yield standing waves that are not orthogonal to the traveling waves and hence include significant covariance.

In this report, we propose a simple decomposition of the wavenumber–frequency spectrum into standing and traveling parts, calculate analytic expressions for the variance of each component and their covariance, and show how the decomposition can be used to reconstruct standing and traveling wave fields. While the techniques that we describe are quite general, we were motivated to carry out this analysis by particular issues related to...
wave-driven stratosphere–troposphere coupling in the Northern Hemisphere extratropics (Baldwin and Dunkerton 2001; Garfinkel et al. 2010; Shaw et al. 2010; Smith and Kushner 2012). Thus, we apply the technique to geopotential height anomalies in the Northern Hemisphere winter. Example case studies of interest are shown in Fig. 1. In the left column in Fig. 1 we show Hovmöller plots of the wave-1 geopotential height anomalies at 60°N and 100 hPa for the winter of 1979/80, which consisted of persistent westward-propagating wave-1 anomalies, and for the winter of 1990/91, which was dominated by a large-amplitude standing wave event. Our interest is in how these different wave anomalies interfere with the background climatology and, thus, drive fluctuations in the portion of the vertical flux of wave activity—as measured by the meridional eddy heat flux—that is linearly coherent with the background climatological wave (Nishii et al. 2009). We denote this quantity “LIN” (Smith and Kushner 2012). The second column in Fig. 1 shows the wave-1 component of LIN for each of these winter seasons. The positive and negative periods of LIN correspond to wave-1 anomalies being, respectively, in and out of phase with the wave-1 background climatology (the longitudes of the maximum and minimum of the daily wave-1 climatology are indicated by the solid and dashed black lines). A standing–traveling decomposition will allow us to determine whether fluctuations in LIN are being driven primarily by traveling waves of consistent amplitude propagating in and out of phase with the background or by standing waves fixed in space.

Computations of standing and traveling wave decompositions of the extratropical circulation have to
a large extent relied on the methods of Hayashi (1977, 1979) and Pratt (1976). These methods were summarized in the textbook by von Storch and Zwiers (1999). For example, Fraedrich and Böttger (1978) decompose the spectrum of geopotential heights at 500 hPa and 50°N into standing and traveling parts using a method that combines the techniques of Pratt and Hayashi. Their focus is on higher wavenumber and frequency disturbances, where the authors observe several distinct peaks in the spectrum. The authors suggest that differing types of baroclinic instability—associated with dry versus moist static stability—could be responsible for these separate peaks. Speth and Madden (1983), using the Hayashi (1977) method, highlight and investigate in more detail the presence of a high-latitudinal 15–30-day period westward-traveling wave-1 feature. Using the meridional and vertical structure of the feature’s amplitude as evidence, the authors attribute it to a manifestation of the theoretically predicted 16-day wave (Haurwitz 1940; Madden 1979). Other studies have used Hayashi and Pratt’s methods to determine whether the Madden–Julian oscillation is primarily a standing or propagating pattern (Zhang and Hendon 1997); to analyze the orthogonality of the resulting wave fields. These short-comings and their implications will be addressed in this report, which is structured as follows. Section 2 will outline the proposed decomposition, describe some simple analytical results, outline previously defined techniques, and describe the data to which we apply the analysis technique. Section 3 will show the results of applying the method to Northern Hemisphere geopotential height anomalies, including a detailed comparison with previous approaches and an overview of the climatological wavenumber–frequency spectra in the extratropics. To investigate planetary wave interference effects, we will compare the structure of the standing waves and the climatological wave field. Last, we will compute the vertical and time-lagged coherences of the standing and traveling waves at selected Northern Hemisphere extratropical locations using correlation-coherence analysis (Randel 1987). Section 4 will summarize the results and discuss implications for stratosphere–troposphere coupling.

2. Theory and data

a. Standing–traveling wave decomposition

This section describes our proposed decomposition of the wavenumber–frequency spectrum into standing and traveling parts. To begin, given some longitude- and time-dependent variable \( q(\lambda, t) \), with daily frequency over a period of time of length \( T \) days and defined at \( N \) equally spaced points in longitude, the discrete 2D Fourier transform is computed as

\[
\hat{q}_{kj} = \sum_{n=0}^{N-1} \sum_{t=0}^{T-1} e^{-i\lambda_k n - i\omega_j t} q(\lambda_n, t),
\]

where \( \lambda_n = 2\pi n/N \) and \( \omega_j = 2\pi j/T \), defined for \( k = 0, \ldots, N - 1 \) (\( k \) is the planetary wavenumber) and \( j = 0, \ldots, T - 1 \) (\( j \) is an integer index that corresponds to the frequency \( \omega_j \)). For simplicity, \( q(\lambda, t) \) is assumed to have zero zonal and time means, and \( N \) and \( T \) are assumed to be odd. Given that \( q(\lambda, t) \) is real, as shown in the appendix, one can write the inverse transform as

\[
q(\lambda, t) = \frac{2}{NT} \sum_{k=1}^{N/2} \sum_{j=1}^{T/2} q_{kj}(\lambda, t),
\]

where \( N_2 = (N - 1)/2, T_2 = (T - 1)/2, \) and

\[
q_{kj}(\lambda, t) = Q_{kj}e^{i(lk + \omega_j t + \phi_{kj})} + Q_{kj}^{-1}e^{i(lk - \omega_j t + \phi_{kj}^{-1})},
\]

where we have used \( \omega_{-j} = -\omega_j \) and where \( Q_{kj} \) and \( \phi_{kj} \) are the amplitude and phase of \( q_{kj} \). That is, \( q_{kj} = Q_{kj}e^{i\phi_{kj}} \), with \( Q_{kj} \) real and positive and \( -\pi < \phi_{kj} \leq \pi \).

We now decompose the amplitudes \( Q_{kj} \) in Eq. (3) in order to express \( q(\lambda, t) \) as a combination of standing and traveling waves at each wavenumber and frequency. Using the fact that a pure standing wave consists of two traveling waves of equal amplitude and phase speed moving in opposite directions, we define standing and traveling amplitudes as

\[
Q_{kj}^S = \min(Q_{kj}, Q_{kj}^{-1}) \quad \text{and} \quad (4a)
\]

\[
Q_{kj}^{Tr} = Q_{kj} - Q_{kj}^S \quad (4b)
\]

and note that these definitions imply that \( Q_{kj}^S = Q_{kj}^{-1} \) and that either \( Q_{kj}^{Tr} = 0 \) or \( Q_{kj}^{-1} = 0 \). Furthermore, we note that \( Q_{kj}^S \) and \( Q_{kj}^{Tr} \) are real and nonnegative. The
Fig. 2. Different possible decompositions of two Fourier coefficients into standing and traveling components. (a) Two arbitrary Fourier coefficients [see Eq. (1)] corresponding to the same wavenumber and opposite frequencies, plotted on the complex plane. (b) Decomposition of these two coefficients into standing (red) and traveling (blue) parts as implemented in this paper, following Eq. (4). (c) An alternate decomposition in which there are traveling waves propagating in both directions. (d) An alternate decomposition in which the phases of the standing and traveling components are allowed to differ from the phase of the total Fourier coefficient. In all cases, the standing wave amplitude is equal for $+j$ and $-j$.

phases of the standing and traveling components are set to be equal to the original Fourier coefficient phases; that is, $\phi_{k,j}^{St} = \phi_{k,j}^{Tr} = \phi_{k,j}$. A phasor representation in the complex plane of this decomposition of two Fourier coefficients $\hat{q}_{k,j}$ into standing and traveling components is given in Figs. 2a and 2b. Alternative decompositions shown in Figs. 2c and 2d will be described in section 2b.

One of the main uses of the Fourier transform is to decompose the total variance of a signal into contributions from different wavenumbers and frequencies. From Parseval’s theorem, written here using the same assumptions on $q(\lambda, t)$ as above, we have

$$\sum_{n=0}^{N-1} \sum_{i=0}^{T-1} [q(n, t)]^2 = \frac{2}{NT} \sum_{k=1}^{N} \sum_{j=-T_2}^{T_2} (Q_{k,j})^2. \tag{5}$$

Furthermore, from Eq. (4b), we have

$$(Q_{k,j})^2 = (Q_{k,j}^{St})^2 + (Q_{k,j}^{Tr})^2 + 2Q_{k,j}^{St}Q_{k,j}^{Tr}. \tag{6}$$

Thus, the variance of the signal $q(\lambda, t)$ is decomposed at each wavenumber and frequency into a standing part, a traveling part, and a term that represents the covariance between the two parts. Note that since $Q_{k,j}^{St}$ and $Q_{k,j}^{Tr}$ are greater than or equal to zero, the covariance term is always nonnegative. This is to be expected: since in the definition of the standing and traveling parts of the signal we maintain the same phases $\phi_{k,j}$, the traveling wave will always positively correlate with one of the components of the standing wave.

In our decomposition the standing waves have an easily defined structure. At each wavenumber and pair of frequencies, the standing wave can be written as

$$q_{k,z}^{St}(\lambda, t) = \frac{2}{NT}Q_{k,j}^{St} \cos(k\lambda + \omega f + \phi_{k,j}) + \frac{2}{NT}Q_{k,j}^{Tr} \cos(k\lambda - \omega f + \phi_{k,-j}) + \frac{4}{NT}Q_{k,j}^{St} \cos(k\lambda + \phi_{k,j}) \cos(\omega f + \Delta \phi_{k,j}), \tag{7}$$

where

$$\phi_{k,j} = \frac{1}{2}(\phi_{k,j} + \phi_{k,-j}), \quad \Delta \phi_{k,j} = \frac{1}{2}(\phi_{k,j} - \phi_{k,-j}). \tag{8}$$

Thus, the standing wave corresponding to the wavenumber–frequency pair $(k, \omega_{z})$ will have its crests and troughs at longitudes of $\lambda = (1/k)(\pi m - \phi_{k,j})$, where $m$ is an integer. It is shown in the appendix that $\phi_{k,j}$ gives the same result for the positions of the antinodes as the formula given by Hayashi [e.g., Eq. (4.5) in Hayashi (1977)].

We are also interested in examining the typical behavior of standing and traveling waves consisting of more than one frequency across one or more seasons. To this end, we compute the variance over time of $q_k(\lambda, t) = (2/NT)\sum_{j=-T_2}^{T_2} q_{k,j}(\lambda, t)$. As demonstrated in the appendix, using the orthogonality of the cosine basis functions, one can show that
\[
\text{var}(q_k)(\lambda) = \frac{1}{T} \sum_{t=0}^{T-1} [q_k(\lambda, t)]^2 \\
= \frac{2}{N^2 T^2} \sum_{j=-T_z}^{T_z} \left[ Q_k^2 + 2Q_k Q_k \cos^2(k\lambda + \phi_k) - Q_k Q_k \right],
\]

where \( \phi_k \) was defined in Eq. (8). If the signal \( q_k(\lambda, t) \) is the sum of pure standing waves (i.e., \( Q_k = Q_{k,-j} \)) then Eq. (9) simplifies to

\[
\text{var}(q_k^\text{St})(\lambda) = \frac{4}{N^2 T^2} \sum_{j=-T_z}^{T_z} Q_k^2 \cos^2(k\lambda + \phi_k). \quad (10)
\]

On the other hand, if our signal is the sum of pure traveling waves (i.e., \( Q_k = Q_{k,-j} \)), then Eq. (9) simplifies to

\[
\text{var}(q_k^\text{Tr})(\lambda) = \frac{2}{N^2 T^2} \sum_{j=-T_z}^{T_z} Q_k^2. \quad (11)
\]

b. Alternate decompositions

Because the standing and traveling waves at the same wavenumber and frequency are not orthogonal, the decomposition defined in Eq. (4) is not unique. For example, one could assign less amplitude to the standing wave and have traveling waves moving in both directions at each absolute frequency, as in Hayashi (1977). An example of this is shown in Fig. 2c. Furthermore, if one allows for the phases of the standing and traveling components to be different, then this allows another set of possibilities for the decomposition, an example of which is shown in Fig. 2d. Nevertheless, we argue that our choice defined in Eq. (4) is a natural decomposition to work with for a number of reasons. First, we reject the possibility of having traveling waves moving in both directions at the same wavenumber and phase speed, as in Fig. 2c, since these will just add up to an additional standing wave at this frequency. Second, we choose to keep the same phases for the standing and traveling components, because this is the simplest choice and because it ensures that the standing and traveling parts of the signal each have the maximum correlation with the total signal.

Note that if we allow the phases of the standing and traveling components to vary, as in Fig. 2d, the covariance can also be negative or zero. In particular, assuming only that \( q_k = q_k^\text{St} + q_k^\text{Tr} \), we can generalize Eq. (6) to

\[
(Q_k)^2 = (Q_k^\text{St})^2 + (Q_k^\text{Tr})^2 + 2Q_k^\text{St} Q_k^\text{Tr} \cos(\phi_k^\text{St} - \phi_k^\text{Tr}). \quad (12)
\]

When \( \phi_k^\text{St} = \phi_k^\text{Tr} \) as before, we recover Eq. (6) and the covariance is strictly positive. However, it is also possible to force \( \phi_k^\text{St} - \phi_k^\text{Tr} = \pm \pi/2 \) (one of these cases is illustrated in Fig. 2d) in which case the covariance will be zero. Nevertheless, the \( \phi_k^\text{St} = \phi_k^\text{Tr} \) case is the most intuitive decomposition because it maximizes the correlation between each of the standing and traveling components and the total signal. This follows from the fact that the Fourier coefficients for the standing and traveling waves are parallel to the total coefficient in the complex plane (as in Fig. 2b).

As far as we are aware, all standing–traveling decompositions discussed in the literature (Hayashi 1973, 1977, 1979; Pratt 1976) do not explicitly account for the covariance term between standing and traveling waves. The authors generally take it as an assumption that the standing and traveling waves will be independent, although they do recognize that this is not always actually the case. In particular, they require that, written in our notation, either \( (Q_k^\text{St})^2 = (Q_k^\text{St})^2 + (Q_k^\text{Tr})^2 + \text{noise} \) (Pratt 1976) or \( (Q_k^\text{Tr})^2 = (Q_k^\text{St})^2 + (Q_k^\text{Tr})^2 \) (Hayashi 1977) without any explicit representation of covariance between the standing and traveling parts of the signal.

We thus identify two distinct advances arising from our technique. First, we can precisely account for and calculate the often significant contribution from the joint variability of standing and traveling waves. Second, it is also straightforward to reconstruct the real-space standing and traveling parts of the signal, which is something that is not simple to do with the other techniques.

c. Other techniques

Some previous techniques for computing the wavenumber–frequency spectrum, starting with Hayashi (1971), take a somewhat different approach than what we have described above. They begin by computing a spatial Fourier transform of \( q(\lambda, t) \) at each time step and defining \( c_k(t) \) and \( s_k(t) \) as the time series for the cosine and sine coefficients at wavenumber \( k \) (again, we are assuming the zonal mean of \( q \) is zero):

\[
q(\lambda, t) = \sum_{k=1}^{N} \left[ c_k(t) \cos(k\lambda) + s_k(t) \sin(k\lambda) \right]. \quad (13)
\]

\(^1\)To do this, simply use the inverse transform given in Eqs. (2) and (3) with the standing or traveling amplitudes, \( Q_k^\text{St} \) or \( Q_k^\text{Tr} \), instead of the total amplitude \( Q_k \).
The wavenumber–frequency spectrum is then defined as

$$P_{k,\omega}(q) = \frac{1}{2} (P_\omega(c_k) + P_\omega(s_k) + Q_\omega(c_k, s_k)), \quad (14)$$

where $P_\omega(c_k)$ and $P_\omega(s_k)$ are the power spectra of $c_k(t)$ and $s_k(t)$, respectively, and $Q_\omega(c_k, s_k)$ is the quadrature spectrum (i.e., imaginary part of the cross-spectrum) between the two. Note that, as shown by Tsay (1974), $P_{k,\omega}(q)$ is equal to the 2D Fourier amplitudes squared $|\hat{q}_{k,\omega}|^2$ where $\hat{q}_{k,\omega}$ was defined in Eq. (1).

Pratt (1976) and Hayashi (1977) define the standing wave variance as

$$P_{k,\omega}^{St}(q) = \sqrt{\frac{1}{4} [P_\omega(c_k) - P_\omega(s_k)]^2 + K_\omega^2(c_k, s_k)}, \quad (15)$$

where $K_\omega(c_k, s_k)$ is the cospectrum between $c_k(t)$ and $s_k(t)$.

Pratt and Hayashi differ in how they define the propagating part of the variance. Pratt defines the traveling variance as the difference between the eastward and westward components, or,

$$P_{k,\omega}^{Tr}(q) = 2|Q_\omega(c_k, s_k)|. \quad (16)$$

The direction of propagation is defined by whether $P_{k,\omega}$ or $P_{k,-\omega}$ is greater. By Pratt’s definition, there is no guarantee that the standing and propagating components of the variance add up to the total wavenumber–frequency spectrum. Hayashi, on the other hand, simply defines the propagating variance as the total wavenumber–frequency spectrum minus the standing portion [e.g., Eq. (5.9) in Hayashi (1977)]. However, this can lead to negative powers for the propagating variance, since the standing wave variance as defined in Eq. (15) can sometimes be larger than the total wavenumber–frequency spectrum. Hayashi states this is most often an issue when there is insufficient smoothing in the frequency domain. There are two main differences between our technique and that of Pratt and Hayashi. First, we make no assumption about the independence of the traveling and standing waves, unlike the previous authors [e.g., see section 5 of Hayashi (1977)]. Second, our decomposition is based on the 2D Fourier coefficients themselves, as opposed to the power, co-, and quadrature spectra as in Eqs. (15) and (16).

We point out that there is some confusion in the literature about the Pratt and Hayashi techniques. Von Storch and Zwiers (1999) correctly describe how Pratt defines the traveling wave variance [Eq. (16)] but incorrectly state that Pratt defines the standing variance as the remainder of the total. This is actually how Fraedrich and Böttger (1978) explain the standing–traveling decomposition, effectively mixing the Pratt and Hayashi techniques. In section 3a, we will show results for the standing–traveling decomposition as we define it, compared to the two methods described in von Storch and Zwiers (1999).

d. Data and notation

We apply the analysis technique to 1979–2013 daily-mean geopotential height from the Interim European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-Interim) (Dee et al. 2011). The data are on a $1.5^\circ \times 1.5^\circ$ latitude–longitude grid, on 37 vertical levels ranging from 1000 to 1 hPa. We first remove the zonal mean and the daily climatology, which is computed by averaging each calendar day over all 35 years of the dataset. We use a superscript asterisk to denote the deviation from the zonal mean and a prime to denote the climatological anomaly:

$$Z^* = Z - \{Z\}, \quad Z' = Z - Z_c^*, \quad (17)$$

where $\{Z\}$ and $Z_c$ are the zonal and daily climatological means of $Z$, respectively.

The spectral analysis is then applied to $Z'^*\omega$ separately at each latitude and pressure level, on 151-day periods starting 1 November of each year (thus, on non–leap years, the period is from November 1 to March 31, and on leap years it is until March 30). Note that before applying the spectral analysis, we linearly detrend and remove the time mean from the data over each winter period, as in Wheeler and Kiladis (1999). This does not have a major impact on our results since we have already removed the climatology. Although we compute the spectral decompositions independently at each latitude and pressure, in section 3f we will use the statistical method of Randel (1987) to examine aspects of the wave structures’ spatial and temporally lagged coherence.

Following Randel and Held (1991), we use a normalized Gaussian spectral window of the form

$$W(\omega_j - \omega_{j_0}) \propto e^{-[(j-j_0)/\Delta\omega]^2} \quad (18)$$

to smooth the power spectra about the frequency $\omega_{j_0}$. Here, $W(\omega_j - \omega_{j_0})$ is the weight given to the spectrum at frequency $\omega_j$ for computing the smoothed power at $\omega_{j_0}$. The $\Delta\omega$ term is the width of the Gaussian window in terms of the frequency index, which we take to be $\Delta\omega = 1.5$. We are able to have a higher spectral resolution (smaller $\Delta\omega$) than Randel and Held (1991) because we are averaging our spectra over 34 winter seasons, as opposed to only 7.

Note that we apply the smoothing directly to each of the three terms on the right-hand side of Eq. (6) after having made the standing–traveling decomposition. This is in contrast to Hayashi and Pratt, who compute
smoothed spectra before making the standing and traveling decomposition (Pratt 1976). For comparison, we will also show some results in section 3a, where we smooth the wavenumber–frequency spectrum before making the decomposition into standing and traveling parts. For our method, this is slightly more involved because our decomposition is actually based on the amplitudes, not the amplitudes squared. Thus, to make the cleanest possible comparison with Hayashi and Pratt in section 3a, we square the amplitudes, then smooth, and then take the square root to get smoothed amplitudes, upon which we apply the decomposition into standing and traveling components following Eq. (4). Finally, we point out that we only smooth the spectra for display (e.g., in Fig. 4) but not when reconstructing the standing and traveling signals \( q^\text{St}(\lambda, t) \) and \( q^\text{Tr}(\lambda, t) \).

3. Results

a. Methods comparison

We begin by showing the various steps taken to compute the final, smoothed, wavenumber–frequency spectra, including the decomposition into standing and traveling waves. We show all the steps for the wave-1 component of \( Z^* \) for the 1979/80 year, which was shown in Fig. 1. For comparison, we will also show the standing–traveling decomposition as computed by following the methods of Hayashi and Pratt and by a version of our method that is more consistent with the Hayashi and Pratt methods.

Figure 3a shows the normalized\(^2\) wave-1 component of the raw wavenumber–frequency spectrum [i.e., \((2/N^2T)(Z_{k,j})^2\)]. Since we are showing results specific for geopotential heights, we write \( Z_{k,j} \) here instead of \( Q_{k,j} \) as in section 2. The zero-frequency component is plotted at the center of the figure, with westward-moving waves [positive \( \omega_j \) in Eq. (2)] on the left side and eastward-moving waves (negative \( \omega_j \)) on the right side. The absolute value of frequency increases moving away from the center of the figure, and we omit the frequencies higher than 0.1 day\(^{-1}\) since they contain negligible power for this year, latitude, and pressure level. Note that the zero-frequency component has zero amplitude because we have removed the time mean before computing the spectrum. Furthermore, the westward power is generally higher than the eastward power, indicative of a prominent westward-traveling wave.

Next, the decomposition into standing and traveling components is made based on the Fourier amplitudes (which are not shown) using Eq. (4). In Fig. 3b, we replot the total amplitudes squared and also show the three terms in Eq. (6): the standing variance \((Z_{k,j}^*)^2\) in red, the traveling variance \((Z_{k,j}^\text{Tr})^2\) in blue, and the covariance between the two \(2Z_{k,j}^*Z_{k,j}^\text{Tr}\) in green (the same normalization as in Fig. 3a is used in all cases). There is substantial westward-traveling wave variance between periods of

\(^2\)The normalization is chosen such that summing the spectrum over positive wavenumbers and integrating over all frequencies will recover the total time–longitude variance of the original signal.
15–30 days, while standing waves dominate at the lowest frequencies. We also have the expected properties that $Z_{k,j}^{St} = Z_{k,-j}^{St}$ and that either $Z_{k,j}^{Tr} = 0$ or $Z_{k,-j}^{Tr} = 0$. Next, we smooth each of the terms individually, as discussed in section 2d. The smoothed spectra, as well as the Gaussian window used to do the smoothing, are plotted in Fig. 3c.

We also compare with the methods described by von Storch and Zwiers (1999), which are based on those in Pratt (1976) and Hayashi (1977). However, as noted in section 2c, the Pratt method described in von Storch and Zwiers (1999) is actually a conflation of the true Pratt and Hayashi methods. For the remainder of the paper, when we discuss the “Pratt” method, we refer to the method attributed to Pratt that is described in section 11.5.7 of von Storch and Zwiers (1999).

In Fig. 3d, the decompositions described by Pratt and Hayashi are shown. The variance is exclusively decomposed into standing and traveling portions, without any covariance. Furthermore, note that these authors suggest computing a smoothed wavenumber–frequency spectrum before making the decomposition into standing and traveling components. This is what has been done in Fig. 3d, and so for comparison, in Fig. 3e we show the results for our decomposition based on the presmoothed total spectrum (see discussion in section 2d). Our method gives identical results for the standing wave power as the Pratt method when consistent smoothing is done, and the Hayashi standing wave power is generally similar. However, both Pratt and Hayashi attribute the remaining variance exclusively to the traveling wave, whereas we assign it to both the traveling wave and the covariance between the standing and traveling waves. This leads to a major reduction in the variance attributed exclusively to the traveling wave in our method. Also, note that Hayashi’s method gives a negative traveling wave power at some frequencies—a clearly nonphysical result.

b. Reconstruction of standing and traveling wave fields

Using Eqs. (2) and (3) with the decomposed amplitudes $Q_{k,j}^{St}$ and $Q_{k,j}^{Tr}$, replacing the total amplitudes $Q_{k,j}$, one can reconstruct the standing and traveling parts of the signal $q(\lambda, t)$. To accurately reconstruct the original signal, it is necessary to use the unsmoothed amplitudes. In the two right columns of Fig. 1, the wave-1 portions of the standing and traveling signals are plotted for 60°N and 100 hPa for the 1979/80 and 1990/91 winters. As we had expected from viewing the total wave-1 anomaly, the 1979/80 year contains a consistent westward-propagating wave. However, the quantitative decomposition that we make allows us to also recognize the significant contribution of standing waves to the variability this year. For the 1990/91 year, we see the expected result: the standing wave field looks very similar to the total field, while the traveling wave field generally has small amplitudes. Note that the standing and traveling wave reconstructions are not “pure” standing or traveling waves because they are the combination of a range of frequencies. As well, since the method naturally focuses on explaining the largest-variance features, in some cases it is possible for the technique to generate somewhat spurious results in the low-amplitude part of the signal. For example, in Fig. 1, the standing part of the signal for mid-November–December 1990 contains an eastward-propagating feature. Nevertheless, it is of much smaller amplitude than the standing wave feature later in the season, which is accurately captured.

c. Climatological spectra at 60°N

The frequency spectra at 60°N for three different vertical levels and for planetary waves 1–3 are shown in Fig. 4. Note that in Fig. 4 we do not have the property that either $Q_{k,j}^{Tr} = 0$ or $Q_{k,-j}^{Tr} = 0$. This is because we have averaged over multiple spectra, each corresponding to one winter season. For some wavenumbers and levels, it is common to have either westward- or eastward-traveling waves depending on the winter, and so for the climatological spectra one can have traveling wave contributions in both directions at the same absolute frequency.

Figure 4 shows that standing waves explain the largest portion of the variance of $Z^{st}$ at most wavenumbers and especially for low frequencies at the given latitude and pressure levels. An exception is for wave 1 and wave 2 at 500 hPa, and to a lesser extent 100 hPa, where there is a substantial westward-traveling peak in the spectrum at a period of approximately 25 days. This feature has been identified before by Speth and Madden (1983) and others. As well, in the midstratosphere there are eastward-traveling wave-2 and wave-3 components, although wave 3 explains a very small portion of the variance here. Finally, Fig. 4 also shows that the covariance term explains a significant portion of the total variance, typically being roughly similar to the variance explained by the traveling component.

d. Frequency-integrated Northern Hemisphere spectra

To better appreciate the contributions of standing and traveling waves throughout the atmosphere, we integrate the individual spectra (the total, standing, traveling, and covariance parts) over frequency to find the climatological variance explained by each of these portions for each wavenumber, at all latitudes and levels. The total and standing spectra are integrated over all frequencies, whereas the traveling and covariance parts
are integrated separately over negative and positive frequencies to isolate the eastward and westward components. These quantities are shown for the Northern Hemisphere in Fig. 5. We separately show the contributions by waves 1–4 and sum together the contributions from waves 5–10. Note the logarithmic scale for the contours: each contour represents a doubling of variance. Furthermore, in each row, the five right panels summed together give the leftmost panel.

The most important points to take from Fig. 5 are the following. As expected by the Charney–Drazin criteria, the stratospheric anomalies are dominated by wave 1 and wave 2 and, to a lesser extent, wave 3. In the stratosphere, the standing waves typically explain about half the total variance and the remaining variance is distributed roughly equally between the four remaining categories for wave 1, while for waves 2 and 3 there is more power in the eastward-traveling and covariance parts than in the westward parts. In the troposphere there is a largely different distribution of variance. In terms of wavenumber, the maximum contribution depends on the latitude: at very high latitudes (north of 75°) wave 1 makes the largest contribution, while moving to lower latitudes, larger wavenumbers tend to make relatively larger contributions. Furthermore, at very high latitudes standing waves explain a majority of the variance of wave 1, while between 60° and 80°N there is a substantial westward-traveling and covariance contribution. This was noted previously in Fig. 4. Moving to higher wavenumbers, there is generally a diminishing contribution from standing waves and an increase in the variance explained by eastward-propagating waves instead of westward-propagating waves, as we expect from the simple β-plane Rossby wave dispersion relation. For synoptic-scale disturbances (waves 5–10), the majority of the variance is explained by eastward-traveling waves in the midlatitudes, as expected.

The westward and eastward covariance portions, in the two right columns of Fig. 5, are generally similar in structure and amplitude to the respective westward- and eastward-traveling variances. We do not necessarily expect to find any independent information in the covariance plot: by the construction of the standing–traveling decomposition, the covariance between the two wave structures at some wavenumber and frequency is entirely determined by the amplitudes (or variances) of the individual standing and traveling parts [see Eq. (6)].

e. Relative structure of standing and climatological wave

Having established the importance of standing waves throughout the extratropical atmosphere, we now seek to understand their zonal structure. In particular, we wish to know whether the nodes and antinodes of these standing waves have preferred longitudinal positions. If so, and if the antinodes are in alignment with the maximum and minimum of the climatological wave, then the standing waves will primarily be driving amplification.
and attenuation of the climatological wave (instead of, for example, a zonal shift of the climatological wave). This would imply that the standing waves would be efficient drivers of the linear part of the vertical flux of Rossby wave activity, denoted LIN in section 1 (Smith and Kushner 2012).

Figure 6 shows the climatological time variance of $Z_{\ast}^c$ over November–March (NDJFM) for wave 1 and wave 2 at 500, 100, and 10 hPa, as well as the climatological wave-1 and wave-2 $Z_{\ast}^c$ at these levels. The presence of zonal maxima of variance, especially in wave 1, indicates that the standing waves do have preferred spatial positions. This can be confirmed by plotting a histogram of the phase $\Phi_{k,j}$ [Eq. (8)] computed for all winter seasons and for all frequencies with significant power (not shown).

Focusing on wave 1, Fig. 6 shows that the relationship between the structure of the standing waves and the climatological wave changes substantially at different vertical levels. To clarify this point, we have plotted the longitude of the zonal maxima of the standing wave variance in the purple line and the longitude of the zonal extrema of the climatological wave in the green line. We can see that at 500 hPa, the maximum of the standing wave variance is at a much more northerly latitude than the maximum of the climatological wave and is zonally positioned near the zero lines of the climatological wave. On the other hand, at 100 hPa and to a lesser extent 10 hPa, the maximum of the standing wave variance is closely aligned with the climatological wave. This suggests that the wave-1 standing waves will be important drivers of linear interference effects at these levels. Note that although the wave-2 standing waves are weaker, they also have preferred zonal positions and are typically well aligned with the climatological wave 2.
implying they are also expected to efficiently contribute to linear interference effects.

f. Vertical wave structure and propagation

The spectra shown thus far are computed independently at each pressure and latitude and so do not convey a sense of the vertical or meridional structure of the waves. Thus, although Fig. 6 shows a general westward tilt with height of the crests and troughs of the standing wave-1, we have no guarantee that individual standing waves indeed span these vertical levels and have such a tilt. In this section we further explore these structures and their time dependence by employing the time-lagged wave amplitude and phase correlation statistics of Randel (1987); see also Shaw et al. (2010). This method computes the spatially remote time-lagged coherence and relative phase of a certain wavenumber.

The required information for the analysis is the time-dependent spatial Fourier amplitudes and phases of geopotential height, which we compute from our already-calculated 2D Fourier coefficients \( \hat{z}_{k,j} \). See section 2 of Randel (1987) for details of the computation of the correlation coherence and phase. We separately calculate the correlations based on the total wave anomaly \( \hat{z}_{k,j} \), the standing part \( \hat{Z}^\text{St}_{k,j} \), the westward-traveling part \( \hat{Z}^\text{Tr}_{k,j}, j > 0 \), and the eastward-traveling part \( \hat{Z}^\text{Tr}_{k,j}, j < 0 \). However, we will omit the eastward-traveling wave coherence plot below because the eastward-traveling signal is very weak in the troposphere (see Fig. 4) and we are computing the correlations referenced to 500 hPa. We make the calculations for both wave 1 and wave 2. Equations (19) and (20), below, give the precise definitions of the standing and westward-traveling parts of the wave anomaly for a particular wavenumber \( k' \).

Figure 7 shows a pressure-versus-lag cross section at 60°N of the wave-1 and wave-2 correlation coherence and phase with respect to 60°N and 500 hPa for the total wave anomaly (left column), the standing wave (middle column), and westward-traveling wave (right column).
Shaw et al. (2010), using a shorter dataset and hence fewer degrees of freedom, estimate that coherences above 0.18 are statistically significant at the 99% level. We only plot coherences of 0.2 or above and are thus assured that the coherences shown are all significant at least at the 99% level. Focusing first on the total wave-1 anomalies (Fig. 7d), we see evidence for the well-known upward propagation of wave 1: for positive 3–6-day lags, there is a strong (>0.3) coherence between wave amplitudes at 10 hPa and the reference point at 500 hPa. Furthermore, at 0-day and positive lags, the wave 1 has a westward tilt with height throughout the upper troposphere and stratosphere—further evidence for the upward propagation of the wave. There is a suggestion of downward propagation for negative lags in the phase diagram (eastward phase tilt with height) but no such indication in the coherence diagram. This is partially due to using the entire NDJFM period to compute the correlations: as shown in Shaw et al. (2010), wave reflection has a strong seasonal cycle and peaks in strength in January–March (JFM). Furthermore, stronger couplings to the stratosphere, both upward and downward, are seen if a meridional average [e.g., from 45° to 80°N as in Shaw et al. (2010)] is performed before computing the correlations. We choose to perform the correlations based on 60°N for easy comparison with results we have already shown based solely on this latitude (e.g., in Figs. 1 and 4). Last, we note the clear tendency of westward propagation of wave 1 throughout the troposphere, as seen in the steadily decreasing phase with lag in Fig. 7d. Generally, the same conclusions can be reached for the total wave-2 signal (Fig. 7a) except that the time scale for upward propagation is faster (2–3 days) and there is no eastward phase tilt with height at negative lags.

Now we examine the correlations separately for the standing and westward-traveling parts of the wave-1 and wave-2 geopotential height anomalies, which are specifically given by (for some wavenumber \( k' \))

\[
Z_{k',j}^{\text{St}}(\lambda,t) = \frac{2}{NT} \sum_{j=-T_j}^{T_j} Z_{k',j}^{\text{St}} \cos(k' \lambda + \omega_j t + \phi_{k',j}) \quad \text{and} \\
Z_{k',j}^{\text{TrW}}(\lambda,t) = \frac{2}{NT} \sum_{j=1}^{T_j} Z_{k',j}^{\text{TrW}} \cos(k' \lambda + \omega_j t + \phi_{k',j}).
\]

(19)

(20)

Here, \( Z_{k',j}^{\text{St}} \) and \( Z_{k',j}^{\text{TrW}} \) are respectively the wave-\( k' \) standing and traveling amplitudes of the geopotential height.

Shaw et al. (2010), using a shorter dataset and hence fewer degrees of freedom, estimate that coherences above 0.18 are statistically significant at the 99% level. We only plot coherences of 0.2 or above and are thus assured that the coherences shown are all significant at least at the 99% level. Focusing first on the total wave-1 anomalies (Fig. 7d), we see evidence for the well-known upward propagation of wave 1: for positive 3–6-day lags, there is a strong (>0.3) coherence between wave amplitudes at 10 hPa and the reference point at 500 hPa. Furthermore, at 0-day and positive lags, the wave 1 has a westward tilt with height throughout the upper troposphere and stratosphere—further evidence for the upward propagation of the wave. There is a suggestion of downward propagation for negative lags in the phase diagram (eastward phase tilt with height) but no such indication in the coherence diagram. This is partially due to using the entire NDJFM period to compute the correlations: as shown in Shaw et al. (2010), wave reflection has a strong seasonal cycle and peaks in strength in January–March (JFM). Furthermore, stronger couplings to the stratosphere, both upward and downward, are seen if a meridional average [e.g., from 45° to 80°N as in Shaw et al. (2010)] is performed before computing the correlations. We choose to perform the correlations based on 60°N for easy comparison with results we have already shown based solely on this latitude (e.g., in Figs. 1 and 4). Last, we note the clear tendency of westward propagation of wave 1 throughout the troposphere, as seen in the steadily decreasing phase with lag in Fig. 7d. Generally, the same conclusions can be reached for the total wave-2 signal (Fig. 7a) except that the time scale for upward propagation is faster (2–3 days) and there is no eastward phase tilt with height at negative lags.

Now we examine the correlations separately for the standing and westward-traveling parts of the wave-1 and wave-2 geopotential height anomalies, which are specifically given by (for some wavenumber \( k' \))

\[
Z_{k',j}^{\text{St}}(\lambda,t) = \frac{2}{NT} \sum_{j=-T_j}^{T_j} Z_{k',j}^{\text{St}} \cos(k' \lambda + \omega_j t + \phi_{k',j}) \quad \text{and} \\
Z_{k',j}^{\text{TrW}}(\lambda,t) = \frac{2}{NT} \sum_{j=1}^{T_j} Z_{k',j}^{\text{TrW}} \cos(k' \lambda + \omega_j t + \phi_{k',j}).
\]

(19)

(20)

Here, \( Z_{k',j}^{\text{St}} \) and \( Z_{k',j}^{\text{TrW}} \) are respectively the wave-\( k' \) standing and traveling amplitudes of the geopotential height.
anomaly at frequency $\omega_j$ and $\phi_{k',j}$ is the wave-$k'$ phase at frequency $\omega_j$. Note that in Eq. (20) we sum over only positive $j$ in order to isolate the westward-traveling waves.

Examining Fig. 7c, we see that for wave 1 the standing wave coherence is similar to the total wave coherence, but with generally smaller coherences throughout. The correlation phase for the standing wave is analogous to that for the total wave, but without the westward propagation in the troposphere. In addition, the westward and eastward phase tilts with height for positive and negative lags tend to be more extreme for the standing wave as compared to the total wave. As expected from the definition of the standing wave, at 500 hPa we see essentially no change in the phase of the wave with time for the lags shown, although at approximately $\pm 14$ days (not shown) there is a sharp $180^\circ$ jump in phase, which would be in accordance with a standing wave with a 28-day period. For wave 2 (Fig. 7b), there is a very close correspondence between the coherence plots of the standing and wave and the total wave, and there is no change in phase until lags of $\pm 10$ days.

The westward-propagating wave-1 and wave-2 anomalies (Figs. 7c and 7f) are vertically deep signals, spanning the troposphere and up to the midstratosphere at 0-day lag, with an equivalent barotropic structure in the troposphere and weak westward phase tilts with height in the stratosphere. Furthermore, they have a much longer coherence time scale ($0.2$ coherence up to $\pm 13$ days at 500 hPa for wave 1) compared to the total wave in both in the troposphere and in the stratosphere. The correlation phases show the expected consistent phase propagation, with a $360^\circ$ revolution at 500 hPa being made in about 28 days for wave 1, roughly in accordance with the westward-traveling wave-1 spectral peak seen in the left panel of Fig. 4. These results agree with the vertical structure of Northern Hemisphere high-latitude westward-propagating wave-1 features identified by previous authors—for example, Fig. 11 of Branstator (1987) or Fig. 7 of Madden and Speth (1989). The eastward-traveling signals (not shown) are strongly trapped in the troposphere and the progression of phase is not as consistent as for the westward-traveling wave.

Note that largely the same conclusions can be reached by picking a reference point in the stratosphere—for example, at 60$^\circ$N and 10 hPa (not shown). The standing wave amplitudes here are preceded by anomalies in the troposphere about 3–6 days before for wave 1 (less for wave 2), and the westward-propagating waves fill the depth of the stratosphere and troposphere with a barotropic structure in the troposphere and a slight westward tilt with height in the stratosphere. The eastward waves referenced to the stratosphere do not penetrate into the troposphere.

4. Summary and discussion

In this study we have introduced a novel decomposition of longitude- and time-dependent signals into standing and traveling components. Unlike previous techniques, our method explicitly provides the covariance between the standing and traveling waves and permits reconstruction of the standing and traveling signals. We apply the decomposition to geopotential height anomalies in the Northern Hemisphere winter. Focusing on planetary waves 1–3, we find that at 60$^\circ$N the standing wave explains the largest portion of the variance in wave anomalies, especially at low frequencies. There are exceptions for wave 1 and to a lesser extent wave 2, which have substantial westward-traveling anomalies in the troposphere with periods around 25 days. In the stratosphere standing waves generally dominate, except for a small peak in the eastward-traveling wave 2 with a period of about 16 days.

We have also shown that planetary wave-1 and wave-2 standing wave anomalies have preferred longitudinal positions and that their antinodes generally align with the maximum and minimum of the climatological wave, especially in the lower and midstratosphere. This implies that the standing waves should be an efficient driver of LIN (Smith and Kushner 2012), which is the vertical flux of Rossby wave activity that is linearly dependent on the climatological wave pattern. This point will be examined in more detail in a subsequent paper. Last, we examined the vertical and time-lagged structure of the standing and traveling wave-1 and wave-2 signals with respect to 60$^\circ$N and 500 hPa. We found that the standing waves have a similar structure to the total wave with a tendency for upward propagation from the troposphere to the stratosphere with a time scale of 3–6 (2–3) days for wave 1 (wave 2). On the other hand, the westward-traveling wave 1 and wave 2 are deep signals spanning the troposphere and stratosphere with relatively little phase tilt.

The separation of wave anomalies into standing and traveling parts is helpful for distinguishing the wave events that originate in the troposphere and drive stratospheric variability. Although, as we have shown, the westward-propagating wave 1 is a strong feature in the high-latitude troposphere and lower stratosphere; because of its lack of phase tilt, we do not expect it to strongly contribute to the vertical flux of wave activity. On the other hand, we have isolated standing waves and shown that they have a tendency to strengthen and weaken the climatological wave. In addition, the phase tilts and time-lagged coherences of the standing wave contributions are suggestive of upward propagation, and one would expect them to be responsible for the upward
communication of wave activity anomalies from the troposphere to stratosphere. Future work will quantify the contributions of the standing and traveling waves to wave activity flux variability over a range of time scales.
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APPENDIX

Spectral Identities and Derivations

a. Inverse Fourier transform of real signal

The inverse 2D discrete Fourier transform is conventionally written as

$$ q(\lambda, t) = \frac{1}{NT} \sum_{k=-N_2}^{N_2-1} \sum_{j=-T_2}^{T_2-1} e^{i k \lambda + i o t} \tilde{q}_{k,j}. \quad (A1) $$

Noting that $\tilde{q}_{k,j} = \tilde{q}_{N_2-k,T-j}$ and assuming for convenience that $N$ and $T$ are odd (which is not strictly necessary), one can rewrite Eq. (A1) as

$$ q(\lambda, t) = \frac{1}{NT} \sum_{k=-N_2}^{N_2-1} \sum_{j=-T_2}^{T_2-1} e^{i k \lambda + i o t} \tilde{q}_{k,j}, \quad (A2) $$

where $N_2 = (N-1)/2$ and $T_2 = (T-1)/2$. Furthermore, given that $q(\lambda, t)$ is a real-valued function, we have $\tilde{q}_{-k,-j} = (\tilde{q}_{k,j})^\dagger$, where the dagger represents the complex conjugate. Thus, we can keep only half the Fourier coefficients. Recalling that $q(\lambda, t)$ has zero zonal mean, we can rewrite Eq. (A2) as

$$ q(\lambda, t) = \frac{1}{NT} \sum_{k=1}^{N_2} \sum_{j=-T_2}^{T_2-1} e^{i k \lambda + i o t} \tilde{q}_{k,j} + \frac{1}{NT} \sum_{k=-N_2}^{-1} \sum_{j=-T_2}^{T_2-1} e^{i k \lambda + i o t} \tilde{q}_{k,j}. \quad (A3) $$

Then, using that

$$ \begin{align*}
-1 \sum_{k=-N_2}^{N_2-1} \sum_{j=-T_2}^{T_2-1} e^{i k \lambda + i o t} \tilde{q}_{k,j} &= \sum_{k=1}^{N_2} \sum_{j=-T_2}^{T_2-1} e^{-i k \lambda + i o t} \tilde{q}_{k,j} \\
&= \sum_{k=1}^{N_2} \sum_{j=-T_2}^{T_2-1} e^{-i k \lambda - i o t} \tilde{q}_{-k,-j} \\
&= \left( \sum_{k=1}^{N_2} \sum_{j=-T_2}^{T_2-1} e^{i k \lambda + i o t} \tilde{q}_{k,j} \right)^\dagger,
\end{align*} $$

where the second equality holds because we are summing over a symmetric (about zero) range of integers $j$, we see

$$ q(\lambda, t) = \frac{2}{NT} \sum_{k=1}^{N_2} \sum_{j=-T_2}^{T_2-1} \text{Re}(e^{i k \lambda + i o t} \tilde{q}_{k,j}). \quad (A5) $$

Rewriting the Fourier coefficients in terms of their amplitudes and complex phases, $\tilde{q}_{k,j} = Q_{k,j} e^{i \phi_{k,j}}$, we have our reformulated inverse 2D discrete Fourier transform:

$$ q(\lambda, t) = \frac{2}{NT} \sum_{k=1}^{N_2} \sum_{j=-T_2}^{T_2-1} Q_{k,j} \cos(k \lambda + \omega_j t + \phi_{k,j}). \quad (A6) $$

It is trivial to rewrite this in the form of Eq. (2) given that $q(\lambda, t)$ as zero time mean.

b. Longitude of standing wave antinodes

Hayashi (1973, 1977) and Pratt (1976) provide a formula for computing the longitudes of the antinodes of the standing part of a signal in terms of the power spectra and cross-spectra of $c_k(t)$ and $s_k(t)$ (note, in this section, that we follow the notation of Hayashi and Pratt, as outlined in section 2c). In particular, Hayashi (1973) defines

$$ \alpha = \tan^{-1} \left[ \frac{2K_w(c_k, s_k)}{P_w(c_k) - P_w(s_k)} \right] \quad (A7) $$

and shows that the longitudes of the maximum time variance of the signal are given by

$$ \lambda = \frac{m \pi + \alpha/2}{k}, \quad (A8) $$

where $m$ is an integer. We showed in section 2a that the longitudes of the antinodes of the standing wave at wavenumber $k$ and frequency $\omega_j$ are given by

---

Note Eq. (3.3) in Hayashi (1973) is erroneously missing the tan$^{-1}$. See, for example, Eq. (13) of Pratt (1976) or Eq. (4.3) of Hayashi (1977).
\( \lambda = (1/k)(m\pi - \Phi_{kj}) \) with \( \Phi_{kj} \) defined in Eq. (8). Thus, to demonstrate the equivalence between our formula and Hayashi’s, we must show that \( \alpha = -2\Phi_{kj} \).

We begin by rewriting Eq. (7) in the form of Eq. (13). Note for simplicity we take \( Q_{kj}^N = 1 \), although the derivation holds generally. Straightforward algebraic manipulations can be used to show that

\[
q_{k,j}^{St}(\lambda, t) = c_k(t) \cos \lambda + s_k(t) \sin \lambda, \tag{A9}
\]

where

\[
c_k(t) = (\cos \Phi_{kj} + \cos \Phi_{k-j}) \cos \omega t + (-\sin \Phi_{kj} + \sin \Phi_{k-j}) \sin \omega t \tag{A10}
\]

and

\[
s_k(t) = (-\sin \Phi_{kj} - \sin \Phi_{k-j}) \cos \omega t + (-\cos \Phi_{kj} + \cos \Phi_{k-j}) \sin \omega t. \tag{A11}
\]

We now compute the Fourier transforms of \( c_k(t) \) and \( s_k(t) \) in order to be able to compute their power spectra and cross-spectra. That is, we decompose \( c_k(t) \) and \( s_k(t) \) as

\[
c_k(t) = \hat{c}_{kj} e^{i\omega t} + \hat{c}_{k-j} e^{-i\omega t}, \quad \text{and} \quad s_k(t) = \hat{s}_{kj} e^{i\omega t} + \hat{s}_{k-j} e^{-i\omega t}, \tag{A12, A13}
\]

where

\[
\hat{c}_{kj} = \frac{1}{2} \left( \cos \Phi_{kj} + \cos \Phi_{k-j} + i \sin \Phi_{kj} - i \sin \Phi_{k-j} \right), \tag{A14}
\]

\[
\hat{s}_{kj} = \frac{1}{2} \left( -\sin \Phi_{kj} - \sin \Phi_{k-j} + i \cos \Phi_{kj} - i \cos \Phi_{k-j} \right), \tag{A15}
\]

and \( \hat{c}_{k-j} = (\hat{c}_{kj})^\dagger \) and \( \hat{s}_{k-j} = (\hat{s}_{kj})^\dagger \). Using these formulas, one can show that

\[
P_\omega(c_k) = |\hat{c}_{kj}|^2 = \cos^2 \left( \frac{\Phi_{kj} + \Phi_{k-j}}{2} \right), \tag{A16}
\]

\[
P_\omega(s_k) = |\hat{s}_{kj}|^2 = \sin^2 \left( \frac{\Phi_{kj} + \Phi_{k-j}}{2} \right), \quad \text{and} \quad \tag{A17}
\]

\[
K_\omega(c_k, s_k) = \text{Re}(\hat{c}_{kj}^\dagger \hat{s}_{kj}) = -\frac{1}{2} \sin(\Phi_{kj} + \Phi_{k-j}). \tag{A18}
\]

Thus, substituting the above into Eq. (A7) we have that

\[
\alpha = \tan^{-1} \left\{ \frac{-\sin(\Phi_{kj} + \Phi_{k-j})}{\cos^2(\Phi_{kj} + \Phi_{k-j})/2 - \sin^2(\Phi_{kj} + \Phi_{k-j})/2} \right\} \tag{A19}
\]

as required.

\[c. \text{ Variance over time}\]

Here, we show how the variance over time of a single-wavenumber signal can be rewritten as a sum over the Fourier coefficients. We consider

\[
q_k(\lambda, t) = \frac{2}{NT} \sum_{j=-T_2}^{T_2} Q_{kj} \cos(\lambda t + \omega f t + \Phi_{kj}). \tag{A20}
\]

We compute the variance over time of the single-wavenumber signal (assuming the time mean is zero)—a quantity that depends on longitude:

\[
\text{var}(q_k(\lambda)) = \frac{1}{T} \sum_{t=0}^{T-1} |q_k(\lambda, t)|^2
\]

\[
= \frac{4}{N^2T^3} \sum_{j=-T_2}^{T_2} \sum_{j=-T_2}^{T_2} Q_{kj} Q_{k-j} \sum_{t=0}^{T-1} \cos(k\lambda + \omega f t + \Phi_{kj}) \cos(k\lambda + \omega f t + \Phi_{k-j}), \tag{A21}
\]

where we have substituted in Eq. (A20) and then changed the order of summation. Using the orthogonality of the cosine basis functions, one can show

\[
\sum_{t=0}^{T-1} \cos(k\lambda + \omega f t + \Phi_{kj}) \cos(k\lambda + \omega f t + \Phi_{k-j}) = \frac{T}{2} \delta_{j-f} + \frac{T}{2} \cos(2k\lambda + 2\Phi_{kj}) \delta_{j-f}
\]

\[
= \frac{T}{2} \delta_{j-f} + \frac{T}{2} \left[ 2 \cos^2(k\lambda + \Phi_{kj}) - 1 \right] \delta_{j-f}. \tag{A22}
\]

Substituting Eq. (A22) into Eq. (A21) we have our final result for the variance over time of our signal represented as a sum over the Fourier coefficients.
\begin{equation}
\text{var}(q_{k}(\lambda)) = \frac{2}{N^2 T^2} \sum_{j=-T}^{T} \sum_{l=1}^{T} \left[ Q_{kj}^2 + 2Q_{kj}Q_{k,-j} \cos^2(\lambda l + \delta_{kj}) - Q_{kj}Q_{k,-j} \right].
\end{equation}
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