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ABSTRACT

Little is known about the genesis and growth mechanisms of monsoon depressions, despite the great importance of these storms for the hydrological cycle of the Asian–Australian monsoon region. Of the few theoretical studies that have examined this issue, most have attributed the amplification of monsoon depressions to some form of baroclinic instability or stable baroclinic growth, highly modified by the diabatic effects of moist convection. Here, a simple criterion—namely, the upshear tilt of potential vorticity anomalies—is argued be necessary for dry or moist baroclinic growth. Reanalysis data are then used to assess whether a large ensemble of South Asian monsoon depressions has vertical structures consistent with this criterion. The evolution of these monsoon depressions is compared with that of ensembles of hurricanes and diabatic Rossby waves, the latter being prototypical examples of moist baroclinic instability. During their amplification phase, monsoon depressions do not exhibit an upshear tilt of potential vorticity anomalies. Many similarities are found between developing monsoon depressions and hurricanes but few with diabatic Rossby waves. Thus, the mechanism responsible for the intensification of monsoon depressions remains unknown, but these results indicate greater similarity with the general process of tropical depression spinup than with moist convectively coupled baroclinic instability.

1. Introduction

Like Earth’s midlatitude troposphere, the South Asian and Australian monsoons contain baroclinic zones with strong vertical shear in which synoptic-scale cyclones grow. These low pressure systems produce a large fraction of the total monsoon precipitation received by India and northern Australia (Ding and Sikka 2006; Yoon and Chen 2005; Hurley and Boos 2015). They typically have outer diameters of about 2000 km, extend through the full depth of the troposphere, and propagate westward and poleward at speeds of a few meters per second (Sikka 1977; Hurley and Boos 2015).

Occurrences of these synoptic-scale low pressure systems have traditionally been called “monsoon depressions” (MDs) when their surface wind speeds fall in the range of 8.5–13.5 m s\(^{-1}\) or when their surface pressure minima fall below that of their surroundings by 4–10 hPa (India Meteorological Department 2011; Ajayamohan et al. 2010). Weaker vortices with similar length scales are called “monsoon lows,” and stronger vortices are called “deep depressions” or “cyclonic storms.” Indian MDs typically have a tilt in the vertical to the west and south, a warm-over-cold temperature anomaly in their center, and locally cyclonic vorticity that extends from the surface to the upper troposphere with peak horizontal winds around 700–800 hPa (e.g., Godbole 1977).

After formation, Indian MDs propagate to the northwest, upstream relative to the lower-tropospheric flow in which they are embedded, and have an average lifetime of about 10 days (Fig. 1 and Table 3). It was recently shown that the upstream propagation is largely adiabatic and is produced by horizontal, nonlinear advection (Boos et al. 2015). About six MDs form during each summer, on average, in the Indian monsoon domain. Some studies (e.g., Rajendra Kumar and Dash 2001) have found a downward trend over the past few decades in the number of MDs recorded each summer by the India Meteorological Department (IMD), but Cohen and Boos (2014) showed that this trend may not be robust owing to problems with the underlying dataset.
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Only a handful of studies have investigated the mechanisms responsible for the genesis and amplification of MDs. Nearly all such studies were conducted in the 1970s or 1980s and invoked barotropic instability, baroclinic instability, or nonmodal baroclinic growth, with some modification by precipitating convection. Given that MDs grow in an environment with strong vertical shear, strong horizontal shear, and abundant moisture, all of these mechanisms would seem to merit consideration. We now discuss each briefly.

Early linear stability analyses of the observed time-mean flow over South Asia found barotropic instabilities to be limited to the upper troposphere and to have little resemblance to observed MDs (Shukla 1977; Goswami et al. 1980). But then Lindzen et al. (1983) showed that the time-mean Indian monsoon flow was barotropically unstable if finite-amplitude initial perturbations were considered, with the local easterly maximum at 500 hPa over the Bay of Bengal in July producing a most unstable mode with a horizontal wavelength of 2600 km and a westward phase speed of 1.5 m s$^{-1}$. Although these length and velocity scales are realistic, barotropic dynamics alone cannot explain the strong vertical motions and horizontal temperature gradients found in observed MDs (e.g., Krishnamurti 1985). Furthermore, the generation of disturbance energy by diabatic processes is much larger than that by barotropic exchanges (Krishnamurti et al. 1976); one recent study even found that the barotropic energy of MDs is converted to the barotropic energy of the mean state (Krishnamurti et al. 2013), which would rule out barotropic instability as a growth mechanism. We conclude that even if barotropic dynamics play some role in the very early stages of development of MDs, baroclinic or moist diabatic processes must be responsible for most of the amplification.

Multiple studies have examined whether Indian MDs could result from baroclinic instability of the time-mean flow. Dry baroclinic instability in the easterly shear that characterizes monsoons requires a larger shear amplitude than in westerly shear, otherwise the interior meridional gradient of potential vorticity (PV) will be positive and the Charney and Stern (1962) necessary criterion for baroclinic instability will not be satisfied [see discussion by Moorthi and Arakawa (1985)]. The critical value of easterly shear needed to satisfy this criterion is about $-6.8$ m s$^{-1}$ km$^{-1}$, which is larger than is commonly observed in monsoons (Wang 1990). Dry, linear analyses of the observed mean flow over South Asia have found that although baroclinic and combined barotropic–baroclinic instabilities exist in parts of the domain, the characteristics of these instabilities differ considerably from those of observed MDs (e.g., Goswami et al. 1980; Mishra and Salvekar 1980). Thus, dry baroclinic instability does not seem to be a likely growth mechanism.

It is possible that MDs could result from transient baroclinic growth even though the flow has no unstable normal modes, as noted by Farrell (1985). A key issue, then, is whether observed structures are consistent with such hypothesized mechanisms of baroclinic growth. Cyclones growing by baroclinic processes are expected to tilt upshear, but with the exception of just a few studies (e.g., Saha and Chang 1983), most analyses find that MDs tilt downshear (Godbole 1977; Keshavamurty et al. 1978; Douglas 1992). However, it is possible that these studies have examined the mature or decaying phase of individual MDs and that these storms do tilt upshear during their growth phase. To our knowledge, a comprehensive analysis of the vertical structure of a large sample of MDs throughout their life cycle has not been conducted.

Precipitation is abundant in MDs, as noted above, so any sort of baroclinic growth process is likely to be greatly modified by the diabatic effects of precipitating convection. This was recognized in early studies of the baroclinic stability of the monsoon circulation, with several authors altering their linear stability analyses to include either a moisture-convergence closure or a quasi-equilibrium closure for precipitating convection (e.g., Shukla 1978; Mak 1983). Addition of these convection parameterizations greatly modified the results in ways that were highly sensitive to the details of the parameterization, with some treatments producing unstable modes that had wavelengths, phase speeds, and
vertical structures that were argued to be consistent with observations of MDs (Moorthi and Arakawa 1985). Moist baroclinic instability continues to be one of the leading explanations for the growth of Indian MDs, to the extent that this topic is even discussed in recent literature (e.g., Krishnakumar et al. 1992; Parija and Dash 1995; Krishnamurti et al. 2013). However, previous analyses of moist baroclinic instability in easterly shear were all limited to linear, normal-mode analyses. This is unfortunate because the fully nonlinear, transient structures that develop during moist baroclinic growth in westerly shear have been shown to differ substantially from those predicted by linear, normal-mode analyses (Moore and Montgomery 2004). Yet, we will argue in the next section of this paper that, regardless of the sign of the vertical shear, the PV of the disturbance must have a vertical tilt that is in the opposite direction of the vertical shear vector in order for moist or dry baroclinic instability to produce disturbance growth.

The goal of this paper is to determine whether modern observations of a large number of Indian MDs are consistent with existing theories for moist baroclinic growth. Whereas many previous studies examined the development of MDs using simplified models (e.g., multilevel quasigeostrophic models or linear stability analyses) to establish consistency with observed bulk measures of MD size or propagation speed, here we use reanalysis data to study the observed evolution of an ensemble of storms and compare with a few theoretical metrics. We concentrate our attention on observed vertical structures and the necessary conditions for moist baroclinic growth, with a particular focus on the early part of the storm life cycle during which amplification occurs.

We begin in the next section by reviewing the theory and necessary conditions for moist baroclinic instability. Previous literature has identified multiple mechanisms by which precipitating convection and basic-state baroclinicity can interact to produce disturbance growth, and we show that all of these can be identified in observations using a simple criterion based on the vertical structure of PV. Section 3 then describes the data and methods used in our analyses of ensembles of MDs, hurricanes, and diabatic Rossby waves (DRWs). In section 4, we present our main results, focusing on the anomalous PV and temperature fields as they evolve over the course of storm lifetimes. As will be shown, we expect PV anomalies to lean against the mean vertical shear in order to transfer energy from the mean baroclinicity to perturbation development. This process, as we will show, is not observed in MDs and hurricanes, while it is observed clearly during the spinup of DRWs. We close with a summary of our results and a discussion of their implications.

2. A conceptual review of moist baroclinic instability

Two perspectives can be used to understand the classical mechanism of baroclinic instability: a PV perspective that focuses on the interaction of PV anomalies at different vertical levels or an energetic perspective that focuses on the process by which perturbations draw energy from the environmental available potential energy (Grotjahn 2003). Here we use the same two perspectives to review existing theories of moist baroclinic growth and to establish a diagnostic criterion that will be used in the remainder of this paper. We consider this discussion necessary because multiple studies have examined how moist convection can interact with the baroclinicity of a basic state to produce disturbance growth, but the similarity between the mechanisms they describe is unclear, as are the criteria one could use to compare their predictions with observations (e.g., Shukla 1978; Moorthi and Arakawa 1985; Snyder and Lindzen 1991; Montgomery and Farrell 1991; Moore and Montgomery 2004). Although our discussion of the PV perspective focuses on unstable linear normal modes, our review of the energetic perspective addresses disturbance amplification through transient stable, nonmodal growth.

a. Potential vorticity perspective

This view uses a Rossby wave perspective to understand baroclinic instability and dates back to Lighthill (1963) and Bretherton (1966) but was recently reviewed and generalized by Heifetz et al. (2004). In short, it was argued that dry baroclinic instability can be interpreted as an interaction between a pair of counterpropagating Rossby waves (CRWs): one with PV anomalies focused where the PV meridional gradient is positive and one where it is negative. Usually these locations are around the tropopause and the ground. The interaction and mutual growth of both Rossby waves are mediated by the meridional velocity that each wave induces on the other. Recently, de Vries et al. (2010) generalized this framework to include moisture; here we essentially summarize but also simplify their results and then use them to devise a straightforward necessary criterion for moist baroclinic growth that can be applied to observations.

The analog of PV in the quasigeostrophic framework, which we use for this discussion, is the pseudopotential vorticity $q = \zeta + f_0b_2N^{-2}$, where $b$ is the buoyancy, $N$ is the buoyancy frequency, $\zeta$ is the vorticity of the geostrophic wind, and $f_0$ is a constant Coriolis parameter.

This quantity is advected by the geostrophic wind $(\mathbf{u}_g, v_g)$ and has sources and sinks associated with the vertical gradient of the diabatic heating $H$:
\[
D_t q = q_t + u_q q_x + v_q q_y = \frac{f_0}{N^2} H_z. \tag{1}
\]

We linearize this conservation equation about a time-mean flow that is purely zonal, yielding
\[
\overline{D}_t q' + \nu \overline{q}_y = q'_t + \pi q'_x + \nu \overline{q}_y = \frac{f_0}{N^2} H'_z, \tag{2}
\]
where \(\overline{D}_t = \partial/\partial t + \pi \partial/\partial x\), and an overbar denotes mean quantities while a prime denotes deviations from the mean. Henceforth, we omit the primes as well as the subscript \(g\) with the understanding that all quantities without primes are anomalies and all horizontal winds are geostrophic.

A key assumption here is that, in the presence of moisture, PV anomalies can be linearly partitioned\(^1\) into “dry” and “moist” components (de Vries et al. 2010). For example,
\[
q = q^{(d)} + q^{(m)}. \tag{3}
\]

The dry component \(q^{(d)}\) is related to meridional parcel displacements\(^2\) while the moist component \(q^{(m)}\) is generated by vertical gradients in the diabatic heating. Hence, using (3) in (2) yields
\[
q'_t + \pi q'_x = -\nu \overline{q}_y \quad \text{and} \quad q'_t + \pi q'_x = \frac{f_0}{N^2} H'_z. \tag{4}
\]

A second key assumption is that the diabatic heating \(H\) can be parameterized in terms of the vertical velocity \(w\),\(^3\)
\[
H = e_1 w r(z) \quad \text{such that} \quad H_z \approx e_1 w r_z(z), \tag{6}
\]
where \(r\) is a horizontally invariant moisture profile, \(e_1\) is a dimensionless amplitude, and \(w = w(x, y, z, t)\). This is a so-called large-scale rain parameterization in which condensation occurs during stable lifting and is proportional to the rate of lifting and the amount of moisture present at a given level. The solutions are sensitive to the vertical structure chosen for \(r\) (e.g., Moore and Montgomery 2004), but here we simply think of PV being diabatically altered at the top and bottom of a uniformly moist layer (i.e., the cloud layer above the lifted condensation level) so that the vertical gradient in \(H\) is dominated by the vertical gradient in moisture.\(^3\)

The vertical velocity can be obtained diagnostically from the quasigeostrophic omega equation (e.g., Holton and Hakim 2013),
\[
\nabla^2 w \approx \nabla \cdot Q, \tag{7}
\]
where if the mean (potential) temperature gradient \(\overline{\theta}_z < 0\) then \(Q = -gN^{-2} \overline{\theta}_0 \left[ \hat{y} \times \partial u_y/\partial x \right]\) where \(\theta\) is the potential temperature, \(\theta_0\) is some reference temperature, \(g\) is the gravitational acceleration, \(\hat{k}\) is the local unit vertical vector, and \(\overline{u}_y\) is the horizontal geostrophic wind vector. Figure 2 illustrates a family of cyclones and anticyclones in a region where the \(x\) axis follows the isotherm and thus where there is westerly vertical shear. Ascent occurs on the downshear (east) side of cyclones while subsidence occurs on the upshear side. This diagnostically coupling between vertical motion and geostrophic vorticity provides the mechanism by which the

\(^2\)That is, \(q^{(d)} = -\eta \overline{q}_x\). This follows as \(\overline{D}_t q^{(d)} = -\nu \overline{q}_y\) as in (4) and \(\overline{D} \eta = \nu\), where \(\eta\) is the meridional displacement. Hence, \(\overline{D}_t q^{(d)} = -\pi \overline{q}_y + \overline{D} (\eta \overline{q}_y)\), and \(q^{(d)} = -\eta \overline{q}_y\) after integration in time.
\(^3\)An alternate treatment specifies \(H\) as a function of \(w\) at cloud base (i.e., in the lower troposphere), and we call this treatment a “cumulus parameterization” because it is similar in spirit to schemes that scale the convective mass flux with the low-level mass convergence. De Vries et al. (2010) found that the both cumulus and large-scale rain parameterizations produced similar unstable diabatic Rossby wave modes, but only the cumulus parameterization produced unstable “moist instability” and “tropopause intrusion” modes. This is of little concern here because we are interested in the transient growth of stable modes in addition to the usual modal instabilities.
source term $H_z$ is coupled to both the dry and moist components of PV. Note that $w$ is set entirely by dry adiabatic processes and diabatic heating is not influenced by horizontal moisture advection, wind-dependent surface evaporation, etc. Indeed, moisture is not prognostic in existing analytical theories of moist baroclinic instability (e.g., Emanuel et al. 1987; Montgomery and Farrell 1991; Moore and Montgomery 2004; de Vries et al. 2010), which shows that there is ample room for future theoretical development.

We now use the fact that, in the quasigeostrophic system, the pseudo-PV anomalies can be inverted and the velocities associated with each component can be linearly superimposed. That is,

$$u = u^{(d)} + u^{(m)} \quad \text{and} \quad w = w^{(d)} + w^{(m)},$$

and recall that $q^{(d)}$ is altered by $u$ as in (4) while $q^{(m)}$ is altered by $w$ (or $H$) as in (5). Thus, although $H$ does not influence the dry PV in (4) directly, it does influence it indirectly through advection by the meridional velocity $u^{(m)}$ associated with the moist PV. Similarly, the dry PV is associated with vertical velocity $w^{(d)}$, via the omega equation, which provides a diabatic source for the moist PV $q^{(m)}$.

Moist and dry PV components can thus interact with each other as well as evolve independently. Table 1 details four possible ways in which the dry and moist PV can interact to produce instability, as will be discussed below.

<table>
<thead>
<tr>
<th>Interaction type</th>
<th>Way of interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry instability</td>
<td>$q^{(d)} \to u \to q^{(d)}$</td>
</tr>
<tr>
<td>Moist instability</td>
<td>$q^{(m)} \to w \to H \to q^{(m)}$</td>
</tr>
<tr>
<td>Diabatic Rossby wave</td>
<td>$q^{(d)} \to u \to H \to q^{(d)}$</td>
</tr>
<tr>
<td>Tropopause intrusion</td>
<td>$q^{(m)} \to w \to H \to q^{(m)}$</td>
</tr>
</tbody>
</table>

Table 1. Possible unstable interactions between PV components. All PV anomalies can be associated directly ($\to$) with $v$ by inversion and with $w$ via the omega equation. Then $v$ can alter dry PV through meridional advection and $w$ can provide a source of moist PV by diabatic heating. Note that $q^{(d)}$ and $q^{(m)}$ in the diabatic Rossby wave refer to PV in the bottom and upper middle layer, respectively, while $q^{(d)}$ and $q^{(m)}$ in the tropopause intrusion refer to PV in the top and bottom middle layer. All interactions are cyclic.

where $\varepsilon_2$ is a second dimensionless amplitude parameter and $L$ is a horizontal scale. For now we assume $\bar{\nabla}_y < 0$ and hence $w = -\varepsilon_2 g L N^{-2} q_z$.

The evolution and interaction of PV components can be better understood by viewing each anomaly as part of a Rossby wave. To accomplish this, we note that $(u, v) = (-\psi_y, \psi_x)$, where $\psi$ is a streamfunction and $q = \nabla^2 \psi$, which will be used to represent the advection of $q$ by the horizontal wind in our wave equations. The phase speeds of noninteracting waves in $q^{(d)}$ and $q^{(m)}$ can be obtained by assuming one-dimensional normal modes with zonal wavenumber $k$ and frequency $\omega = kc_p$, where $c_p$ is an intrinsic phase speed. Assume that initially $\phi = \phi(x, t)$ for some generic variable $\phi$, and a normal-mode pattern exists such that

$$\phi = \phi_k \exp(ikx - \omega t).$$

Substitution of (10) in (4) and (5) then yields the phase speeds of waves in $q^{(d)}$ and $q^{(m)}$, respectively:

$$c_p^{(d)} = \bar{\nabla}_y - \frac{1}{k^2} \bar{\nabla}_y^2 \quad \text{and} \quad c_p^{(m)} = \bar{\nabla}_y + \frac{\varepsilon_2 g L}{N^2} r_z.$$

Here we used the relations $v_k = i k \bar{\psi}_y = -i \bar{\psi}_y k$ and, from (9), $w_k = -i \varepsilon_2 g L N^{-2} \bar{\psi}_y$. In addition, $e = \varepsilon_1 \varepsilon_2$. Hence, the dry wave’s phase speed and direction are set by the mean PV gradient (as expected for a classical Rossby wave), while the moist wave’s intrinsic phase speed and direction are set by the vertical gradient of diabatic heating.

We find it helpful to regard the moist wave in the second equation in (11) as a Rossby wave in which the vertical gradient of diabatic heating acts as an “equivalent” PV gradient. More precisely, we set the second term on the right-hand side of the second equation in (11) equal to $k^2 \bar{\nabla}_y^2$, where the equivalent PV gradient

$$\bar{\nabla}_y^2 = - (\varepsilon_2 g L N^{-4}) \bar{\psi}_y k^2.$$

Then the intrinsic moist phase speed can be written

$$c_p^{(m)} = \bar{\nabla}_y - \frac{1}{k^2} \bar{\nabla}_y^2 \bar{\psi}_y.$$

Integrating (12) meridionally yields an equivalent PV with an equator-to-pole gradient on which the moist wave propagates. While this is a mathematical trick and is not meant to imply the existence of a physical quantity with a meridional gradient, it encapsulates the combined effects of the meridional temperature gradient needed to produce quasigeostrophic ascent [as described in (9)] and the vertical moisture gradient that turns ascent into a diabatic PV source that in turn causes wave propagation [as described in the second equation in (11)].
allowing us to use concepts from the dry instability model of CRWs (e.g., Heifetz et al. 2004) to describe the action of moist processes.

We now discuss how instability can arise from interactions involving only $q^d$, only $q^m$, or both $q^d$ and $q^m$. These categories of interaction were discussed in a rigorous mathematical framework by de Vries et al. (2010), while here we provide a conceptual summary and note the PV structures that are required for instability in each case. The conceptual model in which all these interactions can occur has four fluid layers and is illustrated in Fig. 3. It consists of an $f$ plane with basic state flow $\overline{u}(z)$ and constant positive shear so that $\overline{u}_z > 0$ by thermal wind balance (in the appendix we consider the scenario of constant negative shear). More importantly, there are no PV gradients in the interior (as $\overline{\pi}_z = \overline{\pi}_{yy} = 0$), but $\overline{\pi}_y < 0$ in the bottom layer and $\overline{\pi}_y > 0$ in the top layer. We assume that moisture is abundant in the model interior (the two middle layers) so that the vertical motions that are in quadrature with any PV anomalies (see Fig. 2) are accompanied by latent heating. This diabatic heat source has the vertical structure $\overline{wr}(z)$ and is illustrated by the gray rectangle in the center of Fig. 3. At the top of the region in which diabatic heating occurs $r_z < 0$, while at the bottom $r_z > 0$. This motivated the construction of the two middle layers that lie above and below the diabatic heating maximum and have equivalent PV gradients of $\overline{q}^d_y > 0$ and $\overline{q}^m_y < 0$, respectively.

Each layer independently supports the propagation of zonally propagating edge waves. Classic dry Eady edge waves propagate in opposite directions and against the mean flow in layers 1 and 4, assuming $\overline{u}$ is shifted by a barotropic wind so that the vertical shear gives opposing mean winds in those two layers. At the top and bottom of the diabatically heated region (layers 2 and 3, respectively), $\overline{q}^d_y$ is of opposite sign, thus by the second equation in (11) these moist edge waves also propagate in opposite directions and against the mean flow. Physically, these moist edge waves propagate in opposite directions because the diabatic heating produces a positive PV anomaly below and negative PV anomaly above (according to the sign of $r_z$ and the induced $w$) and this corresponds to an eastward shift of PV in the

![Fig. 3. Schematic of dry and moist PV components in counterpropagating Rossby waves. Four vertically stacked, horizontal layers on an $f$ plane are shown in a basic state with positive vertical shear $\overline{\pi}_y > 0$. In each layer a wave train of cyclones and anticyclones is shown with the corresponding perturbation PV (dashed and dotted lines are isolines of total dry and moist PV, respectively). Perturbations are assumed to be normal modes and to be accompanied by vertical motions in accordance with the quasigeostrophic omega equation (ellipses enclosing positive and negative signs represent ascent and descent, respectively). Moist convective diabatic heating is shown as a vertical gray rectangle. The direction of zonal propagation relative to the basic-state flow is shown by the curly arrows. The four possible unstable interactions are noted in the bottom left.](image-url)
lower layer (layer 3) but a westward shift in the upper layer (layer 2). This is exactly the mechanism of propagation that has been discussed by multiple authors (e.g., Rao and Rajamani 1970; Raymond and Jiang 1990; Parker and Thorpe 1995). Note that the top two layers have \( q_y > 0 \) and \( q_y^* = 0 \) while the bottom two have \( q_y < 0 \) and \( q_y^* < 0 \).

Instability can be generated by four possible interactions between anomalies in different layers, and these interactions are illustrated schematically in Fig. 4. The classic dry baroclinic instability resulting from the interaction of two counterpropagating Eady edge waves is shown in Fig. 4a and occurs because each PV anomaly is associated with a nonzero circulation at all other levels as a result of the “action at a distance” property of PV inversion (e.g., Heifetz et al. 2004). The fully moist instability, in which growth arises from vertical interactions between two moist CRWs, is illustrated in Fig. 4b. In that instability, an eastward-propagating wave in the lower moist layer (layer 3) produces ascent and diabatic heating that is nonzero in the upper moist layer; this constitutes a remotely induced PV source that can amplify a westward-propagating wave in the upper moist layer if that upper-level wave has the correct relative phase. This is the instability mechanism proposed by Snyder and Lindzen (1991) and does not require any dry mean PV gradient. As in the purely dry case, the vertical interaction of these two moist CRWs can produce changes in the wave phase speeds or in their amplitudes. Mutual amplitude growth requires a phase difference of 0–\( \pi \) between waves in the two levels. But the waves must remain stationary relative to each other in order to have sufficient time to grow; this requires a reduction in their respective phase speeds and a phase difference of \( \pi/2 - 3\pi/2 \) between levels. Hence, for mutual growth and phase locking a phase shift of \( \pi/2 - \pi \) is required. This phase difference is illustrated by the tilted vertical rectangles in Fig. 4, which are drawn to

![Fig. 4. Schematics of the four possible unstable interactions between counterpropagating Rossby waves, with symbols as described in Fig. 3. Black rectangles surround tilted columns of cycloonic PV, illustrating that the anomalous PV (or streamfunction) must lean against the shear in order for instability to occur. (a) The dry model, as in Heifetz et al. (2004), (b) the fully moist instability case, (c) the diabatic Rossby wave case, and (d) the tropopause intrusion case. In addition, in each panel the upper layer is blue and winds induced in the lower layer by upper-layer PV are also blue, with \( v \) indicated by solid and \( w \) by dashed arrows; similarly, the bottom layer is red and winds induced in the upper layer by lower-layer PV are red. See text for a physical description of the instability shown in each panel.](image-url)
emphasize the fact that vertical columns of anomalous PV must tilt upshear in order for the instability to occur. Thus, the criterion that baroclinic growth can occur only when PV anomalies tilt upshear holds for the interaction of two moist CRWs just as it did for the classic dry case.

There are two remaining interactions that can generate instability that we have not yet discussed in detail, and both involve coupling of a moist CRW with a dry CRW. The “diabatic Rossby wave,” as it was named by Parker and Thorpe (1995), consists of an eastward-propagating dry wave near the surface (layer 4, Fig. 4c) that interacts with a westward-propagating moist wave above the diabatic heating maximum (layer 2, Fig. 4c). When PV columns tilt upshear across these two layers, the low-level positive PV anomaly generates ascent and latent heating to its east, which in turn produces a PV sink and amplifies the negative PV anomaly in the upper layer. To be clear, the term “diabatic Rossby wave” and the moist quasigeostrophic anomaly in the upper layer. To be clear, the term “diabatic Rossby wave” and the moist quasigeostrophic propagation mechanism described by Parker and Thorpe (1995) and other authors (Rao and Rajamani 1950; Sanders 1984; Raymond and Jiang 1990) more accurately describe the zonal propagation of the moist CRW in either of our model’s interior layers. Here we follow de Vries et al. (2010) and use the term to describe the instability resulting from the interaction of latent heating with low-level baroclinicity (and thus the interaction of layers 2 and 4, since the waves in layers 3 and 4 propagate in the same direction and so cannot generate instability).

Finally, we note that the interaction between a westward-propagating dry wave in the top layer and an eastward-propagating moist wave in layer 3 also generates an instability in an analogous way (Fig. 4d), which de Vries et al. (2010) called “type C” baroclinic growth but which we refer to as a “tropopause intrusion” because of the interaction of tropopause troughs with latent heating (Plant et al. 2003).

This PV view yields a few necessary conditions for baroclinic instability: (i) instability takes place only if PV (or equivalent PV) gradients take opposite signs at the respective levels (the “home bases”) of each CRW (Charney and Stern 1962); (ii) the basic-state flow must be more positive where the PV (or equivalent PV) gradient is positive, so that the intrinsic propagation of the CRWs is opposite to the local mean wind (Fjørtoft 1950); and (iii) for mutual growth and phase locking, anomalies of PV must lean against the vertical shear of the mean flow (e.g., Pedlosky 1987).

b. Energetic perspective

Another view of baroclinic instability emphasizes energy conversions (Pierrehumbert 1995) but requires the same upshear tilt of PV anomalies to obtain disturbance growth. In essence, baroclinic instability is a process by which small perturbations extract (available) potential energy from the environment. This requires a basic state with vertical shear or, alternatively, with a meridional temperature gradient. The instability process releases potential energy by reducing the tilt of the mean isentropes.

To illustrate this perspective in a moist atmosphere, we write the zonal-mean quasigeostrophic zonal momentum and moist thermodynamic equations linearized about mean flow with a westerly vertical shear (e.g., Pedlosky 1987; Yano and Emanuel 1991),

\[
\bar{u}_t - f_0 \bar{v}_a = - (\bar{\nabla} \bar{u}'), \quad \bar{b}_t + N^2 \bar{\omega}_a = - (\bar{\nabla} \bar{b}'),
\]  

where subscripts on geostrophic terms are omitted, but \( a \) denotes ageostrophic terms and primes denote deviations from the zonal-mean geostrophic flow. The reduced stratification \( N^2 = (1 - \epsilon_3)N^2 \) provides a bulk representation of moist processes, consistent with convective quasi-equilibrium theories (e.g., Emanuel et al. 1994). In this view, adiabatic cooling is offset by latent heat release in ascending regions, which effectively reduces the resistance of the flow to vertical perturbations. The nondimensional parameter \( 0 \leq \epsilon_3 < 1 \) is zero for dry atmospheres but approaches one for saturated atmospheres. Previous studies of moist baroclinic growth have used nonlinear generalizations of the second equation in (14) by allowing the effective static stability to approach zero in regions of saturated ascent while retaining its dry value in regions of subsidence (e.g., Emanuel et al. 1987). We use the simpler and crude constant value of \( N_a \) for purposes of discussion.

The evolution of the total energy of the mean flow \( \bar{E} = 0.5 (\bar{u}^2 + \bar{b}^2) / N^2 \), which is the sum of the kinetic and available potential energy, can be achieved by multiplying the first equation in (14) by \( \bar{u} \), the second equation in (14) by \( \bar{b}/N^2 \), and adding the two. Integration over a closed domain \( \mathcal{D} \) and integration by parts yields (e.g., Pedlosky 1987)

\[
\int_{\mathcal{D}} \bar{E} dx = \int_{\mathcal{D}} \left[ \bar{u}_t (\bar{u} \bar{u}') + \frac{1}{N^2} \bar{b}_t (\bar{b} \bar{b}') \right] dx.
\]  

In the real atmosphere, (15) would include a term associated with moisture anomalies, but inour conceptual model moisture is horizontally invariant (as in previous analytical models of moist baroclinic instability) and its effects are represented entirely in terms of a reduced static stability. Assuming quasi geostrophy and thermal wind balance, \( \bar{u}_t, \bar{v}_t, \bar{b}_t = - \psi_a \), \( \bar{u} \psi_a, f_0 \psi_a \) and \( \bar{b}_t = - f_0 \bar{\omega}_a \), which allows the integrand on the right-hand side.
of (15) to be written, using the implicit function theory,\(^5\)
as
\[ \pi_j (\tilde{u}' \tilde{v}') = -\pi_j (\psi'_x \psi'_y) = \nabla_y \left( \psi'_x \frac{dx}{dy} \right) \]and
\[ \frac{1}{N_0^2} \tilde{b}_j (\tilde{u}' \tilde{v}') = -\frac{f_0^2}{N_0^2} \tilde{u}_z (\psi'_x \psi'_z) = \frac{f_0^2}{N_0^2} \tilde{u}_z \left( \psi'_z \frac{dz}{dy} \right). \tag{16} \]

Disturbance growth is achieved if perturbations grow in time, which can occur only if the energy of the mean flow decreases,
\[ \int_{y_0}^{y_1} E_x \, dx < 0. \tag{17} \]

It is then clear from (16) that perturbations (e.g., isolines of constant \( \psi' \)) must lean (i.e., slope) against the meridional or vertical shear. While the former is a requirement for barotropic growth, the latter is a requirement for moist baroclinic growth. Since \( q \) anomalies will have the same tilt as \( \theta \) anomalies, this confirms that PV anomalies must tilt against the shear for growth to occur. No assumption of instability has been made here, and (17) could hold for some finite time during which transient growth of a stable disturbance occurs, as discussed by Farrell (1982) for stable dry baroclinic growth. Here the generalization to moist disturbances has been achieved by the somewhat crude transformation \( N \rightarrow N_0 \) in (14).

The connection to the PV framework discussed above can be understood by considering how disturbance energy changes as two CRWs propagate relative to each other. We illustrate this using the dry baroclinic instability case of Fig. 4a, but this applies equally to interactions involving moist CRWs by virtue of the fact that they can be represented as PV anomalies. Consider the case in which the top CRW in layer 1 moves eastward relative to the bottom CRW in layer 4; that is, the eastward mean flow at layer 1 is faster than the intrinsic westward phase speed at that level. According to (16), the rate of change of disturbance energy is proportional to the product of \( \psi'_x \) and the vertical tilt in \( \psi'_z \), which are respectively proportional to \( q'_z \) and the tilt in \( q' \). Here we represent the tilt using the phase \( \phi \), so that the two CRWs are in phase for \( \phi = 0 \), and we assume \( q' \) is sinusoidal in \( \phi \).

The vertically integrated wave energy \( E' \propto q_z^2 \) is maximum when \( q' \) anomalies are in phase (\( \phi = 0 \)) and minimum when \( q' \) anomalies are out of phase (\( \phi = -\pi \)). As the top CRW moves eastward its phase \( \phi \) changes (Fig. 5a) together with the vertically integrated wave energy (Fig. 5b). Disturbance amplification requires energy transfer from the mean flow to the perturbation, which occurs when \( q' \) anomalies tilt upshear (\( -\pi < \phi < 0 \)) in our schematic. This is described by the second equation in (16), the right-hand side of which is the negative of the rate at which energy is transferred from the mean flow to the disturbance. Positive growth of disturbance energy in this example is indicated schematically by the hatched red area in Fig. 5b. It is largest for upshear tilts somewhat larger than \(-\pi/2\) (marked by the red star), which would be

---

\(^5\)That is, along lines of constant \( \psi' \) in the \( x-y \) plane, \( \psi' [x, y(x)] \) is constant. Thus, \( d\psi' = \partial\psi'/\partial x + (\partial\psi'/\partial y)(dy/\partial x) = 0 \) and \( \partial\psi'/\partial x = -(\partial\psi'/\partial y)(dy/\partial x) \). Similar analysis can be applied to obtain the second equation in (16).
associated with the most unstable linear normal mode in a classic linear stability analysis. This is consistent with the tilts required to achieve amplification and phase locking of the two CRWs, as discussed above.

This energy perspective can also help in understanding transient growth of stable disturbances. The derivation of (17) assumed neither instability nor the existence of linear normal modes, and it could describe the time evolution of flow that is stable or in which there was not enough time for the most linearly unstable mode to grow to a dominant amplitude. In such a case, the phase in Fig. 5b could be assumed to increase with time from \( \phi = -\pi \) as the top CRW propagates eastward. Transient, stable amplification would occur while the PV anomalies tilt upshear, but the disturbance would reach a peak energy at \( \phi = 0 \) and would then decay. Thus, even in a stable system, PV anomalies must lean against the shear to produce transient nonmodal moist baroclinic growth.

3. Data and methods

We analyze three different types of low pressure systems: MDs, hurricanes, and DRWs. For all three categories, we limit our attention to storms that form during summer (June–September) in the Northern Hemisphere. Our analyses are based on the latest global atmospheric reanalysis produced by the European Centre for Medium-Range Weather Forecasts (ERA-Interim; Dee et al. 2011). This data product spans from 1979, the start of the satellite era, to the present and has horizontal resolution of roughly 0.7° × 0.7°, 60 vertical levels, and temporal resolution of 6 h.

For MDs, we use the global track dataset developed by Hurley and Boos (2015) but only analyze storms forming in the main genesis region for Indian monsoon low pressure systems—the Bay of Bengal (10°–27°N, 75°–95°E). This yields 117 storms that form during 1979–2012 (Table 2). Hurley and Boos (2015) compiled this track dataset using an automated tracking algorithm to identify and follow paths of 850-hPa relative vorticity maxima, then classified the disturbances in ways consistent with traditional definitions of MDs used by the India Meteorological Department (e.g., Mooley and Shukla 1987; Sikka 2006; Ajayamohan et al. 2010). In particular, MDs were required to have a sea level pressure minimum of 4–10 hPa below that of surrounding regions and also to have a surface wind speed maximum between 8.5 and 13.5 m s\(^{-1}\). These intensity criteria were required to be satisfied within 500 km of the 850-hPa vorticity maximum and to occur simultaneously during at least one 6-h period along the vortex track.

North Atlantic hurricane tracks are taken from the revised Atlantic hurricane best-track data that span from 1851 to 2013 (HURDAT2; Landsea et al. 2004; Landsea and Franklin 2013). This dataset is the official poststorm assessment and is maintained by the National Hurricane Center. As is standard, tropical cyclones are classified as hurricanes if their maximum sustained surface wind speed exceeds 32 m s\(^{-1}\) at least once during their lifetime. The ensemble of North Atlantic hurricanes presented here consists of 103 storms that form over 5°–40°N, 95°W–15°E during 1996–2012 (Table 2).

Tracks of DRWs are drawn from a dataset compiled by Boettcher and Wernli (2013), and here we examine storms from this dataset that formed over the North Atlantic (28°–54°N, 105°W–5°E). This provides 110 DRWs that form during 2006–12 (Table 2). Boettcher and Wernli (2013) based their identification of DRWs on multiple criteria, but some of the most salient are the existence of enhanced low-level PV, substantial baroclinicity, fast propagation, sufficient moisture, and weak upper-level forcing. We refer the reader to Boettcher and Wernli (2013) for more details but emphasize that this constitutes a set of midlatitude baroclinic storms with abundant precipitating convection—disturbances in which moist baroclinic instability is thought to play an essential role.

Storm-centered composite means are created by averaging fields along the storm track relative to the vortex center, as provided by the track datasets listed above. Any extrapolated ERA-Interim data that exist at pressures higher than that of the surface were omitted from the analysis. To compare the evolution of storms with different lifetimes, we use two approaches. In one approach we examine time averages over the first, middle,
and last thirds of each storm’s lifetime. In the second approach we interpolate time series of each variable, in the storm-centered coordinate system, to a 10-day period. In both approaches we append 2 days of data to the beginning of the time series consisting of uninterpolated averages of fields on the 2 days prior to genesis, relative to the location of the storm center on the genesis day; this was done to obtain an estimate of the atmospheric state immediately before each storm was detected in the reanalysis. We similarly append 2 days to the end of the time series consisting of uninterpolated averages 2 days after the end of the storm, relative to the storm center on the last day of its track.

To calculate anomalies relative to the background state, it is necessary to define a proper background state. But defining such a state is not straightforward in an environment with abundant vortex activity because the vortices project strongly onto the mean state. For example, synoptic-scale low pressure systems produce over half the precipitation that falls over continental India during summer, so these low pressure systems are expected to strongly influence the climatological-mean diabatic heating and PV. The genesis location of Indian MDs and, more generally, low pressure systems is highly localized over the northern Bay of Bengal, so subtracting a simple climatological time mean would amount to subtracting at least some of the structure of a mean low pressure system. Here we define the background state as an average over the period from 3 to 5 days before the detection of a low pressure system by the relevant tracking algorithm (i.e., 3–5 days before genesis). Given the frequencies, lifetimes, and propagation speeds of the storms examined here (Tables 2 and 3), this 5-day period is substantially shorter than the average interstorm period. Deviation fields are defined as the difference between a total variable sampled in the storm-centered reference frame and the same variable sampled at the same location from this background state. Since our ensembles contain roughly 100 storms each, the total number of days that is used for creating average background states is the product of 300 and the average storm lifetime (e.g., 3000 days for MDs).

4. Results

a. The baroclinic environment

To gain insight into the mechanisms responsible for MD growth, we compare the evolution of MDs with that of hurricanes and DRWs. As is well known, latent heat released by precipitating convection plays a central role in the energy transfers within hurricanes, but they are more fundamentally driven by the thermodynamic disequilibrium between the ocean surface and the overlying atmosphere [see review by Emanuel (1991)]. After formation, hurricanes propagate to the northwest at an average speed of about 7 m s–1 and have an average life span of about 11 days (Fig. 1 and Table 3). They evolve in environments with relatively weak vertical shear and warm temperatures, until the latter part of their lifetime when they propagate into the cold extratropics (Fig. 6). In contrast, DRWs are a special category of extratropical cyclones in which precipitating convection is thought to strongly modify the process by which the available potential energy stored in the extratropical meridional temperature gradient is converted to storm kinetic energy (Moore and Montgomery 2004; Boettcher and Wernli 2011, 2013). DRWs propagate as a result of continuous diabatic regeneration of low-level positive PV anomalies downshear of their current vortex center. After formation, they propagate to the northeast at an average speed of about 5 m s–1 and have an average life span of about 11 days (Fig. 1 and Table 3). They evolve in environments with relatively weak vertical shear and warm temperatures, until the latter part of their lifetimes when they propagate into the cold extratropics (Fig. 6). In contrast, DRWs are a special category of extratropical cyclones in which precipitating convection is thought to strongly modify the process by which the available potential energy stored in the extratropical meridional temperature gradient is converted to storm kinetic energy (Moore and Montgomery 2004; Boettcher and Wernli 2011, 2013). DRWs propagate as a result of continuous diabatic regeneration of low-level positive PV anomalies downshear of their current vortex center. After formation, they propagate to the northeast at an average speed of about 5 m s–1 and have an average life span of about 11 days (Fig. 1 and Table 3). DRWs evolve in an environment of strong westerly vertical shear and thus propagate from warmer toward colder regions (Fig. 6).

MDs evolve in an environment that has substantially stronger shear than that of hurricanes; although this shear is easterly instead of westerly, it is nearly comparable in amplitude to that in the environment of DRWs (Fig. 6a). Because the Coriolis parameter is only about
half as large for a typical MD as it is for the DRWs studied here, the magnitude of the meridional temperature gradient and thus the available potential energy in the environment of MDs is expected to be weaker. The MD environment also has the same sign of vertical shear in the lower troposphere, the upper troposphere, and the lower stratosphere, in contrast to that of hurricanes and DRWs where the shear changes sign at about 200 hPa. Nevertheless, there is still some available potential energy from which MDs might draw during their amplification. The propagation of MDs is also to the northwest, like hurricanes, but in the monsoon environment this involves movement into warmer regions. The fact that the environment of hurricanes and DRWs has a negative meridional temperature gradient ($\bar{T}_y < 0$) while that of MDs has a positive gradient ($\bar{T}_y > 0$) has implications for the solution of the omega equation and the location of ascent/descent in a given vortex [see (7), (9), and Fig. 2]. Indeed, if one accounts for the reversal in sign of the environmental vertical shear, the diabatic propagation of DRWs is similar to that originally thought to govern the movement of Indian MDs [see discussion in Boos et al. (2015)]. However, Indian MDs have been shown to propagate primarily by horizontal adiabatic advection of PV, with strong resemblance to the mechanisms responsible for the movement of tropical cyclones (Boos et al. 2015, 2016). Another difference between the three types of storms is the vertical temperature structure of their inner vortex (shown in Fig. 8). While MDs have a clear cold core in the lower troposphere that lies beneath a warm middle and upper troposphere (e.g., Godbole 1977), hurricanes and DRWs have a warm-core structure (Table 3).

McTaggart-Cowan et al. (2008, 2013) developed a dynamically based categorization scheme for tropical cyclones that we will now use to compare the development of MDs, hurricanes, and DRWs. This scheme is based on the upper-level quasi-geostrophic forcing for ascent (called the “$Q$ metric”) and the low-level baroclinicity (called the “$\text{Th}$ metric”). The $Q$ metric is computed here as the 200–400-hPa, 29° × 29° storm-centered average of the quasi-geostrophic forcing for ascent only (i.e., the $Q$-vector convergence multiplied by a Heaviside function before averaging), while the $\text{Th}$ metric is computed as the difference between the 90th and 10th percentiles of the 700–1000-hPa geopotential height within the same 29° × 29° box. Figure 7 shows the $Q$ and $\text{Th}$ metrics, plotted on the horizontal and vertical axes, respectively, 1 day prior to storm genesis (analysis of the 2 days prior to genesis yields essentially the same result and is not shown). It can be seen that DRWs develop in a much more baroclinic environment than MDs or hurricanes. This is consistent with our previous statement that, although the magnitude of the vertical wind shear is similar in the environment of MDs and DRWs, one would expect the available potential energy to be weaker in the environment of MDs given their lower latitude. It is striking to notice the similar environment in which both MDs and hurricanes develop, at least in this $Q$–$\text{Th}$ space. Thus, while baroclinic processes may play some role in the genesis of hurricanes and MDs, they are substantially weaker for those two types of storms than for DRWs.

**b. Potential vorticity structure**

We now examine the PV of our three ensembles of storms with the goal of assessing which disturbances have PV structures that tilt against the shear, as one would expect for disturbances growing through
baroclinic instability. Figure 8 shows the ensemble-mean anomalous PV during the 2 days prior to storm genesis and during each third of the life cycle for each category of storm. Although we do not average only over times during which growth occurs, the average MD does grow during nearly all of the first third of the life cycle and decays during the last third (not shown). The shear direction is noted for reference by a vector at the bottom left of each panel. As discussed above (e.g., Fig. 6a), hurricanes and DRWs typically grow in environments with westerly vertical shear ($\pi > 0$) while MDs grow in easterly shear. Thus, to satisfy our diagnostic criterion for baroclinic growth, the deviated PV must tilt westward with height (toward negative longitudes) for hurricanes and DRWs but must tilt eastward with height for MDs.

Figure 8 (right column) shows clearly that, in the ensemble-mean DRW, positive upper-tropospheric PV anomalies are positioned upshear of strong low-level PV anomalies during all three phases of the life cycle and on the day prior to genesis. For example, on day −1 positive PV anomalies at 500 and 200 hPa lie, respectively, about 5° and more than 12° of longitude upshear of a positive PV anomaly at 900 hPa (the 200-hPa anomaly is outside the domain shown in Fig. 8 on day −1). During the main three life-cycle phases of DRWs, a strong positive upper-tropospheric PV anomaly is positioned about 10° upshear of a nearly vertical column of positive lower-tropospheric PV. In contrast, the ensemble-mean PV perturbation for hurricanes (Fig. 8, middle column) extends from the surface to about 300 hPa in a vertical column that exhibits little to no tilt during the 2 days prior to genesis and during the first two-thirds of the life cycle. A strong 200-hPa cyclonic PV anomaly does appear upshear of this vertical column during the last one-third of the life cycle, which we speculate may be part of an extratropical transition process. The existence of an upper-level negative PV anomaly downshear of a lower-level positive anomaly is equivalent to an upshear tilt and is observed throughout the life cycle of DRWs; a similar though somewhat weaker feature is seen for hurricanes and is, again, most prominent during the last third of the composite-mean life cycle. Thus, DRWs exhibit a strong tilt of their PV against the environmental vertical shear while hurricanes exhibit little evidence for a tilt against the shear during the growth phase of their life cycle, as expected for these two classes of storms. Recall that PV increases with the Laplacian of the horizontal streamfunction, so tilts in the wind and geopotential height fields can also be inferred from these plots.

In contrast, the ensemble-mean MD exhibits no upshear tilt and, in fact, has PV anomalies that tilt downshear throughout most of the life cycle (Fig. 8, left column). The initial cyclonic PV anomaly that appears during the 2 days prior to genesis is confined almost entirely below 400 hPa and tilts downshear across nearly 24° of longitude. The PV column becomes more intense and upright during the first third of the life cycle but still exhibits a slight downshear tilt, with the maximum PV at 500 hPa lying about 1° downshear of the 750-hPa maximum, and the maximum PV at 300-hPa lying even further downshear. Unlike hurricanes and DRWs, there is no negative PV anomaly at upper levels. Note that during the first third of their life span both MDs and hurricanes exhibit a warm-over-cold structure, while DRWs evolve with a more classic baroclinic structure.

We further examine the evolution of near-surface temperature anomalies during storm development because baroclinic instability can arise from the interaction between interior PV anomalies and surface temperature anomalies (e.g., Vallis 2006). Bretherton (1966) showed that when inverting PV, a temperature anomaly on a boundary produces an interior state equivalent to that achieved by inverting the same PV field with homogeneous boundary conditions and a $\delta$ function of PV immediately next to the boundary. Since temperature boundary conditions were not considered in the conceptual model used to derive our necessary criterion of PV anomalies tilting against the shear, we now incorporate them by treating lower boundary potential temperature anomalies as equivalent $\delta$ functions of PV. In other words, we ask whether interior cyclonic PV anomalies lie upshear of near-surface warm anomalies. Because these storms develop in different geographic
FIG. 8. Ensemble-mean, storm-centered anomalous Ertel’s PV (color shading; PVU) and temperature (contours; K) (top two rows) for 2 days and 1 day before genesis and (bottom three rows) during the first third, second third, and last third of storm lifetime. Only statistically significant (at the 1% level) fields are shown. Note the different scale for PV used in each panel. The temperature contour interval is 0.5 K with negative contours dashed and the zero contour omitted. The arrow at the bottom left of each panel shows the direction of the climatological vertical shear (i.e., the 200- minus 850-hPa zonal wind).
regions with varying surface pressures, it is possible that
the pressure-level composites shown in Fig. 8 do not
properly represent near-surface temperature anomalies.
So we also plot in Fig. 9 near-surface temperature
anomalies during the first third of the life cycle in
terrain-following coordinates (\(\sim \sigma = 0.95\), model level
54 out of 60). This confirms, consistent with the tem-
perature contours in Fig. 8, that there is a clear zonal
temperature gradient that extends across DRWs as in a
classic baroclinic wave (the cold anomalies on the west
side of the DRWs during the first third of their life time
in Fig. 8 are not statistically significant) and that there
is a low-level cold anomaly at the center of hurricanes
during their development phase. MDs also have a cold
core at low levels, and there is no evidence for a
near-surface warm anomaly downshear of the interior
positive PV. Thus, there is no evidence that surface
temperature anomalies interact with interior PV
anomalies in a way that would foster baroclinic growth
in MDs. A somewhat tangential novel finding here,
though, is that the low-level cold anomaly in MDs in-
creases strongly in amplitude throughout the ensemble-
mean life cycle (Fig. 8).

To be more quantitative with our “tilting against the
shear” diagnostic, we devise a metric that quantifies the
amount of tilt present in the PV field and examine how
this metric is distributed within each ensemble and
over time. This addresses the possibility that the
ensemble-mean PV distributions discussed above dis-
guise structures that would indicate baroclinic instability
in individual storms. We define this metric as the lon-
gitudinal difference between the “center of mass” of the
upper- (200–500 hPa) and lower- (600–900 hPa) level
positive PV anomalies, multiplied by the sign of the
climatological vertical wind shear, and call this the tilt-
against-the-shear (TATS) metric,

\[
\text{TATS} = -\Delta \lambda \text{sgn}(\Delta \overline{\tau}), \quad \text{where} \quad \Delta \lambda = \frac{\int \overline{q_+} \lambda d\lambda dp}{\int \overline{q_+} d\lambda dp}. \tag{18}
\]

Here \(\lambda\) is longitude, \(\overline{q_+}\) is the storm-centered positive PV
anomaly \(\overline{q_+} = \overline{q} \overline{\varpi}(q')\) with \(\overline{\varpi}\) the Heaviside function,
and \(\overline{\tau}\) is the basic-state zonal wind. The \(\Delta\) operator
takes a difference between the 200–500- and 600–
900-hPa layers, where the mean zonal wind \(\overline{\tau}\) is also
averaged over these two layers before the difference is
applied. Positive TATS values thus indicate that perturba-
tions tilt against the shear (needed for baroclinic instability),
and negative values indicate downshear tilts. We found that
many storms have weak upper-level PV anomalies during
parts of their lifetimes, so we also require that the upper-
level (200–500 hPa) anomaly have a minimum amplitude
given by \(\int \overline{q'_+} dp > 0.3 \text{PVU} \times 4^\circ \times 200 \text{ hPa}\), where
1 PVU = 10^{-6} m^2 s^{-1} K^{-1}.

Estimates of the probability density functions (PDFs)
of the TATS metric, obtained via a kernel density esti-
mate, confirm that the tilts seen in the ensemble-mean
structures are generally characteristic of the individual
storms within each ensemble (Fig. 10). For example, the
PDFs for DRWs are strongly skewed toward upshear
tilts during each of the three main phases of the life
cycle: at least two-thirds of DRWs tilt upshear in each
phase. The downshear tilts that do occur for DRWs
during the first third of the life cycle are quite weak, and
the mode of the distribution has a TATS value ranging
from 3° to 8° throughout the life cycle. In contrast,
hurricanes and MDs have comparatively narrow PDFs
that peak at zero during the growth phase, indicating
that nearly all storms have an upright structure with
little detectable tilt. It is only in the latter stages of the
life cycle that many hurricanes develop upshear tilts,
consistent with the ensemble-mean behavior shown in
Fig. 8. The PDFs for MDs are skewed slightly toward
downshear tilts (negative TATS and negative skewness)
during the main three phases of the life cycle, which
shows that most MDs cannot be growing by dry or moist
baroclinic instability. Qualitatively similar results are
obtained when the TATS measure is defined using the
maximum PV anomaly in each of the two layers instead
of the center of mass of the PV anomaly (not shown).

Although the PDFs of our TATS metric are centered
on zero for MDs, they are wide enough that it seems
reasonable to wonder if some fraction of MDs is growing
by baroclinic instability. We investigate this possibility

![Fig. 9. Zonal structure of storm-centered ensemble-mean near-
surface temperature anomalies (on ERA-Interim model level 54
out of 60, \(\sim \sigma = 0.95\)) during the first third of the storm life cycle.](image-url)
by examining the PV structures of individual storms that have positive TATS during the first third of their life cycles. We choose two MDs with TATS values of about 3.5°. Inspection of the anomalous PV confirms that there is indeed an upper-level positive PV anomaly upshear of the lower-level anomaly during the growth phase, especially in case 1 (see the positive PV at 12° relative longitude and 400 hPa in Fig. 11, left column), but the PV field is fairly noisy and lacks a clear and coherent structure that tilts upshear. Given that these upshear, upper-level PV anomalies are only a few hundred kilometers in horizontal scale, it seems unlikely that they would strongly interact with the low-level anomalies: the Rossby penetration depth of a 500-km-wide PV anomaly is only about 2 km in the South Asian monsoon region [see discussion in Boos et al. (2015)]. Furthermore, any upshear tilt, as indicated by the TATS metric, seems to be highly transient in these two as well as other cases of MDs. In contrast, two cases of DRWs with TATS values of 5.0° and 3.5° exhibit similar upshear tilts to those seen in the ensemble means (Fig. 12). The upshear tilts in these DRW cases are also highly persistent in time as the disturbances develop and even as they decay in the last part of the life cycle. The early stages of DRW
FIG. 11. As in Fig. 8, but for two individual MDs that developed with positive TATS values during the first third of their lifetimes.
case 2 are strongly suggestive of a tropopause intrusion type of growth, as the upper-level anomaly is quite strong (about 5 PVU) and there is no discernible low-level PV anomaly until later in that storm's life cycle.

5. Summary and discussion

Monsoon depressions are synoptic-scale low-pressure systems that develop during local summer in monsoon
climates. Although they have been studied for over five decades, little is known about the physical mechanisms responsible for the genesis and intensification of these heavily precipitating storms. The existing theoretical work largely attributes the growth of MDs to moist baroclinic instability, although analyses have been limited to highly idealized linear models and few detailed comparisons with observations have been conducted. Here we examined whether moist baroclinic instability is responsible for the growth of MDs, comparing their dynamical structure with that of two other prototypical classes of storms: hurricanes and diabatic Rossby waves.

Motivated by the fact that mechanisms for moist baroclinic instability have been presented by multiple previous studies with unclear commonalities, we began by presenting a conceptual model that captures the multiple types of interaction that can lead to instability in a moist, baroclinic basic state. This PV framework is essentially that examined by de Vries et al. (2010), but we focused on reviewing the physical mechanisms involved in each type of instability and deriving a simple criterion that can be used to identify baroclinic instability in observations. In particular, we showed that the upshear tilt of PV anomalies needed for classic dry baroclinic growth is also necessary for moist baroclinic instability, even though the diabatic heating of moist convection supplies PV sources and sinks that are not part of traditional models for dry baroclinic growth. Although one might obtain this result by assuming that precipitating convection simply reduces the effective static stability in the classic dry problem, explicit consideration of the diabatic sources and sinks of PV provides a more detailed mechanistic view of the multiple types of moist instability and a better connection with the literature that views baroclinic instability as the interaction of counterpropagating Rossby waves. We hope that clear identification of this necessary criterion—the upshear vertical tilt of anomalous PV—will aid in future observational studies of precipitating, synoptic-scale systems other than MDs.

Using reanalysis data, we showed that DRWs clearly exhibit upshear tilts during their spinup period. This was shown in ensemble-mean, storm-centered composites and, through development of a metric that quantifies the tilt of anomalous PV, was also shown to apply across most of the distribution of individual DRWs. The upshear tilt actually seemed to persist throughout the mature stages of the DRW life cycle. Hurricanes exhibited negligible tilt during their development but did tilt upshear late in their lifetime, which we speculate is due to interaction with midlatitude baroclinic waves in extratropical transitions.

We found no evidence that moist baroclinic instability contributes to the genesis or growth of MDs. The ensemble-mean MD tilted slightly downshear, rather than upshear, and the distribution of individual MD tilts was skewed in favor of downshear tilts. Examination of some individual MDs that did exhibit upshear tilts, as measured by our TATS metric, revealed that these tilts were associated with upper-level PV anomalies that were weak and incoherent compared to the well-defined structures seen in DRWs. In other words, one would expect “noise” in the PV field to produce some negative TATS values even for storms that have coherent upright structures, and our case studies of MDs with upshear tilts were not clearly distinguishable from such a scenario. There was also no evidence that surface temperature anomalies contribute to moist baroclinic growth, which we demonstrated (e.g., Fig. 9) by considering their conceptual equivalence with boundary PV anomalies (Bretherton 1966).

The possibility that horizontal moisture advection plays a role in the dynamics of MDs was not examined here and does not seem to have been considered in previous studies. As mentioned in our review of existing analytical models of moist baroclinic instability, those models do not include a prognostic moisture equation that could represent horizontal moisture advection. However, idealized numerical simulations of DRWs have shown that meridional advection of moisture downshear of the vortex center moistens the lower troposphere during the genesis of these storms, “pre-conditioning” the atmosphere so that the quasigeostrophic ascent can produce precipitation and generate PV (Moore et al. 2013). In an entirely separate line of theory, Sobel et al. (2001) showed how vortices embedded in a meridional moisture gradient could propagate zonally by advecting moisture; in that system moisture controls convective heating and ascent is determined diagnostically from the heating via a weak temperature gradient approximation. This constitutes a complementary limit to that considered in the existing literature on MDs and moist baroclinic instability, with ascent and diabatic heating set by a prognostic moisture field instead of by dry adiabatic dynamics. Determining whether that limit is relevant to MDs and DRWs seems a fruitful avenue for future study.

The mechanism responsible for MD intensification thus remains unknown. Yet ruling out baroclinic instability is a novel and important accomplishment, since it seemed to be the most commonly accepted theory for MD growth (e.g., Shukla 1978; Mak 1983; Krishnakumar et al. 1992; Parija and Dash 1995; Krishnamurti et al. 2013). Furthermore, MDs seem to have some similarity with the early stages of hurricane
development. Both hurricanes and MDs consist of upright columns of PV that extend from the surface to the upper troposphere, and the cold core seen in MDs is also evident in the early stages of hurricane development. So perhaps MDs are simply tropical depressions that form in monsoon regions. Some studies have assumed that MD genesis is fostered by the same environmental conditions that foster tropical cyclogenesis (Prajee et al. 2013), but further work is needed to go beyond such empirical descriptions and understand the growth mechanism.
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APPENDIX

Interactions of PV Components in Mean Easterly Vertical Shear

The main text reviewed mechanisms of baroclinic instability in a basic state with westerly vertical shear; here we present a schematic (Fig. A1) showing how the various CRWs behave in easterly vertical shear, which characterizes the mean state in which MDs evolve. Changing the sign of the vertical shear from positive to negative shifts ascent from the east to the west side of cyclonic PV anomalies and, thus, reverses the intrinsic direction of propagation of the moist CRWs in the two middle layers (cf. Fig. 3). Mathematically, this occurs because $\overline{\eta}_y^m$ changes sign, owing to the sign operator in (9). The sign of $\overline{\eta}_z$ also reverses compared to the westerly shear case; this occurs in the bottom layer because the meridional temperature gradient, being on the bottom boundary, serves as a meridional PV gradient (Bretherton 1966), and the temperature gradient must change sign to maintain thermal wind balance. However, the change in sign of $\overline{\eta}_z$ in the top layer requires either treating this layer as an upper boundary on which the temperature gradient acts like a (negative) PV gradient or assuming that the easterly vertical shear is strong enough to change the sign of the actual interior meridional PV gradient. In contrast, in westerly shear $\overline{\eta}_z$ could be simply taken to represent the meridional gradient of planetary vorticity (i.e., $\beta$). Wang (1990)
discusses this asymmetry between easterly and westerly vertical shear. If we do not assume an upper boundary exists and do not assume that the easterly shear is strong enough to overcome $\beta$, then dry CRWs in the top layer will propagate westward relative to the flow and there will be no dry baroclinic instability nor an unstable "tropopause intrusion" mode. An additional unstable interaction between CRWs in layers 1 and 2 would then become possible, but we speculate that this may not be physically realizable because moist convective heating will be weak because of specific humidities being very low in this upper-tropospheric part of the domain. The two other modes—namely, the diabatic Rossby wave and the interior moist instability mode—remain unstable regardless of the sign of the PV gradient in the top layer.
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