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ABSTRACT

It is still debated how enhanced cloud-condensational latent heating (LH) in a warmer and moister climate may affect the dynamics of extratropical cyclones. In this study, a diagnostic method that explicitly quantifies the contribution of LH to the lower-tropospheric cyclonic potential vorticity (PV) anomaly is used to investigate the effects of stronger LH on the dynamics, intensity, and impacts of cyclones in two conceptually different sets of idealized climate change simulations. A first set of regional surrogate climate change simulations of individual moderate to intense Northern Hemisphere cyclones in a spatially homogeneously 4-K-warmer climate reveals that enhanced LH can largely but not exclusively explain the substantially varying increase in intensity and impacts of most of these cyclones. A second set of idealized aquaplanet GCM simulations demonstrates that the role of enhanced LH becomes multifaceted for large ensembles of cyclones if climate warming is additionally accompanied by changes in the horizontal and vertical temperature structure: cyclone intensity increases with warming due to the continuous increase in LH, reaches a maximum in climates warmer than present day, and decreases beyond a certain warming once the increase of LH is overcompensated by the counteracting reduction in mean available potential energy. Because of their substantially stronger increase in LH, the most intense cyclones reach their maximum intensity in warmer climates than moderately intense cyclones with weaker LH. This suggests that future projections of the extreme tail of the storm tracks might be particularly sensitive to a correct representation of LH.

1. Introduction

Extratropical cyclones are a key component of the midlatitude climate as they drive the synoptic weather variability and can cause substantial socioeconomic damages when reaching high intensities associated with strong winds or heavy precipitation (SwissRe 2016). Predicting future changes in the climatological activity of cyclones, the storm tracks, is thus important for regional climate change adaptation in the midlatitudes. However, storm-track predictions are still uncertain for various reasons. Many general circulation models (GCMs) still exhibit problems in representing present-day storm tracks (e.g., Chang et al. 2013; Zappa et al. 2013a), which introduces uncertainty when projecting them into the future. An important process contributing to these biases is latent heating (LH) due to cloud formation in cyclones (e.g., Colle et al. 2015) because it acts on small- to mesoscales and is thus difficult to capture by the coarse-resolution GCMs (e.g., Champion et al. 2011; Willison et al. 2013, 2015; Trzeciak et al. 2016). The predicted increase of the atmospheric moisture content (e.g., Schneider et al. 2010) will most likely strengthen LH in cyclones and may thus enhance the associated GCM biases. In addition to this, future climate warming is expected to go along with a decrease in lower-tropospheric and increase in upper-tropospheric baroclinicity (e.g., Yin 2005). The strong mutual interaction between LH and the release of baroclinic instability (e.g., Hoskins et al. 1985) further increases uncertainty of storm-track projections.
and complicates understanding the role of LH in this interplay (e.g., Shaw et al. 2016).

For these reasons, the effects of LH on cyclone dynamics in a changing climate have gained increasing attention. However, in contrast to the well-understood amplifying effect of LH on cyclone intensification in present-day climate (e.g., Kuo et al. 1991; Davis and Emanuel 1991; Davis 1992; Reed et al. 1993; Stoelinga 1996; Ahmadi-Givi et al. 2004; Campa and Wernli 2012; Dacre and Gray 2013; Binder et al. 2016; Martínez-Alvarado et al. 2016), the effect of enhanced LH on individual cyclones in a warmer and moister climate seems to be less clear: Booth et al. (2013) and Tierney et al. (2018) found more intense cyclones in baroclinic life cycle experiments, in which the atmospheric moisture content was increased either directly or by increasing temperature. In the simulations of Tierney et al. (2018), however, the intensity only increased up to a certain temperature threshold and decreased beyond. Tierney et al. (2018) further demonstrated that this sensitivity to higher temperatures and more moisture also holds with simultaneously increased or reduced troposphere-averaged baroclinicity. Kirshbaum et al. (2018) showed that for a given environmental temperature cyclones in a moist baroclinic life cycle simulation reach higher intensities than their counterparts in the corresponding dry simulation, which is in line with Booth et al. (2013). However, enhanced LH due to increased temperatures was shown to not lead to an additional intensification of their cyclones. They argued that the warm-frontal LH maximum in these warmer simulations shifts more eastward and thus degrades the phasing between dry-baroclinically and diabatically induced vertical motion, which even dampens cyclone intensification. Rantanen et al. (2019) found a similar reduction of eddy kinetic energy (EKE) in warmer compared to cooler moist idealized simulations as Kirshbaum et al. (2018), but, in contrast to Kirshbaum et al. (2018), obtained a lower sea level pressure (SLP) minimum. In addition, Rantanen et al. (2019) showed that enhanced LH due to higher environmental temperatures does not increase the intensity of an idealized cyclone when lower-tropospheric baroclinicity is simultaneously reduced, but amplifies cyclone intensification when upper-tropospheric baroclinicity is increased.

These baroclinic life cycle experiments demonstrate that the effect of enhanced LH on cyclone dynamics is equivocal even in a highly idealized setup and, moreover, strongly depends on how exactly the temperature and moisture background states change. Considering this, it is not surprising that the role of enhanced LH for storm tracks in climate simulations, in which an increase in LH is embedded in various changes in the atmospheric background state, is still not fully understood: Marciano et al. (2015) analyzed U.S. East Coast cyclones from regional surrogate climate change simulations (Schär et al. 1996), in which changes in the atmospheric moisture content were accompanied by changes in baroclinicity. On average, they found an increase in cyclone intensity, which they attributed mainly to enhanced LH indicated by larger lower-tropospheric potential vorticity (PV) values. The contributions from further thermodynamic changes in their experiments affecting baroclinicity were only weak. Similar conclusions were obtained by Michaelis et al. (2017), but for a substantially larger set of North Atlantic cyclones. In contrast, Bengtsson et al. (2009) and Catto et al. (2011) found no clear evidence for increasing cyclone intensities caused by a strengthening of LH in GCM simulations forced with different greenhouse gas emission scenarios.

To better understand the interaction between the most important physical processes driving the sensitivity of midlatitude storm tracks to climate change, O’Gorman and Schneider (2008a) performed idealized global aquaplanet simulations of a wide range of very cold to very warm climates. They found a nonmonotonic change of mean available potential energy (MAPE) and thus EKE, with a maximum in a climate with a global mean surface air temperature close to present-day Earth and lower values toward colder and warmer climates. This is qualitatively in line with the findings of Tierney et al. (2018). Using the same set of simulations, O’Gorman (2011) demonstrated that MAPE still decreases toward warmer than present-day climates when LH is explicitly accounted for. This is likely due to the fact that stronger poleward and upward latent heat fluxes in cyclones tend to weaken the meridional potential temperature gradient, increase static stability, and consequently decrease MAPE (Schneider et al. 2010). LH thus seems to dampen storm-track intensity on average through its indirect effect on the thermal structure of the atmosphere. Pfahl et al. (2015) analyzed the storm tracks in the same set of simulations but using a cyclone tracking algorithm. They showed that median cyclone intensity, measured in terms of both the lowest SLP minimum and lower-tropospheric relative vorticity along the cyclone tracks, experiences the same nonmonotonic behavior as EKE. However, lower-tropospheric relative vorticity of the most intense cyclones was shown to further increase and peak in climates substantially warmer than present-day Earth, which cannot be explained with the contrasting behavior of MAPE and has thus been hypothesized to result from enhanced LH.

The discussed baroclinic life cycle as well as climate model studies demonstrate that a comprehensive understanding of the role of LH for future storm tracks
requires an explicit quantification of LH in individual
cyclones, which allows investigating how the effect of
changes in LH depends on further changes in the at-
mospheric background state. In this study, we follow
this approach by applying the PV diagnostic of Büeler
and Pfahl (2017), which quantifies the fraction of
lower-tropospheric PV resulting from LH due to
cloud-condensational processes, to cyclones from two
conceptually different idealized climate change simula-
tions. Cyclone intensity and impacts in terms of surface
weather are strongly coupled to the strength of this
lower-tropospheric PV anomaly and can thus be linked
to LH through the use of this PV diagnostic. First, we
perform regional surrogate climate change simulations
with a numerical weather prediction (NWP) model of a
set of Northern Hemisphere cyclones in a spatially ho-
mogeneously warmer climate. These simulations allow
us to investigate the effect of enhanced LH on individual
cyclones in a climate, in which only the moisture content
changes but baroclinicity stays the same. Second, we use
the same set of idealized aquaplanet simulations as in
Pfahl et al. (2015) to quantify the effect of LH in more
realistic climate change scenarios with spatially hetero-
geogeneous temperature changes that are, in addition to
changes in the moisture content, accompanied by
changes in baroclinicity. Applying the PV diagnostic to
the cyclones in these simulations particularly aims to
investigate the hypothesis of Pfahl et al. (2015) that the
role of increasing LH is different for intense compared
to moderate cyclones.

Section 2 briefly summarizes the PV diagnostic and
introduces the two different sets of simulations and their
underlying models. The adaptation of some input fields
and tuning parameters of the PV diagnostic to the two
sets of simulations is also described. In section 3, we
quantify the effects of the changes in LH on the cyclones
from the two sets of simulations with the use of the PV
diagnostic and relate them to changes in cyclone in-
tensity and impacts. Section 4 finishes with a summary
and the most important conclusions.

2. Method

a. PV diagnostic

The PV diagnostic by Büeler and Pfahl (2017) quan-
tifies the fraction of the lower-tropospheric PV anomaly
in an extratropical cyclone that results from LH due to
cloud-condensational processes. To this end, it makes
use of a simplified form of the Eulerian PV tendency
equation, in which only the two leading terms, diabatic
PV modification and vertical advection, are accounted
for. This simplification is based on three assumptions,
which are reasonable approximations for the lower to
middle troposphere and on average over a cyclone area
[see Büeler and Pfahl (2017) for more details]: PV is in
steady state because of the quasi-balance between the
two leading terms, namely, diabatic generation of PV
and its upward transport; there is no horizontal PV ad-
vection across the boundaries of the cyclone area; and
there is no friction. These assumptions ultimately reduce
the full PV tendency equation [see Eq. (3) in Büeler and
Pfahl (2017)] to a simple balance equation between
diabatic PV modification and vertical advection [see Eq.
(4) in Büeler and Pfahl (2017)]. Integrating this equation
vertically between a lower bound \( z_l \) (where the PV
anomaly is assumed to vanish) and the reference level \( z \)
yields the so-called diabatic PV, \( Q_{\text{diab}}(z) \), which de-
scribes the fraction of total lower-tropospheric PV, \( Q(z) \),
that results from diabatic processes (Büeler and Pfahl
2017) (note that the term “diabatic” here only
refers to LH, excluding surface fluxes and radiation):

\[
\langle Q_{\text{diab}}(z) \rangle_{\text{effarea}} = \int_{z_l}^{z} \rho \left( \frac{1}{\rho} \frac{\partial \tilde{\theta}}{\partial x} + \eta_x \frac{\partial \tilde{\theta}}{\partial y} + \eta_y \frac{\partial \tilde{\theta}}{\partial z} \right) \frac{1}{w} \, dz \right)_{w \geq W, \text{effarea}}.
\]

Here, \( \rho \) is the density, \( \eta_x \), \( \eta_y \), and \( \eta_z \) are the \( x \), \( y \), and \( z \)
components of the absolute vorticity, \( \tilde{\theta} \) is the potential
temperature tendency, and \( w \) is the vertical wind ve-
locity. The term in the angle brackets is averaged over
all grid points inside an effective cyclone area [including
the major frontal features; see Büeler and Pfahl (2017,
section 2e), for more details] with a vertical wind ve-
locity \( w \) larger than the threshold \( W \), which assures
that only regions with substantial upward motion are
accounted for.

Büeler and Pfahl (2017) have demonstrated that this
PV diagnostic is able to capture particularly the mean
but also parts of the strong case-to-case variability of the
sensitivity of the lower-tropospheric PV anomaly to LH
in an ensemble of cyclones. It is thus a useful tool to
systematically quantify the effect of LH on cyclone dy-
namics in a climatological framework, as it is done in
this study.

b. COSMO surrogate climate change simulations

1) PRINCIPLE AND MODEL SIMULATIONS

The surrogate climate change or pseudowarming
simulation method has been developed by Schär et al.
(1996) and used in numerous subsequent studies (e.g.,
Frei et al. 1998; Marciano et al. 2015; Lackmann 2015;
Michaelis et al. 2017; Sandvik et al. 2018). Its underlying
idea is to simulate the response of regional weather or
climate to a large-scale change in temperature. This allows studying the thermodynamic effect of climate change and its associated feedbacks (as for instance through changing LH). Technically, this is achieved by adding a temperature change $\Delta T$ to each grid point of the initial and lateral boundary fields of a reference simulation with a regional model. Thereby the relative humidity is kept constant and the specific humidity consequently scales according to the Clausius–Clapeyron relationship, which is consistent with what observations and models indicate for a warmer climate (e.g., Held and Soden 2006; Sherwood and Meyer 2006).

Following the same principle, we perform surrogate climate change simulations with the regional Consortium for Small-Scale Modeling (COSMO) NWP model (Steppeler et al. 2003) of 12 Northern Hemisphere cyclones, which have already been studied in Büeler and Pfahl (2017, see their Table 1) and represent a broad spectrum of moderate to very intense cases. Our horizontally and vertically uniform perturbation $\Delta T$ is $+4 \text{ K}$ [this includes the stratosphere; that is, the projected lower-stratospheric cooling (e.g., Shindell et al. 1998) is not accounted for], which is consistent with the predicted end-of-century global mean surface air temperature change under the RCP8.5 scenario (e.g., Knutti and Sedláček 2013). To preserve hydrostatic balance, the pressure field is adjusted by integrating the hydrostatic equation from the bottom to the top of the atmosphere using the new temperature field $T + \Delta T$ (e.g., Kröner et al. 2017). The sea and land surface temperatures are increased accordingly to keep the same vertical temperature gradient between the surface and the atmosphere. Beside these perturbations, the model setup and cyclone tracking are the same as for the reference simulations performed by Büeler and Pfahl (2017, see their section 2a); they are run on a rotated geographical grid with a horizontal spacing of 0.125° ($\sim14 \text{ km}$) and 40 vertical levels. Hereafter, the simulations with a 4-K-higher temperature are denoted “warm simulations.”

2) INPUT FIELDS AND SETTINGS OF THE PV DIAGNOSTIC

The PV diagnostic by Büeler and Pfahl (2017) requires instantaneous potential temperature tendencies at each grid point. Here, we calculate these tendencies following Berrisford (1988) and Wernli (1995) [Büeler and Pfahl 2017, Eq. (7)] instead of using the tendencies from the model output as it has been done in Büeler and Pfahl (2017). The reason for this is described in detail in Büeler (2017, section 3.2.4). Applying the PV diagnostic with such diagnosed potential temperature tendencies has been shown to yield qualitatively and quantitatively similar results as with tendencies obtained directly from the model (Büeler and Pfahl 2017). The effective cyclone area and the vertical wind velocity threshold $W$ in Eq. (1) are defined in the same way as in Büeler and Pfahl (2017) (i.e., $W = 2 \times 10^{-2} \text{ m s}^{-1}$).

c) Idealized GCM simulations

1) MODEL DESCRIPTION AND SIMULATIONS

We use the same simulations as Pfahl et al. (2015), which are based on an idealized GCM comparable to that of Frierson et al. (2006) and have been performed in an aquaplanet setup similar to O’Gorman and Schneider (2008a). By changing the optical thickness of the atmosphere (through a varying scaling parameter; see O’Gorman and Schneider 2008b; Pfahl et al. 2015), a range of very cold to very warm climates is simulated with global mean surface air temperatures $T_G$ ranging from 270 to 316 K. The $T_G$ in the reference simulation is 288 K, which is similar to present-day Earth. The simulations have been run with a spectral horizontal resolution of T85 ($\sim235 \text{ km}$ at the equator) and 30 vertical sigma levels. Each simulation had been spun up for 300 days and then run by another 300 days (900 days for the simulations with $T_G = 270, 288$, and 311 K) as a basis for the statistical analysis. The resulting set of 15 simulations allows us to investigate variations in the effects of LH on cyclones in strongly different climates.

2) CYCLONE IDENTIFICATION, TRACKING, AND SELECTION

We identify and track cyclones based on the SLP field as in Pfahl et al. (2015), using an adapted version of the method by Wernli and Schwierz (2006). To account for extratropical and long-living cyclones only, we extract all cyclone tracks whose lowest SLP minimum is located within 30°–80° north or south and whose lifetime is 24 h or longer. From each simulation, we select two cyclone subsets, namely, the “intense cyclones” and the “moderate cyclones,” whereby the lowest SLP minimum along a cyclone track is used as the intensity measure (see Pfahl et al. 2015). The first subset (intense cyclones) consists of the 100 most intense cyclones of the 300-day simulations and the 300 most intense cyclones of the 900-day simulations (i.e., the simulations with $T_G = 270, 288$, and 311 K). For the second subset (moderate cyclones), the 100 or 300 cyclones, respectively, are selected whose intensity is closest to the median intensity of all cyclones in the simulation. If instead a fixed percentile of 5% is used to define the two cyclone subsets (which yields sample sizes slightly smaller than 100 or 300, respectively), qualitatively very similar results are obtained (not shown). To test the sensitivity of our results to the intensity measure used to define the two cyclone subsets, we additionally
perform the same analysis for equally large subsets of intense and moderate cyclones defined in terms of lower-tropospheric relative vorticity. To this end, relative vorticity on \( \sim 838 \text{ hPa} \) is averaged in a radius of 300 km around the SLP minimum along the cyclone track and the maximum of this area-averaged vorticity for each track is used as a basis to select the intense and moderate cyclones.

3) **Input Fields and Settings of the PV Diagnostic**

We calculate Ertel PV using Eq. (1) of Pfahl et al. (2015). The climatological PV strongly differs between the different climates of the idealized GCM simulations (Büeler 2017, their Figs. 4.3 and 4.4). Therefore, PV anomalies are calculated for every cyclone with respect to the corresponding PV climatology to allow for a quantitative comparison of the cyclones' lower-tropospheric PV among the climates. The underlying PV climatologies are calculated by neglecting all grid points inside a cyclone area, which prevents including a bias from cycloonic, potentially diabatic PV in the background state.

As for the COSMO surrogate climate change simulations, the potential temperature tendencies are calculated following Berrisford (1988) and Wernli (1995). The effective cyclone areas are calculated as in Büeler and Pfahl (2017), but with parameters adapted to the lower GCM resolutions [see Büeler (2017, section 4.2.2) for more details]. To account for small or weak cyclones, a circle with a radius of 350 km [identical to Pfahl et al. (2015)] around the relative vorticity maximum (or around the SLP minimum if the relative vorticity maximum is farther away than 600 km from the SLP minimum) is chosen as a minimum extent of the effective cyclone area.

As briefly discussed in Büeler and Pfahl (2017), the amplitude of our diagnosed diabatic PV is sensitive to some of the underlying thresholds. Since the coarser horizontal and vertical resolutions of the idealized GCM compared to COSMO go along with weaker vertical wind velocities, these thresholds have to be adapted. For this purpose, we have calculated the median diabatic PV profile for the intense cyclones of the reference simulation \( (T_G = 288 \text{ K}) \) using different combinations of lower integration bound and vertical wind velocity threshold \( W \). Based on this sensitivity test, we have chosen the third-lowest model level \( (\sim 929 \text{ hPa}) \) as the lower integration bound and a vertical wind velocity threshold \( W \) of \( 5 \times 10^{-3} \text{ ms}^{-1} \), which yields the physically most consistent diabatic PV profiles [see Büeler (2017, section 4.2.5), for more details]. For consistency, this combination of thresholds is used for the intense and moderate cyclone subsets of all simulations.

3. **Results**
   
   a. **COSMO surrogate climate change simulations**

   1) **Cyclone Characteristics**

   The changes in temperature and thus in moisture content in the COSMO surrogate climate change simulations lead to a variety of changes in cyclone structure, intensity, and impacts. They are discussed in detail in Büeler (2017, section 3.3.2) and summarized here. Thereby, the changes in the warm compared to the reference simulations always refer to a spatial average over the effective cyclone areas (except for the SLP minimum) and a temporal average over the last 18 h of the intensification phase (i.e., before the time of the lowest SLP minimum). All cyclones experience reduced SLP minimum values in the warm simulation averaged over these last 18 h, but there is a strong variation in the reduction among the cyclones ranging from less than 1 hPa to almost 5 hPa. The average SLP minimum sensitivity amounts to \( \sim 0.6 \text{ hPa K}^{-1} \). Lower-tropospheric relative vorticity increases in most cyclones, but stays approximately unchanged or even decreases slightly in some cyclones, yielding an average relative vorticity sensitivity of \( 0.5 \% \text{ K}^{-1} \). This implies that all cyclones experience an intensity increase in the warm simulations as measured by the SLP minimum, which, however, is not necessarily associated with an increase in lower-tropospheric relative vorticity.

   The changes in total precipitation in the warm simulations are positive for all cyclones but vary strongly. The increase in total precipitation averaged over all cyclones amounts to \( 6.3 \% \text{ K}^{-1} \) and is thus smaller than the increase in total precipitable water \( (8.8 \% \text{ K}^{-1}) \) as well as in near-surface water vapor \( (7.4 \% \text{ K}^{-1}) \). This indicates that the cyclones in the warmer simulations are slightly less efficient in producing precipitation. The reason for this and whether this is a robust signal would require further investigation of the whole cyclone life cycles. The maximum wind gusts at 10 m increase in all cyclones except one. Averaging over all cyclones yields a maximum wind gust sensitivity of \( 0.8 \% \text{ K}^{-1} \), which is smaller than for the precipitation amount.

Almost all the discussed changes in intensity and impacts show a consistent sign, even though the variations among cyclones are substantial. The results are also consistent with previous studies based on baroclinic life cycle experiments (e.g., Kirshbaum et al. 2018; Rantanen et al. 2019; Tierney et al. 2018) and regional surrogate climate change simulations (e.g., Marciano et al. 2015; Michaelis et al. 2017). We hereafter use our PV diagnostic to quantify to what degree enhanced LH can explain the mean as well as the strong case-to-case variability of these changes.
2) Effects of Latent Heating on Cyclone PV, Intensity, and Impacts

Figure 1a summarizes the results of our PV diagnostic for the 12 cyclones. It shows the sensitivity of lower-tropospheric total PV to temperature as obtained from the model experiments ($Q_{14K} - Q_{\text{ref}}$; PV units; 1 PVU = $10^{-6}$ K m$^2$ kg$^{-1}$ s$^{-1}$) plotted against the sensitivity of lower-tropospheric diabatic PV diagnosed by the PV diagnostic ($Q_{\text{diab},14K} - Q_{\text{diab,ref}}$). The sensitivity values are obtained from the mass-weighted vertical average of the $Q$ and $Q_{\text{diab}}$ profiles (which themselves are calculated over the effective cyclone areas; see Büeler 2017, Fig. 3.13) between 950 and 600 hPa, temporally averaged over the last 18 h of the intensification phase. Different combinations of the two vertical pressure boundaries have been shown to not change the results of the PV diagnostic notably for the cyclone ensemble used here (Büeler and Pfahl 2017). The modeled lower-tropospheric total PV increases in the warm simulation of all cyclones ($Q_{14K} - Q_{\text{ref}}$). Cyclone Xynthia is most sensitive among all cyclones; Cyclones Ulla, Ben, Berit, Dirk, Klaus, Kyrill, and Rob have a moderate sensitivity; and Cyclones Joe, Emma, Ted, and Tini are the least sensitive. The modeled sensitivity of the most sensitive Cyclone Xynthia is more than 3.5 times larger than the one of the least sensitive Cyclone Tini, which demonstrates the strong case-to-case variability. Overall, the sensitivity diagnosed by our PV diagnostic ($Q_{\text{diab},14K} - Q_{\text{diab,ref}}$) agrees reasonably well with the corresponding modeled sensitivity (correlation coefficient $r = 0.72$, root-mean-square error of 0.02 PVU). The mean modeled sensitivity of the whole cyclone ensemble is 0.11 PVU and thus very similar to the mean diagnosed sensitivity of 0.13 PVU. This demonstrates that the increase of lower-tropospheric PV in a 4-K-warmer climate as well as its strong variability among cyclones can largely be explained with the increase in lower-tropospheric diabatic PV generation due to stronger LH associated with the higher moisture content. Nevertheless, there are cyclones for which the PV diagnostic overestimates and others for which it underestimates the modeled sensitivity. These mismatches likely result from the imperfectness of our PV diagnostic rather than from changes in other, adiabatic, frictional, or radiative, processes affecting lower-tropospheric PV. This conclusion is supported by the fact that the correlation coefficient obtained from the verification of our PV diagnostic based on sensitivity simulations, in which LH has been modified directly by altering the latent heat constants in the model ($r = 0.71$; see Büeler and Pfahl 2017, Fig. 10), is almost equal to the correlation coefficient obtained here ($r = 0.72$; see Fig. 1a). Figure 1b illustrates how the increase in diabatic PV generation with temperature relates to the importance of diabatic processes in the reference simulation as measured by diagnosed diabatic PV ($Q_{\text{diab,ref}}$). The correlation of $r = 0.72$ demonstrates
that the temperature sensitivity of lower-tropospheric diabatic PV is stronger for cyclones with a larger diabatic PV anomaly in the reference simulation. This implies that strongly diabatically driven cyclones in present-day climate, as for instance Cyclone Xynthia, are more sensitive to an increase in LH.

Figures 2a and 2b illustrate how the changes in lower-tropospheric diabatic PV due to changes in LH, shown in Fig. 1a, relate to changes in cyclone intensity. Figure 2a compares the temperature sensitivity of lower-tropospheric diabatic PV to the temperature sensitivity of the SLP minimum [see section 3a(1)], averaged over the last 18 h of the intensification phase. The correlation between the two sensitivities is weak ($r = 0.36$), which means that the changes in lower-tropospheric diabatic PV can hardly explain the case-to-case variability of SLP minima changes in the warm simulations. This implies that beside enhanced LH (and thus stronger lower-tropospheric diabatic PV generation) further dynamical effects might contribute to the reduction of the SLP minima along the cyclone tracks in the warm simulations. As shown in Fig. 2b, the correlations are higher ($r = 0.7$) when defining cyclone intensity in terms of lower-tropospheric relative vorticity [see section 3a(1)], which demonstrates that enhanced LH is the main driver for the increase in this intensity measure. This highlights the importance of considering different intensity measures to investigate effects of stronger LH on cyclone intensity. Figures 2c

Fig. 2. Difference between the warm and the reference simulations of the mass-weighted vertical averages between 950 and 600 hPa of diabatic PV (PVU) on the $x$ axes and difference between the warm and the reference simulations of (a) the SLP minimum (hPa) along the cyclone track, (b) lower-tropospheric relative vorticity ($10^{-5}$ s$^{-1}$ at 850 hPa), (c) 6-h accumulated total precipitation (kg m$^{-2}$), and (d) maximum wind gusts at 10 m (m s$^{-1}$) on the $y$ axes. Lower-tropospheric relative vorticity, total precipitation, and maximum wind gusts at 10 m are averaged over the effective cyclone area. Temporal averages over the three last time steps of the intensification phase are shown (12 h before, 6 h before, and at the time of the lowest SLP minimum). The red crosses and lines are as in Fig. 1. The Pearson correlation coefficients $r$ are also indicated.
and 2d show how the changes in lower-tropospheric diabatic PV due to changes in LH relate to changes in cyclone impacts. Figure 2c compares the temperature sensitivity of lower-tropospheric diabatic PV to the temperature sensitivity of total precipitation [see section 3a(1)], averaged over the last 18 h of the intensification phase. The high correlation ($r = 0.72$) between the two sensitivities is due to the fact that precipitation is directly linked to LH. It demonstrates that precipitation can be used as a reasonable first-order proxy to quantify LH in cyclones of a warmer climate. Figure 2d compares the temperature sensitivity of lower-tropospheric diabatic PV to the temperature sensitivity of maximum wind gusts at 10 m [see section 3a(1)]. There is also a high correlation ($r = 0.84$), which mainly results from the direct physical link between wind velocity and PV through relative vorticity (see Fig. 2b) and thus indicates an important role of LH also for changes in near-surface wind gusts.

The relationships discussed above, however, have to be interpreted with caution because of the rather small sample size, which makes the correlations sensitive to outliers. For instance, removing the strong outlier (Xynthia) from the cyclone ensemble in Figs. 2c and 2d results in substantially weaker correlations between the temperature sensitivities in both cases: the correlation coefficients reduce to $r = 0.39$ between lower-tropospheric diabatic PV and total precipitation and to $r = 0.59$ between lower-tropospheric diabatic PV and maximum wind gusts at 10 m. Removing the other outlier (Ted) hardly affects the correlations, whereas the removal of both outliers further reduces them.

Despite these partly nonrobust correlations, the application of our PV diagnostic to an ensemble of 12 cyclones demonstrates that enhanced LH is an important driver for the changes in the dynamics, intensity, and impacts of individual cyclones in a spatially homogeneously warmer climate. Although these changes strongly vary from case to case, they are relatively robust with respect to the sign and thus indicate a robust tendency both for moderate and intense cyclones. To understand to what degree this relationship holds for a larger ensemble of cyclones and in a more realistic climate change scenario, we hereafter investigate the effects of LH on cyclones in idealized GCM simulations.

b. Idealized GCM simulations

1) CLIMATE CHARACTERISTICS

The set of simulations obtained by perturbing the optical thickness of the idealized GCM [see section 2c(1)] yields a spectrum of climates that is associated with various changes in the thermal structure of the midlatitude atmosphere, which can be summarized as follows (O’Gorman and Schneider 2008a; Pfahl et al. 2015): the midlatitude meridional temperature gradient, vertically averaged throughout the troposphere, decreases from the coldest to the warmest climate. This decrease is mainly driven by the lower troposphere, because in the middle and upper (particularly subtropical) troposphere the meridional temperature gradient increases toward warmer climates. Vertically averaged dry static stability experiences a nonmonotonic change, with the highest values in the coldest and warmest climates and the minimum close to the reference climate ($T_C = 288$ K). The depth of the troposphere increases from the coldest to the warmest climate. The changes of these three structural measures result in a nonmonotonic behavior of MAPE, with a maximum in the climates slightly colder than the reference climate and a minimum in the coldest and warmest climates.

2) CYCLONE CHARACTERISTICS

Figures 3 and 4 illustrate the sensitivity of some properties of the moderate and intense cyclones defined in terms of the SLP minimum [see section 2c(2) for details about the selection criteria]. Figure 3a indicates the latitudinal distribution of the two cyclone subsets: overall, the intense cyclones are located more poleward than the moderate cyclones, particularly in the colder climates. In contrast to the moderate cyclones, the intense cyclones do not reach more equatorward than 50°. Figure 3b shows that the size of the effective cyclone areas, which correlates with cyclone intensity due to its definition based on relative vorticity (Büeler and Pfahl 2017, section 2e), is larger for the intense than for the moderate cyclones on average. There are also size differences among climates within the two cyclone subsets. These variations between intense and moderate cyclones as well as among climates can be problematic because the magnitude of a variable averaged over larger cyclone areas might be negatively biased in comparison to the magnitude of a variable averaged over smaller cyclone areas. This is because the spatial average over larger cyclone areas includes more grid points where the variable tends to be relatively small (for instance, high magnitudes of lower-tropospheric PV, relative vorticity, or precipitation are typically concentrated near the cyclone center and along the fronts but decrease further away). A pragmatic way to reduce this bias is to rescale the averaged scalar of every climate with its relative effective cyclone area size. This can be done as follows:

$$\chi_{c}^{\text{rescaled}} = \chi_{c} A_{c}^{\text{rel}},$$

where $\chi_{c}^{\text{rescaled}}$ denotes the rescaled area-averaged value for the climate $c$, $\chi_{c}$ is the corresponding original
and warmest climates (see also Pfahl et al. 2015, their Fig. 4b). Using relative vorticity in the lower troposphere (∼838 hPa) averaged over the effective cyclone area as intensity measure, as shown in Fig. 4b, yields qualitatively the same nonmonotonic pattern for the moderate cyclones, with an intensity maximum in the same, slightly warmer than present-day climate ($T_G = 294$ K). For the intense cyclones, however, the nonmonotonic pattern changes substantially and reaches the highest intensity in a much warmer climate ($T_G = 307$ K), which is in line with Fig. 14c of Pfahl et al. (2015).

The nonmonotonic pattern looks qualitatively very similar if lower-tropospheric relative vorticity is not rescaled following Eq. (2), although the differences among climates and between the moderate and intense cyclones (particularly in the warmer climates) are substantially smaller (not shown). Figure 4c shows cyclone-related precipitation, which is accumulated over 6 h before the time of the cyclones’ lowest SLP minima. It is small in the climates colder than the reference climate ($T_G = 288$ K) for both cyclone subsets. This is consistent with a small cyclone-related vertically integrated water vapor in the cold climates (not shown). Toward warmer climates, precipitation increases slightly for the moderate cyclones but substantially for the intense cyclones. The maximum is reached in climates much warmer than present-day Earth for both cyclone subsets, followed by a decrease toward the warmest climate. This decrease is in contrast to the further increase of cyclone-related vertically integrated water vapor toward the warmest climate due to the Clausius–Clapeyron relationship (not shown). Evaluating precipitation accumulated 6 h before the time of maximum precipitation (obtained by averaging precipitation in a radius of 1000 km around the SLP minimum along the cyclone track) yields qualitatively similar results as Fig. 4c, except that the increase toward warmer climates is stronger, particularly for the intense cyclones (not shown). Interestingly, the average time between maximum precipitation and the lowest SLP minimum, which is substantially larger for the intense than for the moderate cyclones, changes considerably with $T_G$, with a minimum in climates with $T_G$ between 290 and 300 K and two maxima in the coldest and warmest climates. An increase in cyclone-related precipitation with climate warming has also been found in comprehensive GCM simulations (e.g., Bengtsson et al. 2009; Yetella and Kay 2017). Near-surface wind speed, shown in Fig. 4d, behaves almost identically to cyclone intensity measured in terms of lower-tropospheric relative vorticity (Fig. 4b), with a maximum reached in a climate slightly warmer than present-day for the moderate cyclones and in a substantially warmer climate for the intense cyclones.
In the following, we use our PV diagnostic to investigate the role of LH for these nonmonotonic changes in cyclone intensity and impacts with $T_G$.

3) EFFECTS OF LATENT HEATING ON CYCLONE PV, INTENSITY, AND IMPACTS

Figure 5 shows the vertical profiles of the modeled total PV anomaly $Q$ (with respect to the PV climatology of the respective climate; hereafter denoted “PV anomaly”) and diagnosed diabatic PV $Q_{\text{diab}}$ [(hereafter denoted “diabatic PV”; Eq. (1)] for the SLP-based moderate (Figs. 5a–h) and intense (Figs. 5i–p) cyclones of some selected climates. The profiles are averaged over the effective cyclone areas at the time of the cyclones’ lowest SLP minima.

The median PV anomaly profile of the moderate and intense cyclones in the reference simulation (Figs. 5d,l) is qualitatively similar to the PV profile of cyclones in ERA-Interim analyzed by Campa and Wernli (2012, see their Fig. 3), particularly in the lower and middle troposphere (see also Pfahl et al. 2015). For the intense cyclones, PV values are approximately 0.2 PVU higher than for the moderate cyclones throughout the troposphere and the lower-tropospheric maximum extends to slightly higher altitudes. Both structure and amplitude of the PV anomaly profiles change substantially with $T_G$: in the cold climates (Figs. 5a–c,i–k), the lower-tropospheric maximum is smaller and restricted to very low levels. The midtropospheric minimum is located at lower levels between 850 and 600 hPa and becomes slightly negative, particularly in the moderate cyclones. Also the upper-tropospheric maximum is weaker and located at considerably lower levels. This overall reduction of the vertical extent of the cyclones is primarily a result of the reduced tropospheric depth in the cold climates [see section 3b(1)]. The difference in amplitude between the intense and the moderate cyclones throughout the troposphere still amounts to approximately 0.2 PVU. Toward warmer climates (Figs. 5e–h,m–p), the lower-tropospheric maximum increases in amplitude and extends more into the middle troposphere, at the cost of the midtropospheric minimum that gradually vanishes. Also the upper-tropospheric maximum occurs at higher levels. In the warmest climates, the positive PV anomaly spans the whole troposphere. This increase in vertical extent of the cyclones reflects the increase in tropospheric depth toward the warmer climates [see section 3b(1)]. The difference between the amplitudes of the intense and the moderate cyclones reaches up to 0.4 PVU in the warmer climates and is thus larger than in the colder climates in absolute terms.
FIG. 5. Vertical profiles of the modeled PV anomaly $Q$ (PVU; black lines) and diagnosed diabatic PV $Q_{\text{diab}}$ (PVU; red lines) averaged over the effective cyclone area at the time of the lowest SLP minimum for the SLP-based (a)–(h) moderate and (i)–(p) intense cyclones in selected climates with global mean surface air temperatures (K) indicated in the upper-left box in each panel. The solid lines show the median, and the shading indicates the range between the corresponding 5th and 95th percentiles. Note these profiles are not rescaled with their relative effective cyclone area size.
Both for the moderate and intense cyclones of the reference simulation (Figs. 5d,l), diabatic PV reaches similar values as the PV anomaly in the lower to middle troposphere (~850–550 hPa), but not in the boundary layer (below 900 hPa). The local minimum of $Q$ in the middle troposphere (~650 hPa) of the moderate cyclones is not properly reproduced by the diabatic PV profile. In the upper troposphere, the diabatic PV profile becomes negative and thus deviates strongly from the PV anomaly profile. Toward the colder climates, diabatic PV in the lower to middle troposphere decreases in a similar way as the PV anomaly (Figs. 5a–c,i–k). However, the vertical decrease in the PV anomaly and the associated negative midtropospheric PV minimum in the moderate cyclones (Figs. 5a–c) are not reproduced by the diabatic PV profiles. Toward the warmer climates, the increase of the lower- to midtropospheric PV anomaly is properly captured by the diabatic PV profiles both with respect to amplitude and structure for the intense cyclones (Figs. 5m–p), but less so for the moderate cyclones (Figs. 5e–h). In the warmest climates, diabatic PV is smaller than the PV anomaly in the lower troposphere and larger in the upper troposphere for the moderate cyclones (Figs. 5g,h), and slightly higher than the PV anomaly in the lower troposphere for the intense cyclones (Figs. 5n,o). Particularly for the moderate cyclones in the warmest climate with $T_G = 316$ K (Fig. 5h), there is a striking structural mismatch between the diabatic PV and PV anomaly profiles, with diabatic PV being near zero in the lower and middle troposphere and relatively high in the upper troposphere.

To summarize the results from Fig. 5 for the lower to middle troposphere, Fig. 6 shows the mass-weighted vertical average between 900 and 600 hPa of the modeled PV anomaly $Q$ and diagnosed diabatic PV $Q_{\text{diab}}$ for the moderate and intense cyclones as a function of $T_G$. The PV values are rescaled with the relative effective cyclone area size following Eq. (2). The lower- to midtropospheric PV anomalies in the moderate cyclones (Fig. 6a) are slightly negative in the coldest climates, followed by an approximately linear increase toward warmer climates, and a leveling off and ultimately a slight decrease in the warmest climates. The maximum PV anomaly in the climate with $T_G = 304$ K is approximately 3 times larger than the value in the reference climate ($T_G = 288$ K), and the spread of the PV anomalies decreases with $T_G$. Consistent with the vertical profiles (see Fig. 5), lower- to midtropospheric diabatic PV changes very similarly with $T_G$ and reaches a maximum in the same climate ($T_G = 304$ K). However, it is not negative in the coldest climates and lower in the warmest climates because of the aforementioned structural mismatch indicated by the vertical profiles. In contrast to the PV anomaly, the spread of diabatic PV increases with $T_G$. The lower- to midtropospheric PV anomaly of the intense cyclones, shown in Fig. 6b, exhibits a qualitatively similar nonmonotonic sensitivity to $T_G$ as for the moderate cyclones, but with a substantially stronger increase toward warmer climates. The maximum is reached in a similarly warm climate as for the moderate cyclones ($T_G = 307$ K) and the spread also decreases with $T_G$ but is larger than for the moderate cyclones. Also for the intense cyclones, lower- to midtropospheric diabatic PV changes very similarly as the PV anomaly and reaches its maximum in the same climate with $T_G = 307$ K. The lower values in the climates slightly warmer than the reference climate and higher values in some of the warmest climates mainly result from the slight under- and overestimation, respectively, of the corresponding vertical profiles in the lower troposphere (see Fig. 5).

In conclusion, Figs. 5 and 6 demonstrate that the increase of the lower- to midtropospheric PV anomaly with $T_G$, which is substantially stronger in the intense cyclones but reaches a maximum in similar, very warm climates for both cyclone subsets, can be explained to a large degree by a corresponding increase of cyclone-related LH and thus the strength of diabatic PV generation. Comparing this sensitivity of lower-tropospheric diabatic PV to $T_G$ (Fig. 6) with the sensitivity of cyclone intensity measured in terms of lower-tropospheric relative vorticity to $T_G$ (Fig. 4b) demonstrates the role of LH for the intensity change of the two cyclone subsets: the increase of LH and thus lower-tropospheric diabatic PV in the moderate cyclones toward very warm climates is too weak to further increase their intensity (i.e., the intensity maximum is already reached in a climate only slightly warmer than the present day), because MAPE concurrently decreases toward very warm climates (O’Gorman and Schneider 2008a). In contrast, the substantially stronger increase of LH and thus lower-tropospheric diabatic PV in the intense cyclones is strong enough to overcompensate for the reduction in MAPE and thus further increases their intensity toward very warm climates (note that $Q_{\text{diab}}$ and lower-tropospheric relative vorticity reach their maximum in the same climate with $T_G = 307$ K; see Figs. 6b and 4b). This distinct role of LH for the intensity of the intense compared to the moderate cyclones has already been hypothesized by Pfahl et al. (2015) and is here confirmed quantitatively with the help of our PV diagnostic. In addition to the changes in LH with increasing $T_G$, changes in the cyclone-related positive surface potential temperature anomaly (Hoskins et al. 1985) might further contribute to the changes in cyclone intensity. However, case studies (e.g., Stoevinga 1996; Ahmadi-Givi et al. 2004) have
indicated that typically the relative contribution of the surface temperature anomaly to cyclone intensity is substantially smaller than the contribution of the lower-tropospheric diabatic PV anomaly as well as the upper-tropospheric PV structure. This is likely still the case in warmer climates, in which the surface meridional temperature gradient and thus also the temperature anomalies typically associated with extratropical cyclones are reduced, although a detailed quantification would be required to confirm this. Relating our results further to the sensitivity of cyclone-related near-surface wind speed and precipitation to \( T_G \) (Fig. 4) finally demonstrates the role of LH for changes in cyclone impacts: as already discussed in section 3b(2), near-surface wind speed (Fig. 4d) correlates almost perfectly with the intensity measured in terms of lower-tropospheric relative vorticity (Fig. 4b; \( r = 0.96 \) for the moderate and \( r = 0.98 \) for the intense cyclones). Near-surface wind speed thus has a qualitatively similar climate sensitivity as the lower-tropospheric PV anomaly and diagnosed diabatic PV for the intense cyclones (Fig. 6b; \( r = 0.75 \) with \( Q \) and \( r = 0.62 \) with \( Q_{\text{diab}} \) but less so for the moderate cyclones (Fig. 6a; \( r = 0.25 \) with \( Q \) and \( r = 0.53 \) with \( Q_{\text{diab}} \)). Consequently, the increase of LH and thus lower-tropospheric diabatic PV in the intense cyclones can also largely explain their increase in near-surface wind speed toward very warm climates. The increase of LH and thus lower-tropospheric diabatic PV in the moderate cyclones, however, is too weak to further increase their near-surface wind speed. The variations in cyclone-related precipitation with \( T_G \) (Fig. 4c) are very similar to the variations in the lower-tropospheric PV anomaly and diagnosed diabatic PV for both cyclone subsets (Fig. 6). The corresponding correlation coefficients of precipitation are 0.99 with \( Q \) and 0.85 with \( Q_{\text{diab}} \) for the moderate cyclones and 0.98 with \( Q \) and 0.98 with \( Q_{\text{diab}} \) for the intense cyclones. A strong correlation between changes in lower-tropospheric diabatic PV and precipitation has already been found for the COSMO surrogate climate change simulations [see section 3a(2)]. Our PV diagnostic thus allows us to explicitly link the effect of a change in LH to the dynamics of cyclones through changes in PV, and, moreover, to demonstrate that precipitation is a sufficient proxy to represent changes in LH at least in these highly idealized climates. Relating the strongly correlated, nonmonotonic changes of lower-tropospheric diabatic PV and precipitation to the monotonic (close to exponential) increase of cyclone-related vertically integrated water vapor (not shown) finally demonstrates that an increase in moisture availability alone is not sufficient to predict changes in the dynamics and impacts of cyclones.

To test the sensitivity of our conclusions to the intensity measure used to define the two cyclone subsets, Fig. 7 shows the results of the PV diagnostic for the moderate and intense cyclones defined in terms of lower-tropospheric relative vorticity [see section 2c(2) for details]. They are qualitatively similar as for the SLP-based cyclone subsets (see Fig. 6), and the \( Q \) and \( Q_{\text{diab}} \) curves match even better over a wide range of climates. However, the maxima of lower-tropospheric diabatic PV and thus the PV anomaly in the intense cyclones shift toward a cooler climate with \( T_G = 300 \) K (the still existing local \( Q_{\text{diab}} \) maximum at \( T_G = 307 \) K mainly results from the overestimation of our PV diagnostic explained above), whereas the maxima for the moderate cyclones are reached in similar climates. Comparing Fig. 7 to the sensitivity of cyclone intensity measured in terms of
lower-tropospheric relative vorticity of the vorticity-based cyclone subsets (as for Fig. 7 at the time of the maximum vorticity; not shown) demonstrates that our general conclusions about the distinct role of LH for intense and moderate cyclones are robust, although the climates, in which the intensity maxima are reached, are sensitive to the definition of the cyclone subsets: the substantially stronger increase of LH-induced lower-tropospheric PV generation in the intense cyclones shifts their intensity maximum toward a warmer climate ($T_G = 300 \text{ K}$, where also $Q_{\text{diab}}$ and $Q$ are at their maximum) compared to the moderate cyclones. However, the intensity maximum of the moderate cyclones occurs in a slightly warmer climate with $T_G = 296 \text{ K}$ (instead of $T_G = 294 \text{ K}$ for the SLP-based moderate cyclones) and thus closer to the climate in which the intense cyclones reach their intensity maximum. This might be due to the slightly stronger LH in the vorticity-based compared to the SLP-based moderate cyclones (see the generally larger $Q_{\text{diab}}$ and $Q$ values in Fig. 7a compared to Fig. 6a).

In addition to demonstrating the distinct role of LH for the intensity and impact changes of the intense and moderate cyclones, the application of our PV diagnostic also highlights some further interesting aspects: in the moderate cyclones of the coldest climates, the diabatic PV values of approximately zero do not correspond to the negative PV anomalies in the lower to middle troposphere (see Fig. 6a and, regarding the spread, also Fig. 7a). We thus hypothesize that these negative anomalies originate from fundamentally different PV background states in the coldest climates (induced by anomalously strong static stability in the lower troposphere of the higher latitudes; see Pfahl et al. 2015, their Fig. 1a): due to the relatively large meridional gradients of lower- to midtropospheric PV in the coldest climates (Büeler 2017, their Figs. 4.3a and 4.4a), the adiabatic latitudinal displacement of air masses within cyclones creates larger PV anomalies than in warmer climates with a weaker meridional PV gradient. This adiabatic origin of the negative PV anomalies in the coldest climates is consistent with the fact that the corresponding lower- to midtropospheric diabatic PV values (median and spread) are close zero. In the warmer climates, the expansion of the lower-tropospheric PV anomaly maximum into the middle troposphere, accompanied by a shrinking of the midtropospheric PV anomaly minimum (see Fig. 5), can be explained with our PV diagnostic: by reproducing this structural change, the diabatic PV profiles demonstrate that diabatic PV generation in the warmer climates is not only confined to the lower troposphere anymore, but extends into the middle and upper troposphere. The resulting PV anomaly profiles could thus be referred to as “adiabatic PV towers,” which resemble the profiles of tropical cyclones (e.g., Wu and Kurihara 1996). Most likely, they reflect the shift from predominantly dry-baroclinically driven cyclones in present-day like climates toward predominantly diabatically driven vortices, so-called diabatic Rossby vortices (e.g., Moore and Montgomery 2004, 2005) or diabatic Rossby waves (e.g., Snyder and Lindzen 1991; Parker and Thorpe 1995; Boettcher and Wernli 2013), in the warmest climates, as it has been found by O’Gorman et al. (2018) in the same idealized GCM simulations as well as by Tierney et al. (2018) in baroclinic life cycle experiments of warmer climates. The obvious mismatch between diabatic PV and the PV anomalies in the moderate cyclones of the warmest climates ($T_G = 311$ and 316 K; see Figs. 6a and 7a) indicates that our PV diagnostic is not able to reproduce lower- to midtropospheric PV in these conditions, even though it is most likely of diabatic origin. This might result from the weak intensity of the cyclones in these extreme climates (see Figs. 4a,b): their lower-tropospheric regions with diabatic PV generation are associated with vertical
updrafts that are too weak to be fully captured by the vertical wind velocity threshold $W$ applied in the PV diagnostic [see section 2c(3)]. The maximum vertical wind velocities in these cyclones occur at much higher altitudes ($\sim300\text{hPa}$; not shown), where they are strong enough to be captured by the PV diagnostic and thus result in a signal in the diabatic PV profiles (see Fig. 5h).

4. Summary and conclusions

We have systematically quantified the effect of changes in latent heating (LH) on the dynamics, intensity, and impacts of extratropical cyclones in two conceptually different sets of idealized climate change simulations: regional COSMO surrogate climate change simulations of a spatially homogeneously 4-K-warmer and thus moister climate and idealized GCM simulations of a range of very cold to very warm aquaplanet climates, which are associated with more realistic, spatially heterogeneous temperature changes. This has been done with a novel PV diagnostic that has been introduced and evaluated in Büeler and Pfahl (2017). It makes use of the nonconservation of PV in the presence of diabatic processes and explicitly calculates the LH-induced fraction of the positive lower-tropospheric PV anomaly based on a set of simplifying assumptions.

Applying our PV diagnostic to the 12 moderate to intense Northern Hemisphere cyclones from the COSMO surrogate climate change simulations has yielded the following results: enhanced LH associated with the higher temperature and thus moisture content amplifies the positive lower-tropospheric PV anomaly of both moderate and intense cyclones by intensifying diabatic PV generation. This amplification leads to a stronger intensification of the cyclones by enhancing cyclonic circulation in the lower troposphere, which, in most cases, results in a higher cyclone intensity, stronger near-surface wind gusts, and, in combination with the higher moisture content, more precipitation. The correlation between enhanced LH and lower-tropospheric PV is most robust from an average perspective (mean increase of lower-tropospheric modeled PV of 0.11 PVU and lower-tropospheric diagnosed diabatic PV of 0.13 PVU). Nevertheless, the strong case-to-case variability of the changes in lower-tropospheric PV and thus in cyclone intensity and impacts can partly be explained by consistent changes in diabatic PV generation and thus in LH. Deviations from this relationship for individual cyclones are assumed to originate mainly from the simplified assumptions underlying our PV diagnostic, but also from further physical processes apart from LH affecting cyclones in a warmer climate. Our results further indicate that intense diabatically driven cyclones such as Xynthia have the potential to be substantially more devastating if occurring in a future warmer climate.

Applying our PV diagnostic to the cyclones of the idealized GCM simulations has shown that the role of LH is different if the changes in moisture and thus LH are embedded in further changes in the horizontal and vertical temperature structure: LH-induced diabatic PV generation and thus the lower-tropospheric PV anomaly intensify with increasing global mean surface air temperature and reach a maximum in climates substantially warmer than present-day. This increase is considerably stronger in the most intense compared to the moderate cyclones defined in terms of minimum SLP. In contrast, mean available potential energy (MAPE) changes nonmonotonically with $T_G$, reaching a maximum in a climate similar to present-day but decreasing toward substantially warmer climates (O’Gorman and Schneider 2008a). Consequently, the increase of LH (and thus lower-tropospheric diabatic PV) in the moderate cyclones toward very warm climates is too weak to overcompensate for the counteracting reduction in MAPE, which results in a decrease of their intensity that is consistent with a reduction in near-surface EKE found by O’Gorman and Schneider (2008a). The impacts of the moderate cyclones consequently change twofold: near-surface wind speed also decreases, whereas precipitation, which is directly linked to LH, further increases toward very warm climates. In contrast, the substantially stronger increase of LH in the intense cyclones toward very warm climates is strong enough to overcompensate for the reduction in MAPE and thus leads to a further increase of their intensity, near-surface wind speed, and precipitation, as it has been hypothesized by Pfahl et al. (2015) and confirmed here. Qualitatively similar results are obtained when the moderate and intense cyclones are defined in terms of maximum lower-tropospheric relative vorticity along the cyclone track, with the exception that the maximum LH-induced lower-tropospheric PV generation and thus intensity of the intense cyclones is reached in a slightly colder climate than for the SLP-based intense cyclones, whereas the influence of LH on the moderate cyclones is slightly larger. This demonstrates that, in principle, increasing cyclone-related LH can further increase the intensity of both intense and moderate cyclones toward climates warmer than the present day. In which climate their intensity maxima occur, however, primarily depends on how strongly cyclone-related LH increases, which to some degree also depends on how intense and moderate cyclones are defined.

The results from the GCM simulations, complemented by the results from the COSMO surrogate climate change
simulations, thus demonstrate that a tug of war between enhanced LH and reduced MAPE might ultimately decide on how cyclone intensity will change in a future climate. Whether a dampening effect of enhanced LH on cyclone intensity, as it has been found in individual idealized case studies by Kirshbaum et al. (2018) and Rantanen et al. (2019), also acts in our simulations and, if so, how it influences this tug of war, would require a more detailed investigation of the structural characteristics of both the moderate and intense cyclones. Furthermore, the tug of war might change to the favor of LH in GCM simulations with higher spatial resolutions. To test this hypothesis, we have also applied our diagnostics to a set of simulations with higher horizontal resolutions of T127 (~157 km at the equator) and T170 (~118 km at the equator), but we did not show the results here because they are similar to the T85 simulations. However, it is very likely that the highest resolution investigated here (T170) is still too coarse to resolve important mesoscale processes associated with LH, as earlier studies have shown (e.g., Willison et al. 2015). Finally, comprehensive GCM simulations project very different changes in intense cyclone activity in the Northern (e.g., Chang 2018; Zappa et al. 2013b) compared to the Southern Hemisphere (e.g., Chang 2017), which both do not clearly correlate with changes in MAPE (Chang 2017, 2018). It is thus likely that changes in LH are an additional process that should be considered to fully understand these differential storm-track responses.

A common result of both the COSMO surrogate climate change and the idealized GCM simulations is that the increase in LH-induced diabatic PV generation correlates well with changes in lower-tropospheric relative vorticity but much less well with changes in the SLP minimum. Also Rantanen et al. (2019) showed that EKE and the SLP minimum of an idealized cyclone can change in opposite directions in a 6-K-warmer environment. This result confirms previous studies highlighting the importance of using different intensity measures for studying storm-track changes in a future climate (e.g., Bengtsson et al. 2009; Ulbrich et al. 2009; Chang 2014).

Designing a PV diagnostic based on a set of simplifying assumptions has allowed us to systematically quantify effects of LH in cyclones in idealized simulations of different climates. However, these assumptions are associated with certain drawbacks [e.g., the steady-state assumption hampers the applicability of our PV diagnostic to periods of strong cyclone intensification; see Büeler and Pfahl (2017) for more details]. Furthermore, the need to adapt certain thresholds and parameters of the PV diagnostic to the targeted model simulations complicates the comparison of diagnosed diabatic PV among different datasets in a quantitative way. Applying alternative diagnostics of LH in cyclones [such as the methods by Fink et al. (2012), Azad and Sorteberg (2014), or Rantanen et al. (2017)] on the same climatological datasets used here would thus be useful to better understand the robustness of some of our findings.

Despite the idealized characteristics of our simulations, our findings have some implications considering the improvement of storm-track predictions for a future climate: first, it is crucial to investigate the mean storm track and its extreme tail separately, because intense cyclones may respond differently to an increase in LH. This requires feature-based diagnostic methods such as the ones used in this study in addition to the widely used Eulerian diagnostics such as MAPE and EKE. Second, it is important to further improve the representation of LH in comprehensive GCMs both by increasing spatial resolution and improving parameterizations in order to predict changes in the extreme tail of the storm tracks, which include high-impact events such as Cyclone Xynthia, correctly.

Applying our PV diagnostic to comprehensive GCM simulations would be a logical next step to investigate whether our results also hold in more realistic climate change scenarios. Such simulations account for further important processes that are missing in the idealized GCM used here, such as changes in land–ocean temperature differences and sea ice.

Acknowledgments. We are thankful to Heini Wernli for his support and the fruitful inputs throughout the project. We further thank Paul O’Gorman and Martin Singh for providing us with the idealized GCM simulations, Michael Sprenger for his technical support, ECMWF and MeteoSwiss for granting access to ECMWF analysis data, and Christian Grams for his support during the end phase. We thank the three anonymous reviewers for their constructive comments that helped us to improve this publication. D. Büeler acknowledges funding primarily by the Swiss National Science Foundation (Project 200021_149140) and, during the finishing phase, by the Helmholtz Young Investigator Group “SPREADOUT” (VH-NG-1243).

REFERENCES


