Improvements in Supercooled Liquid Water Simulations of Low-Level Mixed-Phase Clouds over the Southern Ocean Using a Single-Column Model
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ABSTRACT: A high-resolution global atmospheric model, the nonhydrostatic icosahedral atmospheric model (NICAM), exhibited underestimation biases in low-level mixed-phase clouds in the midlatitudes and polar regions. The ice-cloud microphysics used in a single-moment bulk cloud microphysics scheme (NSW6) was evaluated and improved using a single-column model by reference to a double-moment bulk cloud microphysics scheme (NDW6). Budget analysis indicated that excessive action of the Bergeron–Findeisen and riming processes crucially reduced supercooled liquid water. In addition, the rapid production of rain directly reduced cloud water and indirectly reduced cloud water through the production of snow and graupel by riming. These biases in growth rates were found to originate from the number concentration diagnosis used in NSW6. The diagnosis based on the midlatitude cloud systems assumption was completely different from the one for low-level mixed-phase clouds. To alleviate underestimation biases, rain production, heterogeneous ice nucleation, vapor deposition by snow and graupel, and riming processes were revised. The sequential revisions of cloud microphysics alleviated the underestimation biases step by step without parameter tuning. The lifetime of cloud layers simulated by NSW6 was reasonably prolonged.
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1. Introduction

Low-level clouds are broadly distributed over the midlatitudes and polar regions. In particular, low-level clouds over the polar regions consist of mixed-phase cloud layers above the freezing level at subzero temperatures, and hence, their microphysical properties and maintenance mechanisms are unique compared with ones in different regions (Morrison et al. 2012). In addition, the low-level clouds have strong shortwave reflectance in the summer hemisphere and longwave absorption throughout the year (Curry et al. 1996). Such strong cloud radiative forcing itself induces various climate feedbacks (Curry et al. 1996) and the north–south interhemispheric contrast in cloud radiative forcing can induce additional climate feedbacks through general circulation (e.g., Kang et al. 2009). Low-level mixed-phase clouds have concerned climate researchers widely, especially after the First International Satellite Cloud Climatology Project (ISCCP) Regional Experiment (FIRE)–Arctic Cloud Experiment (ACE) (Curry et al. 2000) and the Surface Heat Budget of the Arctic Ocean (SHEBA) program (Uttal et al. 2002), and issues related to the low-level mixed-phase clouds in climate have been organized in following observation campaigns [e.g., the Mixed-Phase Arctic Cloud Experiment (M-PACE)]

Denotes content that is immediately available upon publication as open access.

Corresponding author: Tatsuya Seiki, tseiki@jamstec.go.jp

DOI: 10.1175/JAS-D-19-0266.1
© 2020 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright Policy (www.ametsoc.org/PUBSReuseLicenses).
processes despite the use of a numerical weather prediction model [the Fifth-generation Pennsylvania State University–NCAR Mesoscale Model (MM5)] with a 20-km horizontal resolution. Recently, GCM simulations confirmed that an increase in supercooled liquid water in subgrid cloud schemes drastically improved the bias in SWCRF over the Southern Ocean (Forbes and Ahlgrimm 2014; Kay et al. 2016; Kawai et al. 2019).

It is necessary to establish how to detect modeling problems and improve ice cloud microphysics for high-resolution GCMs because their computational cost is too expensive to perform evaluation experiments comprehensively. The ongoing CMIP6 is organizing an intercomparison of high-resolution GCMs, named HighResMIP (Haarsma et al. 2016; Roberts et al. 2018). The GCM community expects cloud processes to be improved by increasing model resolutions up to 25 km, which is comparable to the one used in Morrison and Pinto (2005). However, most GCMs in the HighResMIP still use conventional cloud microphysics with subgrid cumulus parameterizations as used for coarse climate simulations so far. For such high-resolution GCMs, cloud microphysics is to be explicitly calculated as is done in numerical weather forecasting models. One of the participating models in the HighResMIP, the nonhydrostatic icosahedral atmospheric model (NICAM) (Tomita and Satoh 2004; Satoh et al. 2008, 2014) provides several options for cloud microphysics schemes without subgrid cumulus parameterizations [see the summary article by Satoh et al. (2018)] and its cloud-related processes were revised compared to various satellite observations and in situ observations (Iga et al. 2007; Kodama et al. 2012; Roh and Satoh 2014; Roh et al. 2017; Seiki et al. 2014, 2015b). Nevertheless, the SWCRF bias was also found in NICAM global simulations (Kodama et al. 2015; Hashino et al. 2016). This study deals with the bias found in NICAM similarly to the study of Furtado and Field (2017) with the Unified Model.

Low-level mixed-phase clouds simulated by NICAM were analyzed in depth by Roh et al. (2020) using the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite product and a satellite signal simulator. The vertical profile of low-level mixed-phase clouds is characterized by strong/weak lidar backscatter and a small/large depolarization ratio at the cloud top/bottom (e.g., Shupe 2011; Morrison et al. 2012). This structure means that liquid water concentrates near the cloud top in supercooled conditions and light ice precipitation occurs below the liquid cloud layer. Interestingly, the NICAM simulation with a double-moment bulk cloud microphysics scheme with six water categories (hereinafter NDW6; Seiki and Nakajima 2014; Seiki et al. 2014, 2015b) effectively captured long-lived low-level mixed phase clouds over the Southern Ocean whereas the NICAM simulation with a single-moment bulk cloud microphysics scheme with six water categories (hereinafter NSW6; Tomita 2008; Kodama et al. 2012; Roh and Satoh 2014; Roh et al. 2017) underestimated supercooled liquid water and represented small amounts of low-level ice clouds. Roh et al. (2020) suggested that the underestimation of supercooled liquid water in the NICAM simulation with NSW6 was related to small ice effective radii and large ice water content. However, ice-cloud microphysical mechanisms that induced the bias were not fully understood only from their satellite analyses. Therefore, this study aims at a systematic understanding of which cloud microphysics processes contribute to the underestimation of the low-level mixed-phase clouds and to clarify how single-moment bulk cloud microphysics schemes can be improved.

Here, we confirm that NDW6 effectively simulates liquid clouds in terms of climatology, whereas Roh et al. (2020) evaluated the scheme within only seven days. We used the 3-month simulation data from Seiki et al. (2015a) and the observation data from the multisensor advanced climatology of liquid water path (MAC-LWP) product (Elsaesser et al. 2017). Uncertainties in the retrieval method for the observational data are summarized in O’Dell et al. (2008). Note that the difference in the LWP distribution between the global simulation with an old version of NSW6 (Kodama et al. 2012) and the one with the latest version of NSW6 (Roh et al. 2017) is small (not shown). Figure 1 shows the comparison of the seasonal mean values of the LWP from NSW6, NDW6, and satellite observations. We can clearly see that the global simulation with NSW6 generally underestimates LWP. In contrast, the global simulation with NDW6 shows good agreement with observations. In particular, LWP south of 45°S (cf. 273-K
isotherms in Fig. 1), which is assumed to be in a supercooled condition, is quantitatively reproduced. Thus, the systematic bias in cloud processes is similar between the short-term and climate simulations as also suggested by past studies (Phillips et al. 2007, hereinafter P07; Martin et al. 2010; Williams et al. 2013; Seiki et al. 2015a).

The bias in the NSW6 simulation mainly originated from fast cloud microphysics processes without dynamical feedbacks. Figure 2 shows the time series of zonal mean values of LWP at 60°S from the global simulations using NSW6 and NDW6 (Seiki et al. 2015a). In the initial conditions, specific humidity was provided from the reanalysis dataset but the hydrometeors mixing ratios were not provided. The turbulence processes produce boundary layer clouds within a few hours and then LWP gradually develops by the end of the first day. The departure of LWP between the two microphysical schemes is found even within the first few time steps. Therefore, it is expected that intensive comparison of individual cloud microphysics processes between NSW6 and NDW6 reveals the origin of the bias.

The single-column model is designed to selectively examine low-level mixed-phase clouds over the Southern Ocean used for the comparison. Utility of single-column models to resolve low-level mixed-phase clouds over the Southern Ocean was previously demonstrated (Stevens et al. 2015; Seiki et al. 2015a). Single-moment bulk cloud microphysics schemes have been widely used for cloud-resolving simulations because of their simple formulation and cheaper computational cost (e.g., Wacker and Seifert 2001; Milbrandt and Yau 2005; Igel et al. 2015; Seiki et al. 2015a). Single-moment bulk cloud microphysics schemes have been widely used for cloud-resolving simulations because of their simple formulation and cheaper computational cost (e.g., Wacker and Seifert 2001; Milbrandt and Yau 2005; Igel et al. 2015; Seiki et al. 2015a). Single-moment bulk cloud microphysics schemes have been widely used for cloud-resolving simulations because of their simple formulation and cheaper computational cost (e.g., Wacker and Seifert 2001; Milbrandt and Yau 2005; Igel et al. 2015; Seiki et al. 2015a).

In this study, the error sources for LWP underestimation from the NSW6 simulation were detected by comparing these results to the results from the NDW6 simulation. A single-column model with a typical environmental condition of low-level mixed-phase clouds over the Southern Ocean was used for the comparison. Utility of single-column models to capture low-level mixed-phase clouds was found in Klein et al. (2009). We demonstrate how to improve the biases through sensitivity experiments, step by step. In section 2, the single-column model and its settings are described. In section 3, budget analysis and a series of sensitivity experiments are shown. In section 4, representativeness of the single-column model and a fundamental issue in single-moment bulk cloud microphysics schemes are discussed. A brief summary is given in section 5.

2. Single-column model

a. Numerical setting

The single-column model is designed to selectively exclude physical processes and external forcing. In this study, only cloud microphysics and gravitational sedimentation is calculated in an atmospheric column. This model is so simple that a number of sensitivity experiments are tested at low computational cost. Calculation modules for the physical processes were imported from the general circulation model, NICAM. Since physical processes in most GCMs are designed as vertically one-dimensional structures, our methodology is easily applicable to other GCMs. The cloud microphysics schemes are briefly described in the following subsection.

Initial conditions are given from the aforementioned global simulation with NDW6. Figure 3 shows a sample synoptic image of LWP and anomalies in sea level pressures from the zonal mean daily values. In extratropical cyclone systems, low-level clouds are often observed behind the cold front since the cloud top is capped by the synoptic-scale subsidence in such the cold air region. Large LWP values are found in the west to north part of extratropical cyclones in the Southern Hemisphere, as is known (e.g., Bodas-Salcedo et al. 2012; Williams et al. 2013). For reference, vertical profiles of typical mixed-phase low-level clouds are shown in Fig. 4. We chose the atmosphere at 105°E and 50°–60°S, where atmospheric temperatures and cloud water profiles show characteristics of low-level mixed-phase clouds: cloud tops are capped at the atmospheric boundary layer, the cloud layer has a thickness of several hundred meters, an inversion layer exists near the cloud top, and the cloud water is in a supercooled condition. Focusing on the cloud structure, the mixing ratios of cloud water linearly increase as altitude increases. This is known to be a typical structure of cloud water that develops mainly by condensational growth in the ascending air parcel. Rain droplets do not develop and ice particles are occasionally produced in the low-level clouds represented in the global simulation with NDW6.
We simplified the profiles of the atmospheric temperature \(T_a\) and mixing ratio of cloud water \(q_c\) to be proportional to altitude and then prepared the initial and environmental conditions for the single-column model (see black solid line in Fig. 4). The initial mixing ratio of cloud water \(q_c\) at a given altitude \(z_k\) is described as follows:

\[
q_c(z_k) = \begin{cases} 
q_{c,\text{top}}(z_k - z_{\text{bottom}})/(z_{\text{top}} - z_{\text{bottom}}), & (z_{\text{bottom}} < z_k < z_{\text{top}}) \\
0, & (z_k < z_{\text{bottom}} \text{ or } z_k > z_{\text{top}})
\end{cases}
\]

with \(q_{c,\text{top}} = 3.5 \times 10^{-4}\) kg kg\(^{-1}\), \(z_{\text{top}} = 2000\) m, \(z_{\text{bottom}} = 1000\) m, and layer index \(k\). In our numerical setting for the vertical layers, the cloud-top layer is located at \(z = 1853\) m. Other hydrometeors are assumed to be zero. Only in the initial conditions for NDW6, the cloud number concentration \(n_c\) has a constant value of \(n_c = 25.0 \times 10^6\) m\(^{-3}\) through the cloud layer; the mean mass cloud-droplet radius \(r_c\) has a value of approximately 15 \(\mu m\) at the cloud top. On the other hand, in NSW6, the cloud water number concentration is assumed to be a time-invariant global constant \((n_c = 50 \times 10^6\) m\(^{-3}\)). The atmospheric temperature \(T_a\) is given as follows:

\[
T_a(z_k) = \begin{cases} 
T_{a,\text{sfc}} + \Gamma_{\text{low}}z_k, & (z_k \leq z_{\text{top}}) \\
\max[T_{a,\text{sfc}} + \Gamma_{\text{low}}z_{\text{top}} + \Gamma_{\text{up}}(z - z_{\text{top}}) + \delta T, T_{\text{min}}], & (z_k > z_{\text{top}})
\end{cases}
\]

with \(T_{a,\text{sfc}} = 275\) K, \(T_{\text{min}} = 180\) K, \(\delta T = 5\) K, \(\Gamma_{\text{low}} = 0.009\) K m\(^{-1}\), and \(\Gamma_{\text{up}} = 0.005\) K m\(^{-1}\). The atmospheric temperature above the cloud top \((z_{\text{top}})\) actually does not have any impact on the simulation since the cloud layer does not exist as shown in Eq. (1). The cloud layer is supercooled when using the temperature profile. The relative humidity with respect to water \(R_{H_w}\) is set to unity under the cloud top for simplicity \([R_{H_w} = 1.0 \text{ when } z_k \leq z_{\text{top}}]\). On the other hand, the relative humidity with respect to ice \(R_{H_i}\) is higher than unity in the cloud layer at atmospheric temperatures colder than 0°C. Thus, cloud water starts to evaporate after ice particles are generated through ice cloud microphysics. The relative humidity with respect to ice \(R_{H_i}\) is set to 0.8 above the cloud top to avoid initiation of cloud ice \([R_{H_i} = 0.8 \text{ when } z_k > z_{\text{top}}]\). The relative humidity below the cloud base does not have any impact on the supercooled liquid layer because the boundary layer processes are switched off in the single-column model. Surface pressure is 1000 hPa, and hydrostatic balance is assumed in the initial conditions.

The time step is set to 30 s to be consistent with the global simulations by Seiki et al. (2015a). Similarly, the single-column model has the same vertical layers as the global simulation: 40 vertical layers are located from the surface to the model top at 40-km altitude [see Table 1 in Satoh et al. (2010) for details]. No wind and no surface flux are assumed for simplicity. The prognostic variables (total air mass, moist internal energy, specific humidity, and prognostic variables used in cloud microphysics) are updated every time step as is done in NICAM.

b. Cloud microphysics schemes

NSW6 is a single-moment bulk cloud microphysics scheme based on Lin et al. (1983) and Rutledge and Hobbs (1983). Prognostic variables of NSW6 are the mixing ratios of water vapor, cloud water, rain, cloud ice, snow, and graupel \((q_w, q_c, q_r, q_i, q_s, \text{ and } q_g, \text{ respectively})\). Tomita (2008) simplified the original scheme to reduce computational costs for the purpose of global cloud-system-resolving simulations. The scheme was evaluated and modified by comparisons to satellite observations (e.g., Satoh et al. 2010; Kodama et al. 2012; Hashino et al. 2013, 2016). Roh and Satoh (2014) revised mainly the particle size distributions of rain, snow, and graupel, and the particle shapes of snow. As a result, NSW6 could effectively capture the characteristic shape of the vertical profile of radar echoes by...
TRMM observations (Roh et al. 2017). This study used the latest version of NSW6 (Roh et al. 2017).

NDW6 is a double-moment bulk cloud microphysics scheme based on Seifert and Beheng (2001, 2006). The prognostic variables of NDW6 are the number concentrations of cloud water, rain, ice cloud, snow, and graupel ($n_r, n_i, n_s, n_g$, respectively) as well as the mixing ratios of vapor and hydrometeors ($q_v, q_r, q_i, q_s, q_g$). The scheme was optimized by reference to a spectral bin scheme (e.g., Seifert and Beheng 2001, 2006). Thus, the scheme was designed for general cloud systems. Seiki and Nakajima (2014) implemented the scheme in the NICAM model with minor modifications and Seiki et al. (2014) improved the nonspherical modeling of ice hydrometeors to accurately calculate ice-cloud radiative forcing. Advances of NDW6 from the original scheme are summarized in Satoh et al. (2018). This study used the latest version of NDW6 (Seiki et al. 2015b).

In the single-column model, the heterogeneous ice nucleation parameterization for the condensation and deposition freezing modes used in NDW6 diagnoses the nucleated ice number concentration $n_{het}$ (P07) as follows:

$$n_{het} = \begin{cases} 
10^3 \exp(0.3 \times 12.96(S_i - 0.1)), & (T_a \leq -30.0^\circ C) \\
0.06 \times 10^3 \exp[12.96(S_i - 0.1) - 0.639], & (0^\circ C \leq T_a < -30.0^\circ C)
\end{cases}$$

where $S_i$ is the supersaturation with respect to ice. Note that the max function is specifically introduced for the single-column model. In low-level mixed-phase clouds, ice nucleation occurs near the cloud top and then cloud ice falls to the cloud bottom, where $n_{het} = 0$. In this situation, $n_i$ should be larger than $n_{het}$ near the cloud bottom. In both cloud microphysics schemes, gravitational sedimentation was solved using a semi-Lagrangian scheme, which is conservative and positive definite (Xiao et al. 2003). Note that cloud water and cloud ice are assumed to not fall in NSW6 (Roh et al. 2017) whereas all hydrometeors are assumed to fall in NDW6. In the phase change, the atmospheric temperature changes so as to conserve the moist internal energy in the same manner as NICAM [see appendix b.3 in Satoh et al. (2008) for more detail].

3. Results

a. Comparison of NSW6 to NDW6

The time series of the mixing ratios of hydrometeors from NSW6 are shown in Fig. 5. Supercooled liquid water disappeared within only 15 min (approximately) after the initiation of the simulation. Correspondingly, ice hydrometeors grew, and then the cloud layer decayed with precipitation of snow and graupel. Melting ice particles form a thin liquid cloud layer near the sea surface because cloud water is assumed as a nonprecipitating cloud layer. The cloud layer decayed with precipitation of snow and graupel. The time series of the mixing ratios of hydrometeors from NSW6 are shown in Fig. 5. Supercooled liquid water disappeared within only 15 min (approximately) after the initiation of the simulation. Correspondingly, ice hydrometeors grew, and then the cloud layer decayed with precipitation of snow and graupel. Melting ice particles form a thin liquid cloud layer near the sea surface because cloud water is assumed as a nonprecipitating hydrometeor in NSW6. In contrast, supercooled liquid water was maintained and the ice water content is negligibly small (at most $q_i \sim 4.0 \times 10^{-3}$) when using NDW6 (Fig. 6). Thus, the characteristics of liquid clouds in the global simulation (cf. Fig. 1) were reproduced in this single-column model.

First, we analyzed the budgets of the mixing ratios between the hydrometeors to find the key processes that cause the depletion of cloud water in NSW6. Table 1 summarizes the four largest-magnitude terms among all of the production/reduction processes at the cloud top at $t = 2$ min. We found that cloud water was mainly reduced by collisional growth to rain droplets and by evaporation at the initial stage. Rain droplets efficiently rimed ice hydrometeors, and then, cloud water was further reduced by riming as the ice hydrometeors grew in later stages. In contrast, the budget analysis for NDW6 at the cloud top at $t = 2$ min showed that gravitational sedimentation was the major reduction term of cloud water of $\frac{\partial q_c}{\partial t} = -0.78 \times 10^{-3}$ kg kg$^{-1}$ s$^{-1}$ and that evaporation of cloud water of $\frac{\partial q_c}{\partial t} = -1.30 \times 10^{-3}$ kg kg$^{-1}$ s$^{-1}$ slowly balanced vapor deposition by cloud ice of $\frac{\partial q_c}{\partial t} = 1.04 \times 10^{-3}$ kg kg$^{-1}$ s$^{-1}$. Hereinafter, we intensively examined autoconversion, accretion, evaporation, and riming processes.

NSW6 used the autoconversion and accretion parameterizations proposed by Berry (1968, hereinafter B68) following Lin et al. (1983). The B68 parameterizations were reported to overestimate the conversion from cloud water to rain compared to satellite observations (Suzuki et al. 2011, 2015). One may try to tune the coefficients used in the parameterizations to increase the lifetime of cloud water. However, Kotsuki et al. (2018) showed that the Berry’s formulation cannot deal with precipitation efficiency and cloud radiative forcing at the same time, even when using a parameter optimization technique based on data assimilation. Similarly, the discrepancies between microphysical validity and cloud feedbacks were recognized in other autoconversion schemes for several CMIP5 GCMs (e.g., Golaz et al. 2013; Suzuki et al. 2013, 2015).

To solve this issue, we replaced the autoconversion and accretion parameterizations with the ones proposed by Khairoutdinov and Kogan (2000, hereinafter KK00). The parameterizations are widely used in cloud microphysics schemes for GCMs or CRMs (e.g., Morrison and Gettelman 2008). In addition, Suzuki et al. (2015) showed that the KK00 parameterizations effectively simulated a broad range of radar echoes profiles observed by the MODIS and CloudSat satellites. Therefore, we expect that the KK00 parameterizations are applicable to NSW6 in terms of global simulations. The KK parameterizations were implemented in NSW6 by Sato et al. (2015) and were found to be comparable the autoconversion and accretion parameterizations used in NDW6 (Seifert and Beheng, 2001, 2006) in the Rain in Cumulus over the Ocean (RICO) case (vanZanten et al. 2011). The detailed formula of the autoconversion and accretion parameterizations are given in appendix A.
In NSW6, the evaporation rates of cloud water were almost balanced with the sum of vapor depositions of ice hydrometeors. This phenomenon is widely known as the Bergeron–Findeisen process: ice hydrometeors consume surrounding liquid droplets due to the difference in the saturated vapor pressure between the ice and liquid phases. The Bergeron–Findeisen process should also occur in NDW6 but was actually not effective (Figs. 6a,c).

Figure 7 shows the comparison of the time scales of vapor deposition growth between the NSW6 and NDW6 simulations at $t = 2$ min. The time scale is defined by the characteristic time to consume the ice supersaturation in vapor deposition [see Eq. (B3) in appendix B]. Vapor deposition occurred too quickly in NSW6 (a few hours around the cloud top), whereas NDW6 captured slower growth rates of 10 days, thereby prolonging supercooled liquid water. Consequently, in NSW6, greater evaporation of cloud water compensated for the rapid vapor deposition onto ice hydrometeors (Table 1); that is, the Bergeron–Findeisen process dominated.

In theory, the growth rate of vapor deposition is proportional to the number concentration and mean diameter (maximum dimension in the case of nonspherical particles) of hydrometeors for a given environmental condition (see appendix B). Figure 8 shows a comparison of the number concentrations of ice hydrometeors between the two schemes. We found that $n_i$, $n_s$, and $n_g$ from the NSW6 simulation are too high in terms of low-level mixed-phase clouds whereas those from the NDW6 simulation fall within typical ranges of observations (described in the next paragraph). The particle diameter did not vary greatly between the NSW6 and NDW6 simulations (not shown). The bias in the diagnosis of the number concentration results in rapid growth of cloud ice. In the same manner, vapor deposition by snow and graupel were overestimated because of the bias in the number concentrations (Table 1). In addition, heavy riming in the NSW6 simulation (Table 1) also originated from the bias in the diagnosed number concentrations because the riming growth rate is approximately proportional to the number concentrations and to the second to third power of the mean diameter (maximum dimension) (appendix C).

The ice number concentration values in low-level mixed-phase clouds have been estimated by observations ships (e.g., Bigg 1973) and in situ aircraft measurement campaigns (e.g., McFarquhar et al. 2011; Jackson et al. 2012; Grosvenor et al. 2012; Chubb et al. 2013; Mioche et al. 2017). The values are typically $0.01–1.0 \text{ L}^{-1}$ around the 270–260 K temperature range over the Southern Ocean and the Antarctic coast (Grosvenor et al. 2012; Chubb et al. 2013) although the values are highly variable, ranging from $10^{-4}$ to $10 \text{ L}^{-1}$, depending on the atmospheric temperature and aerosol conditions.
Vergara-Temprado et al. (2018) indicated that low-level clouds over the Southern Ocean are characterized by lower population of ice nuclei than those over continental regions and the northern midlatitude oceans. Therefore, \( n_i \) values simulated in NDW6 (approximately 0.4 L\(^{-1}\) at the cloud top) are reasonable.

NSW6 (Roh and Satoh 2014) used the diagnosis of \( n_i \) based on Hong et al. (2004). He combined the mass-weighted mean terminal velocity of cloud ice proposed by Heymsfield and Donner (1990, hereinafter HD90) with the mass–diameter relationship of ice crystals observed by Heymsfield and Iaquinta (2000), and derived the following expression:

\[
n_i = c(r_q r_i)^d,
\]

where a fitting coefficient \( c \) and an exponent \( d \) for various shape of ice crystals were used. Roh and Satoh (2014) assumed the shape of cloud ice as a single bullet and used the values \( c = 5.38 \times 10^7 \) and \( d = 0.75 \) (here, \( n_i \) has units of inverse meters cubed). Technically, Roh and Satoh (2014) used Eq. (4) with upper and lower limiting values of mixing ratio and number concentration as \( n_i = \min(\max(c \cdot [\max(\rho_q q_i, 10^{-16} a^4), 10^7]), 10^9) \). As a result, \( n_i \) has the lower limit value of \( 10^3 \) m\(^{-3} \) and is efficiently consumed by cloud ice. NSW6 originally assumed cloud ice as a precipitating hydrometeor (e.g., Kodama et al. 2012) and thus, we recover the setting and use a parameterization for the terminal velocity of cloud ice proposed by HD90.

b. Sensitivity experiments using NSW6

We tested a number of sensitivity experiments step by step and found that improvements in supercooled liquid water simulations could not be achieved by any single modification. As shown in the previous subsection, autoconversion, accretion, ice nucleation, and the terminal velocity of cloud ice should be revised first because they are involved with the largest reduction rates of supercooled liquid water. Thus, we show improvements in supercooled liquid water by sequentially modifying cloud microphysical processes in NSW6. The series of sensitivity experiments is summarized in Table 2.

1) SENSITIVITY OF AUTOCONVERSION OF CLOUD WATER AND TERMINAL VELOCITY OF CLOUD ICE

Figure 9 shows the time series of the mixing ratios of each hydrometeor category in the EXPaut experiment, which uses NSW6 with the revised version of the parameterizations for autoconversion, accretion, and terminal velocity of cloud ice. The changes in the autoconversion and accretion parameterizations result in significant reductions in rain production down to approximately one-tenth of the original values at \( t = 2 \) min. This effect slightly prolongs the lifetime of \( q_i \), but is not yet sufficient. The mixing ratios of cloud ice, snow, and graupel remain high even a few minutes after the initial conditions.
TABLE 1. Summary of budget analysis of the NSW6 scheme within one time step at \( z = 1853 \) m. The "Total" column shows the total tendency (kg kg\(^{-1}\) s\(^{-1}\)) are shown. The tendency terms with absolute values below 1.0 \times 10^{-9} \text{ kg kg}^{-1}\text{s}^{-1} \) are ignored here.

<table>
<thead>
<tr>
<th>Term</th>
<th>First</th>
<th>Second</th>
<th>Third</th>
<th>Fourth</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\partial q_i}{\partial t} )</td>
<td>1.46 \times 10^{-7}</td>
<td>7.14 \times 10^{-9}</td>
<td>5.16 \times 10^{-8}</td>
<td>3.81 \times 10^{-8}</td>
</tr>
<tr>
<td>( \frac{\partial n_i}{\partial t} )</td>
<td>1.66 \times 10^{-7}</td>
<td>7.20 \times 10^{-9}</td>
<td>5.16 \times 10^{-8}</td>
<td>3.81 \times 10^{-8}</td>
</tr>
<tr>
<td>( \frac{\partial q_{g}}{\partial t} )</td>
<td>-4.59 \times 10^{-9}</td>
<td>1.56 \times 10^{-10}</td>
<td>-1.17 \times 10^{-10}</td>
<td>-2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial q_{s}}{\partial t} )</td>
<td>-4.32 \times 10^{-9}</td>
<td>1.56 \times 10^{-10}</td>
<td>-1.17 \times 10^{-10}</td>
<td>-2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial n_{s}}{\partial t} )</td>
<td>+2.78 \times 10^{-9}</td>
<td>1.56 \times 10^{-10}</td>
<td>-1.17 \times 10^{-10}</td>
<td>-2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial q_{n}}{\partial t} )</td>
<td>+1.56 \times 10^{-9}</td>
<td>-1.56 \times 10^{-10}</td>
<td>+1.17 \times 10^{-10}</td>
<td>+2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial n_{n}}{\partial t} )</td>
<td>+1.42 \times 10^{-9}</td>
<td>-1.56 \times 10^{-10}</td>
<td>+1.17 \times 10^{-10}</td>
<td>+2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial q_{r}}{\partial t} )</td>
<td>-4.59 \times 10^{-9}</td>
<td>1.56 \times 10^{-10}</td>
<td>-1.17 \times 10^{-10}</td>
<td>-2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial n_{r}}{\partial t} )</td>
<td>+1.42 \times 10^{-9}</td>
<td>-1.56 \times 10^{-10}</td>
<td>+1.17 \times 10^{-10}</td>
<td>+2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial q_{w}}{\partial t} )</td>
<td>+1.56 \times 10^{-9}</td>
<td>-1.56 \times 10^{-10}</td>
<td>+1.17 \times 10^{-10}</td>
<td>+2.07 \times 10^{-10}</td>
</tr>
<tr>
<td>( \frac{\partial n_{w}}{\partial t} )</td>
<td>+1.42 \times 10^{-9}</td>
<td>-1.56 \times 10^{-10}</td>
<td>+1.17 \times 10^{-10}</td>
<td>+2.07 \times 10^{-10}</td>
</tr>
</tbody>
</table>

2) SENSITIVITY OF HETEROGENEOUS ICE NUCLEATION

We performed a new experiment EXPnuc, which is the same as the EXPaut experiment but with the revised ice nucleation parameterization [Eq. (3)]. Again, the time series of the mixing ratios is shown in Fig. 10. The change in \( n_i \) diagnosis significantly reduces \( q_i \), but \( q_s \) is not yet improved. Budget analysis shows that \( q_s \) is initiated by autoconversion of cloud ice and \( q_{g} \) is initiated by freezing of rain (cf. Table 1). After the initiation, snow and graupel with even very small values of \( q_s \) and \( q_{g} \) grow rapidly through vapor deposition and riming because of their high number concentrations (not shown).

Figure 11 shows the relationships between the mixing ratio and diagnosed number concentrations through the cloud layer at time steps from 0 to 2 min from the EXPnuc experiment. The ice number concentration decreases to less than one tenth of the old version of the diagnosed values. Interestingly, given a mixing ratio value, \( n_s \) is largest and \( n_{g} \) is smallest in NSW6. In general, rain and cloud ice are precursors of graupel and snow, respectively. Therefore, \( n_s \) and \( n_{g} \) should not be larger than \( n_r \) and \( n_{n} \). Based on these diagnoses, \( n_{g} \) and \( n_s \) spuriously increase after hydrometeor categories changes.

Discrepancies in the diagnoses of the number concentrations are a common issue for all single-moment bulk schemes. For example, the number concentrations of hydrometeors should not increase in vapor deposition, riming, but only the mixing ratios increase. Similarly, the total number concentrations should be conserved during freezing of supercooled liquid water. As a result, the number concentrations increase with increases in the mixing ratios when a single-moment bulk scheme diagnose the number concentration using the mixing ratio, e.g., assuming the Marshall–Palmer distribution for the particle size distributions. Spuriously increased \( n_{g} \), \( n_s \), and \( n_{n} \) through depositional and riming growth further overestimate the growth rates as positive feedback and, consequently, supercooled liquid water rapidly disappears (Fig. 10). In the following subsections, we aim to alleviate the bias in the supercooled liquid water when using single-moment bulk schemes although it is not possible to fundamentally resolve this issue.
3) SENSITIVITY OF DEPOSITIONAL GROWTH

The origin of the Bergeron–Findeisen process is evaporation of cloud water and vapor deposition onto ice particles. In NSW6, condensation/evaporation and vapor deposition/sublimation are explicitly calculated. In addition, the parameterization for the Bergeron–Findeisen process is calculated. Therefore, first, this study omits the latter parameterization for the Bergeron–Findeisen process used in NSW6 to avoid duplication.

This study suppresses the overestimated vapor deposition of snow and graupel using the following thresholds:

\[
\frac{\partial q}{\partial t}_{\text{dep}} = 0, \quad \text{if} \quad (q_s < 10^{-6} \text{ or } q_g > 10^{-6}) \quad \text{and} \quad (q_s < 10^{-6} \text{ or } q_g > 10^{-6}).
\]

These conditions are based on the fact that snow and graupel are initiated by collision and that snow and graupel play minor roles in the Bergeron–Findeisen process (conversion of mixing ratios between liquid and ice hydrometeors), especially at the initial stage of ice growth.

The issue in the original depositional growth terms is as follows:

\[
\frac{\partial q}{\partial t}_{\text{dep,j}} \propto \max\{\min(D_j, D_{j,max}), D_{j,min}\} \times \max\{\min(n_j, n_{j,max}), n_{j,min}\} S_j,
\]

where \(D_j\) is the mean mass diameter and subscripts min and max indicate the minimum and maximum values. The max and min functions are used for avoiding numerical errors with keeping the computational performance on supercomputers. Derivation of the equation is omitted here and the original paper (Tomita 2008) should be referred to for detail. Thus, the vapor deposition term has large values with the lower limit values of \(n\) and \(D\) even when the mixing ratios of snow and graupel are zero and, subsequently, large \(n_s\) and \(n_g\) values are diagnosed from the overestimated mixing ratios. Thus, artificial nucleation of snow and graupel occurs unless the vapor deposition is switched off. Note that the threshold of \(10^{-6}\) kg kg\(^{-1}\) is chosen as a negligibly small value by reference to the detectable minimum limit of CloudSat (e.g., Austin et al. 2009).

Past GCM studies pointed out that the Bergeron–Findeisen process controls the liquid–ice portioning in the mixed-phase clouds and, hence, suppression of the Bergeron–Findeisen process results in an increase in supercooled liquid water (Forbes and Ahlgrimm 2014; Kay et al. 2016; Tan and Storelvmo 2016; Kawai et al. 2019). Our method is different from the ones for GCMs but suppression of vapor deposition works in the same way.

The lifetime of supercooled liquid water is significantly prolonged by the conditions used (Fig. 12). Snow is no longer overestimated by the threshold for vapor deposition. However, relative to NDW6, phase change occurs early in the lower part of the supercooled liquid cloud layer. The growth rate of \(q_g\) through riming is still overestimated since the diagnosed values of \(n_g\) are artificially high.

4) SENSITIVITY OF RIMING GROWTH

We performed a sensitivity experiment, EXPcutoff, that suppressed the riming process. Many observational studies

<table>
<thead>
<tr>
<th>Name of exp</th>
<th>Numerical settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSW6</td>
<td>Roh and Satoh (2014) and Roh et al. (2017)</td>
</tr>
<tr>
<td>EXPaut</td>
<td>The same as NSW6 but with the KK00 parameterization for autoconversion and accretion and the HD90 parameterization for terminal velocity of cloud ice</td>
</tr>
<tr>
<td>EXPnuc</td>
<td>The same as EXPaut but with the P07 parameterization for heterogeneous ice nucleation</td>
</tr>
<tr>
<td>EXPdep</td>
<td>The same as EXPnuc but with the threshold of mixing ratio of snow and graupel for vapor deposition</td>
</tr>
<tr>
<td>EXPcutoff</td>
<td>The same as EXPdep but with the threshold of mean diameter of snow and graupel for riming based on Wang (2002)</td>
</tr>
</tbody>
</table>
(e.g., Ono 1969; Harimaya 1975; Reinking 1979) have revealed the existence of a cutoff diameter of ice crystals $d_{\text{cutoff}}$ below which rimed ice particles were not observed. Böhm (1992) started from a theoretical expression of the riming process and explained that the collision efficiency between cloud droplets and ice particles should not be zero but was negligible when the ice particle diameter was smaller than the cutoff diameter. In addition, the cutoff diameter varies by ice species (shapes). Similar results were also given by Wang (2002), who numerically calculated collisional process between ice particles and liquid droplets.

This study chose $d_{\text{cutoff}} = 150 \mu$m for both graupel and snow particles as was used in NDW6 following Seifert and Beheng (2006). Rimming growth is switched off when the mean diameter is smaller than the cutoff diameter. Here, the mean diameter is calculated by integrating the particle size distribution function. Similarly, Furtado and Field (2017) used a threshold of ice mixing ratio to suppress riming growth in their single-moment bulk cloud microphysics scheme and successfully increased liquid water content in low-level mixed-phase clouds. Note that the cutoff diameter for cloud ice is neglected in this study.

By using the cutoff diameter, supercooled cloud water is sustained in the NSW6 simulation (Fig. 13). Inhibition of graupel growth slightly increases snow amounts, but the cloud layer is completely comparable between the NSW6 and NDW6 simulations (see Fig. 6a). The mixing ratio thresholds for vapor deposition [Eqs. (5) and (6)] result in small $n_s$ and $n_i$ values (Figs. 14a,b), and consequently, the mean diameters of snow ($d_s$) and graupel ($d_g$) fall below the cutoff diameter (Figs. 14c,d).

c. Sensitivity to atmospheric temperature

Low-level mixed-phase clouds are widely distributed in the polar regions (cf. Fig. 3). Here, we performed additional sensitivity experiments with two different atmospheric temperature profiles by setting $T_{a,sfc} = 270$ and 265 K in Eq. (2). In this comparison, the NSW6 scheme used the EXPcutoff settings (see Table 2).

Figure 15 shows a comparison of the time series of $q_c$, $q_i$, and $n_i$ at the cloud top ($z = 1853$ m) for the various atmospheric temperature settings. We can see that the lifetime of cloud water is shorter in the NDW6 simulation than in the NSW6 simulation under the three environmental conditions. In particular, the differences between the two schemes becomes large as the environmental atmospheric temperature decreases. Correspondingly, cloud ice mixing ratio increases in the NDW6 simulation. From budget analyses (not shown) in the NDW6 simulation with $T_{a,sfc} = 265$ K, heterogeneous freezing of supercooled liquid water first dominates the production of $q_i$ and then vapor deposition substantially increases $q_i$. The supercooled liquid layer collapses after cloud ice develops in the NDW6 simulation. In contrast, in the NSW6 with $T_{a,sfc} = 265$ K, cloud ice mixing ratio does not sufficiently grow through vapor deposition because $n_i$ values in NSW6 are approximately one
to two orders of magnitude smaller than \( n_i \) values in NDW6 (Fig. 15c and cf. appendix B).

The issue in the different sensitivity of the cloud lifetime to the atmospheric temperature originates from the production of \( n_i \) through heterogeneous freezing. Both NDW6 and NSW6 used a parameterization proposed by Bigg (1953). This parameterization assumes that the probability of freezing originates from the population of ice nucleating particles in liquid droplets and, hence, the production of \( n_i \) is proportional to \( n_c \) with the upper limit of \( n_c \). Here, the typical range of \( n_c \) \((10^{-7} - 10^{9} \text{ m}^{-3})\) is much higher than the typical range of ice nuclei number concentration assumed in the heterogeneous ice nucleation scheme, especially over the Southern Ocean \((0.1 - 10^{4} \text{ m}^{-3}; \text{ cf. section 3a})\). Thus, heterogeneous freezing dominates the production of \( n_i \) at the colder atmospheric temperature ranges. Therefore, it is difficult for single-moment bulk cloud microphysics schemes to capture the transition of lifetime of low-level mixed-phase clouds from the midlatitudes to polar regions. The NSW6 scheme revised in this study represents long-lived low-level mixed-phase clouds even in the colder temperature ranges.

4. Discussion

a. Bias in the number concentrations

Single-moment bulk cloud microphysics scheme do not predict the number concentrations and, hence, the diagnoses of the number concentrations and mean diameters of hydrometeor categories are not possibly optimized for various types of cloud systems. As a result, growth rates are potentially biased through their dependence on the number concentration and mean diameter (cf. appendix B and appendix C). NSW6 was optimized for reproducing deep convective cloud systems over the tropics and the midlatitudes compared to satellite observations (Roh et al. 2017). Low-level mixed-phase clouds, which are maintained by totally different processes from convective clouds, are just the case in which NSW6 had the large biases in cloud fraction and cloud radiative forcing.

This study alleviated the supercooled liquid water bias not by tuning but by updating cloud microphysical parameterizations and by introducing thresholds to avoid unreasonable growth of snow and graupel. However, the diagnosis of the number concentrations still remains incomplete in terms of global simulations. Figure 11 clearly indicates that the number concentrations of snow and graupel are unreasonably high compared to the number concentrations of cloud ice and rain. This kind of inconsistency among the number concentrations of hydrometeor categories generally originates from different references of particle size distribution (PSD) observations for each hydrometeor category.

NSW6 (Roh et al. 2017) refers to Rutledge and Hobbs (1983) for the PSDs of rain, DeMott et al. (2003) and P07 for the PSDs of cloud ice, Field et al. (2005) and Thompson et al. (2008) for the PSDs of snow, and Knight et al. (1982) for the PSDs of graupel. Target cloud systems and their environmental conditions differ among these studies. As a result, e.g., the background of graupel that is produced by freezing of rain happens to be different from the background of rain and does not match some simulation cases. This issue newly arises in global cloud-resolving simulations by high-resolution GCMs because the GCMs necessarily simulate any type of cloud system with a single numerical setting in contrast to regional models.

Note that prediction of the number concentration has also uncertainties even using double-moment bulk cloud microphysics schemes or spectral bin cloud microphysics schemes. For example, the heterogeneous ice nucleation scheme used in this study implicitly assumes the background ice nuclei concentration. Thus, predicted number concentration should be carefully verified with observations at the same time.

b. Toward alleviating the bias in the number concentration

One can further alleviate the issue in the number diagnoses by using different assumptions for different cloud systems. For example, training data can be derived from double-moment bulk cloud microphysics schemes as used in this study or from satellite observations. Kotsuki et al. (2018) successfully optimized an uncertain time-invariant parameter (coefficient of the time scale of autoconversion) in cloud microphysics by data

![Fig. 11](image-url) Relationships between the mixing ratio and diagnosed number concentrations used for cloud ice (old: black diamonds; new: black plus signs), snow (blue triangles), graupel (green squares), and rain (red circles). The points are plotted through the cloud layer at time steps from 0 to 2 min.

![Fig. 12](image-url) Similar to Fig. 5, but only \( q_c, q_s, \) and \( q_g \) from the EXPdep experiment are shown.
assimilation using a multisatellite precipitation product. They suggested that the technique can be easily extended to diagnose the spatial distribution of such parameters, which means that the technique implicitly assumes spatial variability of cloud systems.

c. Effects to other cloud systems

This study only focuses on supercooled liquid water simulations of low-level mixed-phase clouds. On the other hand, the revision of NSW6 does affect other cloud systems. Specifically, replacement of autoconversion and accretion parameterizations globally changes cloud water distribution. It is known that multiple combinations of parameters used in various physical processes in GCMs should be optimized to achieve the radiative balance after changing autoconversion formulation (e.g., Golaz et al. 2013). In this study, lifetime of cloud water simulated with NSW6 is generally prolonged using the KK00 parameterizations (e.g., Sato et al. 2015). Therefore, it is expected that use of the EXPcutoff setting for global simulations results in, e.g., overestimation of ice clouds in convective regions due to oversupply of liquid water above the freezing level because empirical parameters used for ice cloud microphysics in NSW6 are optimized with the basic version of the autoconversion and accretion parameterizations (Kodama et al. 2012). Ice cloud microphysics in NSW6 with the EXPcutoff setting are to be revised as a next step.

5. Summary

In past NICAM simulations, the underestimation bias in mixed-phase low-level clouds over the Southern Ocean mainly originated from ice microphysics. A single-column model enabled simple and rapid evaluation of ice-cloud microphysics for various combinations of numerical schemes. The budget analysis for the single-moment bulk cloud microphysics scheme (NSW6) indicated that the excessive action of the Bergeron–Findeisen process and the subsequent occurrence of riming crucially reduced supercooled liquid water. NSW6 was improved by reference to the double-moment bulk cloud microphysics scheme (NDW6).

The most important strategy is to suppress production of cloud ice, snow, and graupel in cloud layers. The following changes to the NSW6 scheme drastically increased the lifetime of the liquid cloud layer under supercooled conditions. The autoconversion and accretion schemes (B68) were replaced by recent ones (KK00). A diagnosis method of ice number concentration that was only a function of cloud ice mass concentration (Hong et al. 2004) was replaced by a heterogeneous ice nucleation scheme that was a function of temperature and of ice supersaturation (P07). Vapor deposition by snow and graupel was switched off when their mixing ratios were smaller than a certain threshold because vapor deposition worked without their mixing ratios (number concentrations) in NSW6. A cutoff diameter was used for riming. The cutoff diameter is

![Figure 13](https://example.com/image13.png)

Fig. 13. As in Fig. 12, but from the EXPcutoff experiment.

![Figure 14](https://example.com/image14.png)

Fig. 14. The (a),(b) number concentrations and (c),(d) mean maximum dimensions of (left) snow and (right) graupel from the EXPcutoff experiment.
FIG. 15. Time series of (a) cloud water mixing ratio, (b) cloud ice mass concentration, and (c) cloud ice number concentration at the cloud top (z = 1853 m). The solid lines indicate the single-column simulation with NSW6 with the EXPcutoff setting, and dashed lines indicate the single-column simulation with NDW6. Simulations with T_{wbc} = 275, 270, 265 K are presented by black, yellow, and blue lines, respectively.

validated by the past experimental data that collision efficiency is notably small for smaller ice particles. These changes are summarized in Table 2.

A fundamental issue remains in NSW6: diagnosis of number concentrations. The issue should commonly arise in low-level mixed-phase clouds simulated by any single-moment bulk cloud microphysics schemes. A double-moment bulk cloud microphysics scheme worked well to alleviate the bias in this study. Similarly, such double-moment bulk cloud microphysics schemes can also be a reference for the diagnosis of number concentrations in various cases of numerical simulations.
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APPENDIX A

Autoconversion and Accretion

This study used two pairs of autoconversion and accretion schemes. Here, we briefly introduce these schemes, and their detailed explanations are found in the original papers. Note that all variables except for \( n_c \) (which uses inverse centimeters cubed) are described using mks units.

NSW6 originally used an autoconversion parameterization proposed by B68. The coefficients used in the parameterization were modified by Lin et al. (1983) and Grabowski (1998). The autoconversion parameterization was finally implemented in NSW6 as follows:

\[
\rho_a \left( \frac{\partial q_c}{\partial t} \right)_{\text{aut}} = 16.7 (\rho_a q_c)^{2} \left( 5 + 3.6 \times 10^{-5} \frac{n_c}{D} \rho_a q_c \right)^{-1},
\]

\[
D_d = 0.1456 - 5.964 \times 10^{-2} \ln \left( \frac{n_c}{2000} \right),
\]

where \( D_d \) is the relative dispersion of the cloud droplet number concentration. An accretion parameterization was also imported from Lin et al. (1983) as follows:

\[
\left( \frac{\partial q_c}{\partial t} \right)_{\text{acc}} = q_c E_{tc} \int_{0}^{15} q_{r_d}(D_{r})(N_{r}(D_{r})) \, dD_{r}.
\]

where \( E_{tc} = 1.0 \) is the mean collision and coalescence efficiency, \( D_{r} \) is the rain diameter, \( v_{\text{dr}} = 130D_{r}^{0.8}(\rho_{\text{dr}}/\rho)^{1/2} \) is the empirically determined terminal velocity of rain droplets, and the size distribution function of rain \( N_{r}(D_{r}) \) is assumed to be a Marshall–Palmer distribution. Note that the integral in Eq. (A2) is solved analytically and the final form of (A2) is shown in Tomita (2008).

The autoconversion and accretion parameterizations proposed by KK00 were formulated as follows:

\[
\left( \frac{\partial q_c}{\partial t} \right)_{\text{aut}} = 1350q_{d}^{-47}N_{d}^{-1.79} \quad \text{and} \quad (A3)
\]

\[
\left( \frac{\partial q_c}{\partial t} \right)_{\text{acc}} = 67(q_{d}q_{r})^{1.15}. \quad (A4)
\]

The coefficients were optimized to reproduce marine stratocumulus simulations using a spectral bin cloud microphysics scheme.

APPENDIX B

Vapor Deposition

Vapor deposition by a single ice particle with a particle mass \( x \) is described as follows (e.g., Pruppacher and Klett 1997):

\[
\left( \frac{\partial x}{\partial t} \right)_{\text{dep}} = 4\pi C G F_{e}(x) S_{i}, \quad (B1)
\]

where \( C \) is the capacitance, \( G \) is a thermodynamic coefficient, and \( F_{e} \) is the ventilation coefficient. Assuming a small spherical particle, \( C = D/2 \) and \( F_{e} = 1 \) are good approximations.
In bulk cloud microphysics schemes, the growth equation for mass concentrations is given by integrating the equation over the particle size distribution as follows:

\[
\frac{\partial q_j}{\partial t} = \int_0^\ell \left( \frac{\partial \chi_j}{\partial t} \right)_{\text{dep}} N(D) \, dD \approx 2\pi G S n \bar{D},
\]

where \( \bar{D} \) is the mean mass diameter (maximum dimension). Thus, in theory, the growth rate for mass concentrations is approximately proportional to the mean diameter and number concentrations of hydrometeors.

Vapor deposition is interpreted as consumption of the ice supersaturation \( S \) by ice particles. The characteristic time of vapor deposition \( \tau_{\text{dep}} \) is defined as follows:

\[
\frac{\partial S}{\partial t} = -\rho_j \frac{\partial q_j}{\partial t}_{\text{dep}} = -\frac{S}{\tau_{\text{dep}}},
\]

\( \tau_{\text{dep}} = \int_0^\ell \rho_j \frac{\partial q_j}{\partial t}_{\text{dep}} \, dD. \)

This study guessed the origin of the issue in the vapor deposition process using the relationship \( \tau_{\text{dep}} \propto (2\pi G n \bar{D})^{-1} \) [Eq. (B2)].

**APPENDIX C**

**Rimming**

Rimming occurs by collisions between ice and liquid particles. The growth rate of an ice particle with a particle radius \( r \) is calculated by estimating liquid mass within the sweep volume during falling described as follows:

\[
\left( \frac{\partial \chi_j}{\partial t} \right)_{\text{rim}} = \int_0^\ell E_{jk} \pi (r_j + r_k)^2 [v_{ij} - v_{ik}] |N_j(D_j) - D_k] \, dD_k. \tag{C1}
\]

where \( E_{jk} \) is the collection efficiency. Thus, the growth rate of mass concentrations is described by Eq. (C1) as follows:

\[
\frac{\partial q_j}{\partial t} = \int_0^\ell \left( \frac{\partial \chi_j}{\partial t} \right)_{\text{rim}} N_j(D_j) \, dD_j \approx \int_0^\ell E_{jk} \pi (r_j + r_k)^2 [v_{ij} - v_{ik}] |N_j(D_j) - N_k(D_k)] \, dD_k. \tag{C2}
\]

Assuming riming between cloud and snow or cloud and graupel, Eq. (C2) is approximated with \( r_j > r_k \) and \( v_{ij} \approx v_{ik} \) \( (j = s, g) \). Furthermore, the terminal velocity is known to be closely related to the particle radius through the dependence of the drag coefficient on the particle radius (e.g., \( v_{ij} \propto r_j^2 \)) for small spherical particles according to Stokes’s law: power-law relationships between \( v_{ij} \) and \( r_j \) based on in situ observations \( (v_{ij} = c r_j^{m_j}) \) are generally used in cloud microphysics schemes. The riming growth rate is derived (approximately) as follows:

\[
\frac{\partial q_j}{\partial t} \approx \bar{E}_j \pi \bar{D}_j^{2+d_j} n_p q_j, \tag{C3}
\]

where \( \bar{E}_j \) is the mean collection efficiency. The exponent \( d_j \) generally falls within 0.1–1.0 (e.g., Locatelli and Hobbs 1974), and, specifically in NSW6, 0.25 and 0.5 are used for snow and graupel, respectively. Thus, in theory, the growth rate for mass concentrations is approximately proportional to the ice number concentrations and to the second to third power of the mean ice diameter.
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