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A new paradigm for dynamical core development is presented where the precision of dynamical cores should not be more than the level of uncertainty provided by the stochastic scheme presented in this study.

One of the great challenges since the advent of computational science has been the realistic simulation and prediction of weather and climate. Numerical models developed for simulating the weather and climate are characterized by a dynamical core that solves the dynamical Navier–Stokes equations or some approximations thereof, and physical parameterizations to represent subgrid-scale processes. The dynamical core describes the truncation of the underlying differential equations onto a finite representation in the form of grid points, finite-element basis functions, or spectral basis functions, and the corresponding algorithms that evolve the resolved scales of motion. Complementary to this, physical parameterizations are traditionally deterministic formulas that provide estimates of the gridscale effect of processes (e.g., deep convection) that cannot be resolved by the dynamical core.

Global atmospheric models have been using subgrid-scale parameterizations for more than four decades to represent the wide range of physical processes (e.g., convection, radiation, gravity wave drag) that occur on horizontal scales smaller than the grid spacing (Arakawa and Wu 2013; Plant and Yano 2015). Cloud and convection parameterizations have proven to be long-term challenges because of the many processes and many scales involved. Several approaches have been developed to represent atmospheric convection in highly simplified parameterization schemes in global climate models (GCMs) over...
the past five decades (Smith 2013; Plant and Yano 2015). More recently, as individual components of weather forecasting models continue to be improved and run at resolutions where convection is permitted or resolved, increased consideration is given to the coupling of physics and dynamics in these models (Gross et al. 2016, 2018).

Dynamical cores are developed and compared in various different flavors and are used on many different types of grids [such as Gaussian grids, yin-yang, cubed-sphere, and others as described in Jablonowski and Williamson (2006), Lauritzen et al. (2010), and Ullrich et al. (2017)]. While dynamical cores with different discretization methods and different grids will certainly have very different properties, it is difficult to compare the solutions of dynamical cores beyond their performance in simple test cases that are based on linear behavior [e.g., the Williamson test suite in Williamson (2007)]. To fairly compare the performance of dynamical cores in strongly nonlinear regimes, we need ensemble simulations that evolve the flow-dependent uncertainty. A large number of papers discuss ways to improve accuracy (see, e.g., Lauritzen et al. 2011, and references therein), for example, by the removal of spurious modes for linear waves or grid imprinting (e.g., for the edges of the cubed sphere). Yet, it is difficult to judge how much these features will actually impact the dynamics of an atmosphere or ocean model at full complexity (Williamson 2007; Jablonowski and Williamson 2011).

The error growth in predictive models of our atmosphere is related to errors in our model formulation. The larger the model error, the more severe the error growth and the sooner we lose forecast skill. This destructive interaction between initial time and model errors is a consequence of chaos in such predictions, as was noted by the mathematician Henri Poincaré in his book *Science and Hypothesis* (Poincaré 1905) and then developed by Lorenz in a series of landmark scientific papers (e.g., Lorenz 1969).

In recent years, the representation of model uncertainty in climate model predictions has become an important addendum to the development of climate models. Different techniques have been developed, the most common approach being multimodel ensembles, for example, as described in the Fourth Assessment Report of the Intergovernmental Panel on Climate Change (Trenberth et al. 2007), and perturbed parameter ensembles (e.g., Stainforth et al. 2005). However, a third technique has emerged: the stochastic–dynamics parameterization where the treatment of tendencies due to unresolved processes is by stochastic terms rather than bulk-formula deterministic representations (Lorenz 1975; Pitcher 1977; Palmer 2001).

Stochastic parameterization is the approach to represent uncertainty in the model formulation with stochastic terms. A more detailed motivation for including stochastic parameterizations in our current weather and climate models is presented in Palmer (2012). Successful applications of stochastic approaches in numerical weather prediction (NWP) have evolved in the recent decade, from the early attempts in the European Centre for Medium-Range Weather Forecasts (ECMWF) ensemble prediction system (Palmer et al. 1993) to operational schemes at several meteorological services around the world to generate ensemble forecasts from short-range to seasonal time scales (Teixeira and Reynolds 2008; Doblas-Reyes et al. 2009; Berner et al. 2009; Stockdale et al. 2011; Palmer et al. 2008, 2009b; Palmer 2012; Sušelj et al. 2013, 2014; Sanchez et al. 2016).

The currently operational medium-range ensemble prediction system at ECMWF uses the stochastically perturbed physical tendencies (SPPT; Buizza et al. 1999; Palmer et al. 2009a) scheme as one method to represent model uncertainty. The SPPT scheme applies stochastic perturbations in the form of multiplicative noise to the parameterized diabatic part of the tendency equations of the prognostic variables (Palmer et al. 2009a; Weisheimer et al. 2014; Berner et al. 2015). SPPT has been shown to improve the quality of NWP forecasts, and also to nonlinearily rectify some of the biases in the climate mean and variability in the ECMWF model (Weisheimer and Palmer 2014; Weisheimer et al. 2014). Recent studies have also shown other positive impacts of the SPPT scheme on other areas, such as on model representation of tropical rainfall variability in atmosphere-only simulations in three different global models (Watson et al. 2017), on Madden–Julian oscillation (MJO) propagation in atmosphere-only integrations with the EC-EARTH model (Davini et al. 2017), and on the El Niño–Southern Oscillation in coupled climate simulations with the Community Climate System Model, version 4 (Christensen et al. 2017).

The effect of uncertainties due to the finite truncation of the model can be estimated by running ensembles of integrations, whose members represent independent realizations of a stochastic process that describes these truncation uncertainties. The numerical model solutions are uncertain beyond just the numerical errors from the numerical schemes used to discretize the equations. A large contribution to the uncertainty in model integrations comes
from the uncertainty in the tendencies of large-scale convection and other key physical processes in the atmosphere. A schematic of a mesoscale convective system in the midlatitudes interacting with a midlatitude dynamical wave is shown in Fig. 1. This symbolizes that the errors in physical parameterizations translate to errors in dynamics in the dynamical core. Hence, accounting for these errors is necessary to have a robust forecasting system that captures the uncertainty in forecasts.

The model uncertainty described above can be approximated using an additive stochastic noise with an amplitude equivalent to the quantified uncertainty in the solutions. This technique is especially attractive as it is agnostic to the numerical schemes used or other parameterizations developed in the model. It is simpler to implement than inherently solving stochastic differential equations for the system. Hence, it is an approach that can be used for intercomparison of different models with an adequate uncertainty representation. We propose such an additive noise test case for the dynamical core development effort.

Importantly, tendencies of momentum and other state variables associated with subgrid-scale processes in the dynamical core are uncertain and hence need to be represented as a stochastic process. Our approach is to represent the uncertainty in the subgrid-scale processes with an additive noise term in the dynamical tendencies for a Held–Suarez test case. This can be further extended to other stochastic test cases where uncertainty in model dynamics and physics can be tested simultaneously. We discuss how using this additive noise term in the dynamical core for testing and development can help develop future models for probabilistic predictions.

We can represent the state of the system (atmosphere in our case) at a time \( t \) by a variable \( x_t \), which is a three-dimensional field of several variables. The model \( F \) integrates \( x_t \) forward in time. The external forces including subgrid-scale forcing can be represented as a part of \( F \). The time stepping in this model is represented as \( x_{t+1} = F(x_t, y_t) \). In this case, \( y_t \) is an error in our estimate of \( x_t \) due to errors in physical processes (e.g., diffusion, momentum mixing, convective momentum transport) that contribute to the tendency of \( x_t \). The inherent inaccuracy of the deterministically parameterized subgrid-scale processes is largely independent of the detailed parameterization schemes themselves.

We propose to represent this inherent inaccuracy in weather and climate models using a stochastic additive term derived from the ECMWF operational forecast model. The goal of this study is to provide an estimate of uncertainty in dynamical cores and set a benchmark for dynamical cores to compare against. We will provide a low-cost stochastic scheme that can be “bolted” onto a dynamical core and would (as best we can judge it) represent the inherent inaccuracy of the subgrid parameterizations as a function of model resolution. The essential corollary is that there would be no point trying to develop dynamical cores that are more precise than the levels of noise that the stochastic schemes induce. There are naturally other important properties that also need to be taken into account when considering the quality of a dynamical core, such as conservation properties and the accurate representation of balanced flows (Staniforth and Thuburn 2012). Yet, we argue that these properties of the dynamical core should be considered along with the aspects of computational cost and what we gain or lose in terms of forecast skill or model fidelity. We will present results for a sample benchmark test case and encourage other dynamical core developers to engage in an intercomparison project for a stochastic test case of all dynamical cores.

The paper is organized as follows. The second section describes the derivation of the stochastic term. The third section describes the implementation of the
stochastic test case. The fourth section summarizes the results from the experiments with stochastic noise added to the dynamical core. Discussions about the framework of testing and developing dynamical cores with a stochastic approach, and including stochastic additive terms to represent model error, are presented in the last section.

MODEL AND DERIVATION OF THE ADDITIVE STOCHASTIC FORCING. ECMWF’s Integrated Forecasting System (IFS) handles climate variability and biases well, especially in the extratropical regions (Weisheimer and Palmer 2014). It also has a sophisticated treatment of model-generated uncertainties. Many of the physical processes in the IFS atmospheric model are parameterized, for example, those related to atmospheric convection and clouds, radiative processes in the atmosphere, and boundary layer turbulence. In the IFS model, these unresolved diabatic processes are described through a set of deterministic physical parameterization schemes.

The SPPT (Palmer et al. 2009a) scheme is one of the stochastic parameterization schemes included in the IFS to represent uncertainty in its physical parameterization tendencies for moisture, heat, and momentum. An early implementation of this scheme is described in Buizza et al. (1999). A detailed description of its implementation in the operational ECMWF model is presented for the first time in Palmer et al. (2009a), while a more recent description of the operational version of SPPT is described in Leutbecher et al. (2017). The current operational implementation of the scheme is a three-scale perturbation scheme. In the SPPT scheme, the sum of the physics tendencies of the prognostic variables (e.g., temperature, humidity, and momentum) at each time step are perturbed by a stochastic multiplicative term. The scheme has predefined spatiotemporal decorrelation scales that generate smooth perturbation patterns. The implementation makes use of the spectral pattern generator present in IFS to define these perturbation coefficients. A univariate distribution is chosen for the perturbations that is independent of the variables to be perturbed. The scheme follows

\[ X'_p = (1 + r\mu)X, \]

where \( X_p \) is the perturbed tendency vector for all prognostic variables, that is, horizontal velocities \( (u, v) \), potential temperature \( T \), and humidity \( q \); \( X = (\partial/\partial t)(u, v, T, q) \) are the parameterized tendencies from the deterministic schemes; and \( r \) is the random perturbation pattern. Parameter \( \mu \in [0,1] \) is the factor used for reducing the perturbation amplitude close to the surface and in the stratosphere, as perturbations in the near-surface regions have undesirable effects which lead to instabilities in the solution (Leutbecher et al. 2017), while perturbations in the stratosphere are not desired due to the negligible uncertainty in the clear sky radiation tendencies in the stratosphere.

The three spatiotemporal decorrelation scales of \( r \) follow an autoregressive model of order 1 (AR1). The characteristics of the three scales of perturbations are: i) 500-km and 6-h decorrelation representing mesoscale uncertainty; ii) 1,000-km and 3-day decorrelation representing the synoptic-scale uncertainties in physical tendencies; and iii) 2,000-km and 30-day decorrelation representing the uncertainty in the large-scale impact of subgrid-scale physics tendencies. A linear combination of these three scales is used to account for model errors at different temporal and spatial scales. The variance of each of these stochastic terms is predefined and represents the magnitude of the uncertainty in each of these scales. The shortest spatial scale is defined to have the largest variance signifying that the largest uncertainty lies in the mesoscale physical tendencies.

Coarse-graining studies with cloud-resolving models (Palmer et al. 2009a; Shutts and Palmer 2007) as well as reanalysis tendency increments have motivated the choices for these perturbation patterns. Shutts and Palmer (2007) showed that the standard deviation of the temperature tendency in a high-resolution cloud-resolving simulation is linearly related to the mean temperature tendency. This state dependence of the standard deviation to the mean tendency supports the use of a multiplicative noise scheme like SPPT for modeling uncertainty. Some theories such as Craig and Cohen (2006) argue that errors in temperature tendency terms derived by convective parameterization behave like a Poisson process. This is also shown in numerical results from a more recent coarse-graining study by Shutts and Pallarès (2014), where they examined the relationship between the width of the probability distribution and the mean value of the tendency of the coarser-resolution model. They find different relationships for different physical processes parameterized in the model. Hence, these recent findings imply that there is scope for further development of SPPT. In the following section we describe benchmark test case setup that uses the SPPT tendencies for stochastic forcing in the dynamical cores.

APPLYING THE STOCHASTIC FORCING IN BENCHMARK TESTS. We run a simulation of IFS in an aquaplanet setup (Malardel and Wedi
2016) with the stochastic physics switched on and save the dynamical tendencies from the SPPT scheme at every time step for zonal and meridional winds. The dynamical tendencies from the SPPT scheme provide an estimate of uncertainty in the dynamics that derives from the physical parameterized processes in the system. Figure 2 shows values of the SPPT dynamical tendencies as a function of latitude and longitude for two different vertical levels (850 and 500 hPa, in the left panels). The right panels show the SPPT dynamical tendencies at two different latitudes (equator and 10°N) as a function of pressure levels and longitude. This is an estimate of uncertainty that quantifies an error bound which defines the level of precision required in dynamical cores. We then use these terms as additive noise for a dry Held–Suarez test case in an idealized experiment with simple physics and a spectral dynamical core. The model is run forward for 1,500 days with additive stochastic noise at every time step. The model time step is 30 min in the semi-Lagrangian dynamical core. The test case without stochasticity is the conventional Held–Suarez test case where the dynamical core equations are integrated until equilibrium with no additional uncertainty represented.

We want to provide a test bed that allows us to compare the error from the dynamics and physics in the dynamical core in comparison to the subgrid-scale noise that can be expected at the given resolution. Hence, these saved SPPT tendencies serve as the quantified uncertainty in the subgrid-scale processes and can be used for such a test case. We first implement and test this in the IFS model dynamical core. If feasible and of interest to the dynamical core developer groups, we have a portable version of the quantified uncertainty values which can, in principle, be implemented in the different dynamical cores. A link to a website where the dataset for the noise term and scripts to set up the test case is given in the "Discussion and conclusions" section.

**Deterministic Held–Suarez test case.** The Held–Suarez test case uses a dry atmosphere, an ideal gas on a spherical rotating planet forced only by radiative fluxes modeled as a simple relaxation of temperature to a prescribed radiative equilibrium. This relaxation is a function of latitude and pressure and a frictional force that relaxes the flow near the surface to zero (in the reference frame rotating with the surface). The model equations are described in Held and Suarez (1994).

The test case is designed to capture some of the complexity of midlatitude jets and storm tracks on a rotating sphere. The climate that emerges (the statistics of the winds and temperatures) shares several features of Earth’s climate. Figure 3 shows the vertical temperature profile of the model mean climate as a zonal-mean time-mean temperature state for...
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**Fig. 2.** SPPT dynamical tendencies (m s⁻²) from one time step in IFS. (left) SPPT dynamical tendencies as a function of latitude and longitude at (top) 850 and (bottom) 500 hPa. (right) SPPT dynamical tendencies at (top) the equator and (bottom) 10°N as a function of pressure levels (1,000–100 hPa) and longitude.
the test case. The prescribed radiative equilibrium specifies a positive static stability in the tropics and this decreases as we move poleward in order to reduce gravity wave-driven instabilities in the tropics. For the deterministic run, we use the IFS spectral model which is a standard hydrostatic, $\sigma$-coordinate, semi-Lagrangian, semi-implicit, spectral transform model. The model is used with 137 vertical levels and a T159 horizontal resolution, meaning that all fields are expressed as sums over the spherical harmonics with a total of 159 wavenumbers (this translates into a grid spacing of approximately 125 km). The temperature profile globally is relaxed to a radiative–convective equilibrium profile. Figure 4 shows the time-averaged zonally averaged zonal winds (east–west) produced by this test case. The contour interval is 2 m s$^{-1}$. The zero contour meets the surface near 30° and 60° latitude.

The basic idea of the Held–Suarez test case is to validate dynamical cores by evaluating the long-term statistical properties of a balanced three-dimensional global circulation. The test case does not include such external forcings as varying boundary condition at seasonal or even longer time scales. Relaxation of temperature to the prescribed radiative equilibrium takes effect on a time scale of 40 days. The $e$-folding time for the Rayleigh friction is 1 day at Earth’s surface. The statistics calculated over 1,000 days, as proposed in Held and Suarez (1994), are good representatives of the basic features of the simulated climate state.

**Stochastic Held–Suarez test case.** We have designed a stochastic forcing dataset that can be used as an additive noise term for dynamical cores when performing benchmark test cases. Here we use the Held–Suarez test case with forcing and dissipation. We start with an atmospheric state over a rotating spherical surface that is in equilibrium. There is no topography at the surface and hence the surface is at a constant geopotential as in an aquaplanet simulation. The only specified dissipation in the system is a simple linear damping of the velocities in the spectral model equations. The temperatures are relaxed to a prescribed “radiative equilibrium” $T_{eq}$, which is a function of the latitude and height.

The benchmark test case developed here for dynamical core comparisons in the presence of uncertainty in the solutions is defined as a stochastic Held–Suarez test case. We perform long-term integrations with the IFS dynamical core with and without additive stochastic noise from the SPPT tendencies. The test case with the additive stochastic noise has the three-dimensional stochastic term added at every grid point.

We use the spectral IFS model described in the previous section. The model is run for two identical twin experiments. One is the deterministic test case with no additive noise term in the dynamical equations. The second experiment is the stochastic test case where the zonal and meridional momentum...
equations have an additional noise term which is randomly drawn from a sample of the SPPT dynamical tendencies. The two model runs cover a time period of 1,500 days. The last 1,000-day sequence taken during this time period is used to compute the time-mean values which are good representatives of the model’s climate. In addition to the time average, the data are zonally averaged. This extracts the meridional (north–south)-oriented model circulation.

RESULTS. The time-mean zonal-mean zonal wind patterns highlight the jet streams in the midlatitudes with the maximum westerly wind speeds (Fig. 4). The surface and upper-level winds in the equatorial region are easterlies.

The differences between the deterministic zonal-mean zonal wind fields (left panel in Fig. 5) and the same field from the stochastic integration of the model (the right panel in Fig. 5) are on the order of 5% or less, indicating that the additive noise term, though representing uncertainty in the system, does not change the mean state solution considerably. Hence, using this estimate of uncertainty in the model is appropriate as it does represent the uncertainty in the dynamics of the system arising from inaccurate physics parameterizations in the operational models but does not lead to a large mean-state change.

Figure 6 shows the meridional eddy heat flux \([\nu'\theta']\), which is one of the important energy transport mechanisms that establish the global circulation in the model. This covariance term indicates that heat is transported from the equatorial heat surplus regions to the poles where the heat budget becomes negative. As can be seen in the figure, the eddy heat transports in both experiments are similar with mostly small differences (less than 5%) in the solutions. Figure 7 shows the kinetic energy spectra for 500-hPa winds (multiplied by the cube of the wavenumber for ease of interpretation) for the two experiments showing a similar slope for both the stochastic and deterministic simulations.

This range of differences in the two solutions indicates the uncertainty range in solutions that.
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**Fig. 5.** Mean zonal wind profile for (left) deterministic and (right) stochastic Held–Suarez runs and (center) a difference map as a function of height. The fields are averaged for the last 1,000 days of a 1,500-day simulation.

**Fig. 6.** Meridional eddy heat transport \([\nu'\theta']\) profile for (left) deterministic and (right) stochastic Held–Suarez runs and (center) a difference map as a function of height. The fields are averaged for the last 1,000 days of a 1,500-day simulation.
dynamical core developers should be aware of when developing accurate dynamical cores for operational weather and climate models. Model solutions differing by amplitudes greater than the differences indicated in results above imply a significant difference in accuracy and should be considered when comparing two dynamical cores. The solution of two different dynamical cores should be considered identical if the difference in their solutions is not greater than the difference in the above-stated stochastic dynamical core test case. Their evaluation should then consider other aspects such as scalability and computational efficiency.

These test results show the amplitude of error in model solutions when the additive stochastic noise term is active. The mean climate and statistical characteristics of the additive stochastic Held– Suarez test case compared to the deterministic Held– Suarez test case represent the uncertainty in the physical parameterizations present in GCMs. These statistical differences quantify the uncertainty in the dynamical cores given the uncertainty in current-generation model physics since SPPT is a quantified stochastic term in a state-of-the-art weather and climate model (Leutbecher et al. 2017). We can now use this uncertainty in dynamical core test cases to compare and contrast dynamical core solutions, especially in the context of numerical accuracy and computational costs.

Intercomparison of different dynamical cores with this stochastic test case can be done with an ensemble set of integrations. The ensemble spread in these integrations, especially in the tropics, would very likely be greater with the additive noise [as seen in ensemble numerical weather prediction, e.g., Fig. 2b in Palmer et al. (2009a)]. This would imply that if we were looking to test the impact of some change in the numerical schemes, the change would have to be stronger in the model with noise than in the model without noise, in order for the impact to be deemed different at the 5% level. Ongoing research in developing a scale-selective reduced precision IFS model shows that the statistical significance of the impact of precision on model results does depend on whether the models are run with or without SPPT (Chantry et al. 2018).

**DISCUSSION AND CONCLUSIONS.** Representing model uncertainty with stochastic parameterizations has become common in weather and climate simulations. Hence, a revision of the deterministic numerical schemes should be undertaken to ensure the convergence of the numerical solutions for stochastic models. The development of more than a dozen dynamical cores by modeling centers around the globe necessitates intercomparison and evaluation of these dynamical cores and their merits and demerits, especially in the context of stochastic parameterization.

We are interested in developing stochastic test cases or benchmark standards for these dynamical core intercomparisons of atmospheric climate models. The stochastic test case should satisfy two conditions to be useful: define an uncertainty bound on the solutions of the dynamical core and represent the long-term climate and statistical properties of the realistic global circulations.

Reducing the computational cost of weather and climate simulations would lower energy consumption per simulation. From the standpoint of reducing costs, the use of reduced precision arithmetic has become an active area of research. Research groups study the impact of using single-precision arithmetic on simulation accuracy with different dynamical cores (Düben and Palmer 2014; Düben et al. 2015; Váňa et al. 2017; Nakano et al. 2018).

An example of an application of the stochastic dynamical core test case is to implement the additive noise term in a dynamical core that is integrated in double precision. The solutions from a deterministic double-precision dynamical core test case can be

![Fig. 7. Kinetic energy spectra for the deterministic (blue) and stochastically perturbed tendency (red) Held– Suarez test case runs for the 500-hPa pressure level in the atmosphere. Kinetic energy is averaged over the last 1,000 days of the simulation. The gray line shows the spectral slope for $k^{-1}$, where $k$ is the wavenumber. For clarity, the spectra have been multiplied by $k^3$.](image)
compared to a dynamical core that is integrated at single precision and if the difference is smaller than that between the double-precision dynamical core and a double-precision stochastic dynamical core, we then state that the single-precision dynamical core solution is within the uncertainty bound of the physics in the system. Hence, the single-precision dynamical core results are classified as equivalent to the double-precision dynamical core. We can further test other reduced precision configurations of dynamical cores to evaluate what precisions would increase the errors in the solutions beyond those in the stochastic dynamical core test case. This precision could then serve as a benchmark precision for further development of the dynamical core.

It makes little sense in trying to develop dynamical cores that are more precise than the level of uncertainty in the solutions achievable by weather and climate models. We quantify this uncertainty using a version of the ECMWF IFS weather forecasting model using the stochastic physics scheme in this model and running an aquaplanet simulation. The velocity tendencies from the stochastic scheme are saved and used as an additive noise term in the stochastic benchmark test case.

We describe a low-cost stochastic scheme, which can be integrated into any existing dynamical core at the development stage. The stochastic terms are made available publicly, and help and guidance can be provided for designing experiments for the intercomparison of dynamical cores in the presence of uncertainty. A dataset for the additive stochastic term can be downloaded (https://sites.google.com/site/aneeshcs/research/stochastic_dycore). There is also a description of the test case and sample code for preparing the additive stochastic term for different dynamical cores.

We hope that other groups will join in this effort of comparing dynamical cores with an added stochastic term such that the solutions are evaluated with error bounds. If the different dynamical cores are sufficiently similar with the added stochastic term, the precision of the numerics and computational costs of the dynamical cores should be compared to evaluate which ones are more beneficial to run given the limits on computation.

We present a fundamentally new paradigm to adjust the accuracy of deterministic dynamical cores. Overall, this will ensure that future climate models are computationally efficient, and hence, we can expect the saved computation cost on higher-resolution models and increased ensemble size to account for uncertainty in our solutions.

The prototype test case introduced in this paper can be extended further to develop better stochastic schemes that are in tune with the model dynamical core. We will be able to generate estimates of uncertainty in the dynamics using higher-resolution dynamical cores and SPPT stochastic physics schemes in the future that can be applied to different-resolution model test cases. We look forward to a discussion on how these stochastic test cases for dynamical cores can be applied and extended in the model development community.
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