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ABSTRACT—Stephanie C. Herring, Nikolaos Christidi, Andrew Hoell, James P. Kossin, Carl J. Schreck III, and Peter A. Stott

This sixth edition of explaining extreme events of the previous year (2016) from a climate perspective is the first of these reports to find that some extreme events were not possible in a preindustrial climate. The events were the 2016 record global heat, the heat across Asia, as well as a marine heat wave off the coast of Alaska. While these results are novel, they were not unexpected. Climate attribution scientists have been predicting that eventually the influence of human-caused climate change would become sufficiently strong as to push events beyond the bounds of natural variability alone. It was also predicted that we would first observe this phenomenon for heat events where the climate change influence is most pronounced. Additional retrospective analysis will reveal if, in fact, these are the first events of their kind or were simply some of the first to be discovered.

Last year, the editors emphasized the need for additional papers in the area of “impacts attribution” that investigate whether climate change’s influence on the extreme event can subsequently be directly tied to a change in risk of the socio-economic or environmental impacts. Several papers in this year’s report address this challenge, including Great Barrier Reef bleaching, living marine resources in the Pacific, and ecosystem productivity on the Iberian Peninsula. This is an increase over the number of impact attribution papers than in the past, and are hopefully a sign that research in this area will continue to expand in the future.

Other extreme weather event types in this year’s edition include ocean heat waves, forest fires, snowstorms, and frost, as well as heavy precipitation, drought, and extreme heat and cold events over land. There were a number of marine heat waves examined in this year’s report, and all but one found a role for climate change in increasing the severity of the events. While human-caused climate change caused China’s cold winter to be less likely, it did not influence U.S. storm Jonas which hit the mid-Atlantic in winter 2016.

As in past years, the papers submitted to this report are selected prior to knowing the final results of whether human-caused climate change influenced the event. The editors have and will continue to support the publication of papers that find no role for human-caused climate change because of their scientific value in both assessing attribution methodologies and in enhancing our understanding of how climate change is, and is not, impacting extremes. In this report, twenty-one of the twenty-seven papers in this edition identified climate change as a significant driver of an event, while six did not. Of the 131 papers now examined in this report over the last six years, approximately 65% have identified a role for climate change, while about 35% have not found an appreciable effect.

Looking ahead, we hope to continue to see improvements in how we assess the influence of human-induced climate change on extremes and the continued inclusion of stakeholder needs to inform the growth of the field and how the results can be applied in decision making. While it represents a considerable challenge to provide robust results that are clearly communicated for stakeholders to use as part of their decision-making processes, these annual reports are increasingly showing their potential to help meet such growing needs.
1. INTRODUCTION TO EXPLAINING EXTREME EVENTS OF 2016 FROM A CLIMATE PERSPECTIVE

Stephanie C. Herring, Nikolaos Christidis, Andrew Hoell, James P. Kossin, Carl J. Schreck III, and Peter A. Stott

Over the past six years, more than 130 peer-reviewed papers evaluating the potential connection between extreme weather and anthropogenic climate change have been presented in this annual special edition of the Bulletin of the American Meteorological Society. Of the roughly 89 papers that did identify a climate change signal in the authors' analysis of an extreme event, each found climate change had shifted the odds of an event happening. Prior to this year, however, none had determined that human-caused climate change was an essential factor in the occurrence of the event. In this year's report, for the first time, we present three new research papers that conclude the extreme magnitude of a particular weather event was not possible without the influence of human-caused climate change.

- In a paper analyzing the 2016 global heat record by NOAA scientist Tom Knutson et al., the authors concluded that record global warmth "was only possible due to substantial centennial-scale human-caused warming."
- Similarly, a study of the record heat over Asia led by Yukiko Imada of the Japanese Meteorological Agency found that the extreme warmth across Asia in 2016 "would not have been possible without climate change."
- In addition to these two papers looking at atmospheric temperatures, a team led by John Walsh of the University of Alaska determined that a large, persistent area of anomalously warm ocean water off the coast of Alaska (often referenced as "the Blob") found "no instances of 2016-like anomalies in the preindustrial climate" for sea surface temperatures in the Bering Sea. These results are novel, and we would argue, significant for two reasons. First, it is important to note that climate scientists have been predicting that, based on the ongoing global warming of Earth’s climate, the influence of human-caused climate change would at some point become sufficiently strong and emergent to push an extreme event beyond the bounds of natural variability alone. It was also anticipated that we would likely first see this result for heat events where the human-caused influences are most strongly observed. It is striking how quickly we are now starting to see such results, though their dependence on model-based estimates of natural variability in the absence of human-induced change will require ongoing validation of the time-of-emergence for extreme event magnitudes at local scales. Second, because of the small sample size of events shown in this report, it is possible that other temperature-related extreme events occurring in prior years may also have been impossible to achieve without human-induced climate change. Retrospective studies would be needed to explore this possibility. The 2016 results do not necessarily indicate that some climate threshold or tipping point has been reached.

It is helpful to consider the methodology used in these studies to understand the conclusions. Each used the commonly accepted event attribution technique of calculating the fraction of attributable risk (FAR) for the event, a statistical approach borrowed from epidemiology and public health, establishing the probability of the event happening with greenhouse gas emissions at current levels due to human activity. For heat events, this probability relies in large part on the observational record. This result is compared with model runs of a "control" world that only include natural forcing mechanisms and ignore the changes to atmospheric composition driven by human greenhouse gas emissions.

All three papers concluded that the FAR was 1, meaning that the event was not possible in the "control" planet, and only possible in a world with human-emitted greenhouse gases. It should also be recognized that although FAR = 1 in relation to a human-induced impact in these cases, other climate drivers that also affect the probability of such ex-
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tremes may have been major additional contributors to the likelihood of the event occurring. Each of these papers applied large model ensembles (CMIP5 for both the global heat and Alaska marine heat wave analyses and the atmospheric general circulation model MIROC5 for the Asia heat study) to determine the FAR for these events.

As in past years, this sixth edition of Explaining Extreme Events from a Climate Perspective includes studies of extreme events from around the world that did not find a role for climate change in influencing the magnitude or frequency of an event. It is important to note that papers are selected for consideration in this report by reviewing author proposals that do not indicate whether a role for climate change will or will not be found. Thus, there is no selection bias on the part of the editorial team toward one particular conclusion, and this publication prides itself as a venue that accepts papers without consideration for whether a role for climate change is found. This year there may be a slight bias toward events that do not find a signal relative to previous years because the editors have begun to limit the number of heat papers in the report which is the event type where a signal is most commonly found. Given that the majority of heat papers now use a widely established and accepted methodology, the scientific value of continuing to include a large number of heat studies began to seem limited.

Extreme weather event types included in this year’s edition include ocean heat waves, forest fires, snow storms, and frost, as well as heavy precipitation, drought, and extreme heat and cold events over land. A number of papers also look at the impacts of extremes (Fig. 1.1). The Summary of Results Table (Table 1.1) gives readers a general overview of the results.

Twenty-one of the 27 papers in this current edition identified climate change as a significant driver of an event, while six did not. Of the 131 papers now examined in this report over the last six years, approximately 65% have identified a role for climate change, while about 35% have not found an appreciable effect. Nevertheless, over the past six years, researchers have identified the robust influence of climate change on temperature-related extremes, making such high-temperature events quantifiably more intense and more frequent. The events studied by these 131 papers were not chosen randomly and may not be representative of all extreme events. They are concentrated mostly on the continents of North America, Europe, Asia, and Australia, so there remains an open question of how human-caused climate change may be
influencing extreme weather in parts of the world that are not as well studied.

Last year, the editors called on scientists submitting research proposals to investigate potential links between an extreme event and its subsequent impact, and we were excited to see five research teams take on this challenge in this year’s report. Lewis and Mallela concluded that the risk of the extreme Great Barrier Reef bleaching event was increased through anomalously high sea surface temperature and the accumulation of thermal stress caused by human-caused climate change. Jacox et al. and Brainard et al. both examined how high ocean temperatures caused in part by human-caused climate change impacted living marine resources like coral bleaching, reduced fish stocks, and a decrease in seabird counts in the California current and the equatorial Pacific, respectively. On land, Sippel et al. found that human-caused climate change is causing warmer winters on the Iberian Peninsula and, when coupled with a wet spring, drove higher ecosystem productivity in the region in 2016. However, these papers represent early approaches, and more work is needed to develop impact attribution methodologies.

As is always the case, we would caution that the results of any single study should not be interpreted as the final word on the matter for that event, nor be generalized to a broader class of extremes. For example, authors of these papers selected specific modeling approaches and made other choices about factors that are important in how the models replicate extreme events, such as terrestrial heat or sea surface temperatures. If other study designs were applied to these events, it is possible a different result would be reached. The importance of the methodological approach in attribution research is further discussed in the summary of this report (Stott et al.).

A big question raised by this collection of research is whether these findings undermine the axiom that “no event is caused by climate change alone and that natural variability always plays some role.” The short answer is no. While several of the studied events were found not to be possible without climate change, natural variability still laid the foundation for the events to occur, and the authors acknowledge this in their papers. Extreme events are always the result of a cumulative set of factors. The building blocks that form the foundation of any event continue to include natural variability, with factors such as El Niño potentially adding to the strength of the event. These temperature-related extremes would likely still have been warm events even without human-caused climate change, but according to these analyses, the events could not have surpassed the extreme warm thresholds that they did without climate change. This was especially the case for the record-setting globally averaged temperature. At the global scale, the natural variations of Earth’s temperature are increasingly seen to pale in comparison to the growing intensity of human-induced warming. Overall, human-caused climate change allowed them to pass a threshold that they could not otherwise have exceeded.

These papers also emphasize why clearer understanding of how human-caused climate change impacts extreme events is an important area of research. Retrospective analysis of previous extreme events may yield new insights into the history of human-caused climate change impacts, and we can expect to see insights into the extent and timing of the changes in the future.
## Table I.1. SUMMARY of RESULTS

### ANTHROPOGENIC INFLUENCE ON EVENT

<table>
<thead>
<tr>
<th>EVENT</th>
<th>INCREASE</th>
<th>DECREASE</th>
<th>NOT FOUND OR UNCERTAIN</th>
</tr>
</thead>
</table>
| Heat  | Ch. 3: Global  
|       | Ch. 7: Arctic  
|       | Ch. 15: France  
|       | Ch. 19: Asia  |  
|       | Ch. 23: China  
|       | Ch. 24: China  |  
| Cold  | Ch. 25: Thailand  |  
| Heat & Dryness | Ch. 4: Central Equatorial Pacific  
|       | Ch. 5: Central Equatorial Pacific  
|       | Ch. 6: Pacific Northwest  
|       | Ch. 8: North Pacific Ocean/Alaska  
|       | Ch. 9: North Pacific Ocean/Alaska  
|       | Ch. 9: Australia  | Ch. 4: Eastern Equatorial Pacific  
| Heavy Precipitation | Ch. 20: South China  
|       | Ch. 21: China (Wuhan)  
|       | Ch. 22: China (Yangtze River)  | Ch. 10: California (failed rains)  
|       | Ch. 11: Mid-Atlantic U.S. Storm "Jonas"  
| Frost | Ch. 29: Australia  |  
| Winter Storm |  
| Drought | Ch. 17: Southern Africa  
|       | Ch. 18: Southern Africa  | Ch. 13: Brazil  
| Atmospheric Circulation |  
| Stagnant Air | Ch. 12: Canada & Australia (Vapor Pressure Deficits)  | Ch. 14: Western Europe  
| Wildfires | Ch. 5: Central Equatorial Pacific  
| Coral Bleaching | Ch. 28: Great Barrier Reef  
| Ecosystem Function | Ch. 5: Central Equatorial Pacific (Chl-α and primary production, sea bird abundance, reef fish abundance)  
|       | Ch. 18: Southern Africa (Crop Yields)  
| El Niño | Ch. 18: Southern Africa  | Ch. 4: Equatorial Pacific (Amplitude)  
<p>| TOTAL | 18  | 3  | 9  |</p>
<table>
<thead>
<tr>
<th>EVENTS</th>
<th>METHOD USED</th>
</tr>
</thead>
</table>
| Heat   | Ch. 3: CMIP5 multimodel coupled model assessment with piCont, historicalNat, and historical forcings  
       Ch. 7: CMIP5 multimodel coupled model assessment with piCont, historicalNat, and historical forcings  
       Ch. 15: Flow analogues conditional on circulation types  
       Ch. 19: MIROC-AGCM atmosphere only model conditioned on SST patterns  
| Cold   | Ch. 23: HadGEM3-A (GA6) atmosphere only model conditioned on SST and SIC for 2016 and data fitted to GEV distribution  
       Ch. 24: CMIP5 multimodel coupled model assessment  
| Heat & Dryness | Ch. 25: HadGEM3-A N216 Atmosphere only model conditioned on SST patterns  
| Marine Heat | Ch. 4: SST observations; SGS and GEV distributions; modeling with LIM and CGCMs (NCAR CESM-LE and GFDL FLOR-FA)  
            Ch. 5: Observational extrapolation (OISST, HadISST, ERSST v4)  
            Ch. 6: Observational extrapolation; CMIP5 multimodel coupled model assessment  
            Ch. 8: Observational extrapolation; CMIP5 multimodel coupled model assessment  
            Ch. 9: Observational extrapolation; CMIP5 multimodel coupled model assessment  
| Heavy Precipitation | Ch. 10: CAMS AMIP atmosphere only model conditioned on SST patterns and CESM1 CMIP single coupled model assessment  
               Ch. 20: Observational extrapolation; CMIP5 and CESM multimodel coupled model assessment; auto-regressive models  
               Ch. 21: Observational extrapolation; HadGEM3-A atmosphere only model conditioned on SST patterns; CMIP5 multimodel coupled model assessment with ROF  
               Ch. 22: Observational extrapolation, CMIP5 multimodel coupled model assessment  
               Ch. 26: BoM seasonal forecast attribution system and seasonal forecasts  
               Ch. 27: CMIP5 multimodel coupled model assessment  
| Frost | Ch. 29: weather@home multimodel atmosphere only models conditioned on SST patterns; BoM seasonal forecast attribution system  
| Winter Storm | Ch. 11: ECHAM5 atmosphere only model conditioned on SST patterns  
| Drought | Ch. 13: Observational extrapolation; weather@home multimodel atmosphere only models conditioned on SST patterns; HadGEM3-A and CMIP5 multimodel coupled model assessment; hydrological modeling  
            Ch. 17: Observational extrapolation; CMIP5 multimodel coupled model assessment; VIC land surface hydrological model, optimal fingerprint method  
            Ch. 18: Observational extrapolation; weather@home multimodel atmosphere only models conditioned on SSTs, CMIP5 multimodel coupled model assessment  
| Atmospheric Circulation | Ch. 15: Flow analogues distances analysis conditioned on circulation types  
| Stagnant Air | Ch. 14: Observational extrapolation; Multimodel atmosphere only models conditioned on SST patterns  
            including: HadGEM3-A model; EURO-CORDEX ensemble; EC-EARTH+RACMO ensemble  
| Wildfires | Ch. 12: HadAM3 atmosphere only model conditioned on SSTS and SIC for 2015/16  
| Coral Bleaching | Ch. 5: Observations from NOAA Pacific Reef Assessment and Monitoring Program surveys  
               Ch. 28: CMIP5 multimodel coupled model assessment; Observations of climatic and environmental conditions (NASA GES DISC, HadCRUT4, NOAA OISSTV2)  
| Ecosystem Function | Ch. 5: Observations of reef fish from NOAA Pacific Reef Assessment and Monitoring Program surveys; visual observations of seabirds from USFWS surveys.  
            Ch. 18: Empirical yield/rainfall model  
| El Niño | Ch. 4: SST observations; SGS and GEV distributions; modeling with LIM and CGCMs (NCAR CESM-LE and GFDL FLOR-FA)  
        Ch. 18: Observational extrapolation; weather@home multimodel atmosphere only models conditioned on SSTs, CMIP5 multimodel coupled model assessment |
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2. EXPLAINING EXTREME OCEAN CONDITIONS IMPACTING LIVING MARINE RESOURCES

ROBERT S. WEBB AND FRANCISCO E. WERNER

The Food and Agriculture Organization of the United Nations (FAO) (2016) estimates for 2014 that the global trade in fish and fishery products was near $148 billion (U.S. dollars) and employed close to 38 million people. Healthy ecosystems are also important for sustaining coastal marine tourism activities estimated globally to be over $160 billion (U.S. dollars) per year (FAO 2016). Additionally, estimates from the World Bank (2017) indicate that additional benefits could be gained (e.g., $83 billion dollars in 2012) with higher sustainable harvest attainable due to larger fish biomass; lower fishing costs due to lower fishing effort; and higher unit prices of landings due to improved species composition of the global stock. Given the important socioeconomic value of coastal and marine resources [Fisheries Economics of the United States (NMFS 2015)], when confronted with fluctuations in fisheries or significant changes in marine ecosystems, stakeholders (e.g., the public, commercial and sport fishing industries, fisheries managers, scientists, coastal community conservationists, environmental groups, and the media) are increasingly asking the scientific research community if the observed, and perceived to be unprecedented, extremes and trends in ocean conditions that impact living marine resources are due to natural variability (i.e., potential recurrences of past events) or a manifestation of long-term changes in climate (i.e., “new normals” or “regime shifts” not experienced before; King et al. 2005).

A clear understanding of the background conditions and underlying processes resulting in extremes and trends in ocean conditions impacting living marine resources are of value to guide decision making. Without this knowledge, policy, planning, and decision makers face greater uncertainties in making informed decisions to minimize disruptive impacts, to guide management choices to better prepare for future changes, and to inform sustainability strategies to ensure the continued benefits of healthy and productive marine ecosystems. Regional Fisheries Management Councils in the United States, and similar regulatory bodies in other parts of the world, allow participatory governance by knowledgeable people with a stake in their individual regions to develop marine fisheries management plans (such as fishing seasons, quotas, and closed areas) based on sound scientific advice. When confronted with extreme ocean conditions impacting marine ecosystems and fisheries, in order to make informed decisions on how to best manage the impacted living marine resources, fisheries management organizations can use answers to four fundamental questions: What happened? Why did it happen? Is it predictable? and What is the likelihood of it happening again? To answer these questions, the BAMS 2016 report “Explaining Extreme Events from a Climate Perspective” includes three studies that strive to connect attribution of an extreme ocean condition with the socioeconomic impacts on living marine resources: “A multifactor analysis of the record 2016 Great Barrier Reef bleaching” (Lewis and Mallela 2018); “Ecological impacts of the 2015/16 El Niño in the central equatorial Pacific” (Brainard et al. 2018); and “Multiyear extreme ocean temperatures with impacts on living marine resources off the U.S. West Coast during 2016” (Jacox et al. 2018).

These and previous studies (see Table 2.1 for selected examples) describe physical and biogeochemical characteristics impacting living marine resources, and strive to identify climate mechanisms and forcings that led to their occurrence. Large-scale patterns of coupled ocean–atmospheric circulation are assessed in terms of their influence on the statistics of extreme events regionally. The goal of these studies is to explain the effects of individual extreme ocean condition events (e.g., marine heat waves, Hobday et al. 2016; Ummenhofer and Meehl 2017), or cumulative effects of trends and trajectories in ocean conditions that can result in abrupt shifts, and potentially to tipping points, in marine ecosystems that can last for prolonged periods (e.g., deYoung et al. 2008; Möllmann et al. 2015), and ultimately provide process-understanding of the resulting impacts (e.g., Rocha et al. 2015). Such effects include the physical or biogeochemical characteristics of the environment (temperature, salinity, nutrient levels), ecosystem...
structure (changes in community make-up, shifts between benthic and pelagic production), fisheries (shifts in distribution and/or abundance of important commercial and recreational species), and the socioeconomic impacts on the human communities that depend on them.

For example, consider recent extreme regional ocean conditions events resulting in changes in ecosystems and regional fishery stocks (e.g., Cavole et al. 2016) following a previous and perceived to be unprecedented collapse in some of the same fishery stocks ten years earlier (e.g., Lindley et al. 2009). Critical risk management questions are whether there has been a shift in the probability of ocean conditions leading to such an extreme impact, and whether living marine resource managers can, or should, adapt to an apparent increased risk\(^1\). Assessments of how natural and human causes influence the probability of extremes and trends in ocean conditions impacting in considering strategies to deal with extreme events, anticipate the risks (and their confidence intervals) to human and natural systems, and thereby support management and protection of marine resources at national regional, state, and local levels.

In the short term, these studies provide resource managers with better understanding of the current and future risk of extreme ocean conditions impacting living marine resources that enable better-informed policies, planning, and decisions made based upon the best available scientific understanding. In the longer term, the rigorous understanding of the predictability and future risk of extreme ocean conditions can advance both the science and decision criteria needed to improve the certainty of threat assessments for ocean conditions impacting commercial and recreational fisheries and other marine resources. While the impacts on, and responses by, living marine resources are typically the result of the cumulative effect of multiple stressors, risk-based analyses of extreme ocean conditions are of value to inform integrated ecosystem-based fisher-

---


---

### Table 2.1. Examples of climate attribution studies of an extreme ocean conditions impacting on living marine resources (also see Brainard et al. 2018, Jacox et al. 2018, and Lewis and Mallela 2018, chapters 5, 6, and 28, in this report).

<table>
<thead>
<tr>
<th>Title</th>
<th>Author</th>
<th>Geographic Location</th>
<th>Timing of Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate change impact on the northeast Atlantic cusk</td>
<td>Hare et al. 2012</td>
<td>Gulf of Maine, Georges Bank, and the Scotian Shelf</td>
<td>mid-1990s</td>
</tr>
<tr>
<td>Beluga whale migration altered by delayed sea ice formation</td>
<td>Hauser et al. 2016</td>
<td>Eastern Chukchi Sea and Eastern Beaufort Sea</td>
<td>2004–2012</td>
</tr>
</tbody>
</table>
ies management decisions (e.g., Fulton et al. 2013; NOAA’s 2016 Ecosystem Based Fisheries Management Roadmap, www.st.nmfs.noaa.gov/Assets/ecosystems/ebfm/EBFM_Road_Map_final.pdf) to maximize the global, national, regional, and local socioeconomic value of living marine resources.
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Global annual-mean surface temperature set a record high in 2016 in at least three observational datasets—GISTEMP (Hansen et al. 2010), HadCRUT4.5 (Morice et al. 2012), and NOAA (Karl et al. 2015)—exceeding the previous record set in 2015 (Fig. 3.1a). In contrast, the last global mean annual cold record occurred around 1910. Record global warmth implies some record warmth on regional scales as well (Kam et al. 2016), which can cause important impacts such as thermal stress, coral bleaching, and melting of sea and land ice (IPCC 2013). Decreased land ice, combined with ocean heat uptake, contributes to sea level rise, which can exacerbate coastal flooding extremes (e.g., Lin et al. 2016).

Figure 3.1 compares observed global-mean temperature anomalies with simulations from the Coupled Model Intercomparison Project 5 (CMIP5; Taylor et al. 2012; Table ES3.1). Record warmth in 2016 largely follows a pronounced century-scale warming trend, and was far outside the range of internal (unforced) climate variability sampled across over 24,000 years of CMIP5 Control simulations (Fig. 3.1c). It was also well outside the range of CMIP5 Natural Forcing-Only simulations incorporating solar and volcanic forcing changes (Fig. 3.1b). In contrast, the observed warming lies within the range of CMIP5 All-Forcing simulations that include both anthropogenic and natural forcing (Fig. 3.1a). These results suggest that observed global-mean temperatures emerged from the natural variability background (natural forcing response plus internal variability) around 1980, and have become increasingly detectable since.

The inconsistency of observed long-term global warming with simulated natural variability (detection), and its consistency with simulations incorporating anthropogenic forcing (attribution), are in agreement with previous studies and assessments (e.g., IPCC 2001, 2007, 2013; Knutson et al. 2013; Kam et al. 2016). Detection and attribution of human influence on global mean temperature is well-established in the climate sciences, including through more sophisticated approaches than shown here (e.g., regressions or pattern scaling; Bindoff et al. 2013 and references therein). The adequacy of CMIP5 model simulations of internal variability for detection and attribution has also been assessed previously (e.g., IPCC 2013; Knutson et al. 2013, 2016).

Figure 3.1d examines shorter term global-mean temperature variability since 1970, highlighting the timing of four major El Niño events and two major volcanic eruptions. The 2015/16 global temperature event appears as a temporary bump with a magnitude (for January–December 2016) of a little over 0.1°C, superimposed on a long-term warming trend of about 1°C—the latter being largely attributable to anthropogenic forcing according to CMIP5 models (Figs. 3.1a,b). While the El Niño events of 1972/73, 1997/98, and 2015/2016 have apparent warming signatures in global temperature, the 1982/83 event’s imprint was apparently muted by the almost-coincident eruption of El Chichón.

Monthly maps of observed surface temperature internal climate variability for 2016 are discussed in the online supplement material. From these and previous studies (e.g., Trenberth et al. 2002) we infer that the short-term calendar-year global mean warmth in 2015 and 2016 is likely to have been at least partly...
El Niño-driven. Note that a calendar-year average generally leads to some cancellation between El Niño and the subsequent La Niña, since ENSO’s equatorial Pacific SST anomalies tend to peak near the end of the calendar year, and its effect on global-mean temperature peaks a few months later.

For event attribution, we estimate the occurrence rate of annual-mean global temperature anomalies reaching 2015 or 2016 observed levels for simulated climates with and without anthropogenic forcing. Figure 3.2 explores the upper limits of simulated natural variability contributions to 2015 and 2016 global temperature. It depicts the maximum internal variability anomalies (from long control runs) and the Natural and Anthropogenic Forcing ensemble 2016 responses. Results are shown for each of seven CMIP5 models having at least two ensemble members each for the Natural-Forcing, All-Forcing, and RCP8.5 scenarios (the latter are needed for extending All-Forcing to 2016). Within this framework, the anthropogenic contribution dominates over the Natural Forcing and potential internal variability contributions. Figure 3.2 shows the ensemble-mean and most- and least-conservative estimates (see caption), across the models, of the natural + internal variability contribution to 2016’s anomaly. None of the CMIP5 models produce natural + internal variability large enough to reproduce the observed 2015 and 2016 extremes—even using very long control simulations (in one case 5200 years). We therefore conclude that, according to the CMIP5 simulations, 2015- or 2016-level warmth (relative to the ~1900 baseline) never occurs without...
Estimated contributions from different forcing sets to the 2016 observed global mean anomaly (1.27°C)—with internal variability computed as a residual—are presented in Table ES3.1 for each model. Using the seven CMIP5 models having multiple All-Forcing/RCP8.5 and Natural Forcing ensemble members, the grand ensemble mean positive internal variability anomaly (green) is combined with each model’s ensemble mean Natural- (blue) or Anthropogenic-forcing (red, computed as All-Forcing minus Natural-Forcing) response. The “Multimodel” estimate uses the grand ensemble mean of ensemble means of the Natural and Anthropogenic responses along with the average of the maximum positive internal variability anomalies of the individual models. The “Most conservative” combines the largest internal and Natural Forcing contributions, from any model, with the smallest anthropogenic contribution. The “Least conservative” combines the smallest maximum internal and smallest natural forcing, from any of model, with the largest anthropogenic contribution.

The fraction of attributable risk (FAR) is defined as \( \text{FAR} = 1 - (p_0/p_1) \), where \( p_0 \) is the modeled probability of the event in a climate without anthropogenic influence, and \( p_1 \) is the probability in a climate with anthropogenic influence (Stott et al. 2004). For the CMIP5 models, we have already shown that \( p_0 \approx 0 \); that is, an event like 2015 or 2016 appears to be essentially impossible under the available estimates of natural forcings, without including anthropogenic forcings. However, events as warm as 2016 are clearly possible in at least some of the All-Forcing experiments with anthropogenic forcing (Fig. 3.1a). We therefore estimated ensemble and individual model \( p_1 \)'s, for the seven models having more than one All-Forcing/RCP8.5 ensemble member and that also passed the consistency test (online supplement material); ensemble \( p_1 \) was estimated from the grand ensemble mean and the aggregate distribution of annual anomalies from the individual control runs. The estimated \( p_1 \) for exceeding the 2015 (2016) observed threshold is 0.86 (0.42), implying a return period of only 1.2 (2.4) years. However, these return time estimates are highly uncertain, as they depend on
(uncertain) estimates of the All-Forcing response for 2015 and 2016; even in this case where we exclude inconsistent CMIP5 models, the return time for the 2016 threshold ranges from 1 to 39 years. We have not attempted to estimate return times for cases where the event is outside the modeled distribution, or for the observations directly (with 2016 being the single most extreme event in the observed distribution). We conclude that for the seven individual CMIP5 models having adequate numbers of ensemble members and having All-Forcing runs that are consistent with recent observations, the risk of exceeding the 2015 (2016) threshold is entirely attributable to anthropogenic forcing (FAR = 1).

Our analysis has important caveats. The internal variability of the climate system and the response to historical forcings have been estimated here using a combination of observations and models following Knutson et al. (2013, 2016). Uncertainties also remain in historical climate forcings by various agents, including anthropogenic aerosols. However, simulated internal variability would need to be more than twice as large as the most extreme case found in the CMIP5 models, for even the most extreme simulated natural warming event to match the 2016 observed record.

Summary. According to the CMIP5 simulations, 2016’s record global January–December warmth would not have been possible under climate conditions of the early 1900s—anthropogenic forcing was a necessary condition (Hannart et al. 2016) for the event. Anthropogenic forcing contributed most of this warmth (relative to 1881–1920 conditions), while natural forcings and intrinsic variability (including El Niño) made relatively small contributions to the January–December 2016 global mean.
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4. THE EXTREME 2015/16 EL NIÑO, IN THE CONTEXT OF HISTORICAL-climatevariability AND CHANGE

MATTHEW NEWMAN, ANDREW T. WITTENBERG, LINYIN CHENG, GILBERT P. COMPO, AND CATHERINE A. SMITH

Record warm central equatorial Pacific Ocean temperatures during the 2015/16 El Niño appear to partly reflect an anthropogenically forced trend. Whether they reflect changes in El Niño variability remains uncertain.

Introduction. Recent studies have investigated whether both the amplitude and key characteristics of El Niño–Southern Oscillation (ENSO) events have been changing, potentially due to some natural and/or anthropogenic change in the tropical Pacific Ocean state during recent decades (e.g., Yeh et al. 2009; Lee and McPhaden 2010; Newman et al. 2011; McGregor et al. 2013). If so, when might this change be identifiable in individual ENSO events? Was the extreme warmth in the equatorial Pacific seen in the recent 2015/16 El Niño, particularly near the dateline (L’Heureux et al. 2017), a harbinger of this change? To address these questions, we assess this event using statistics of Niño3 (5°N–5°S, 150°–90°W) and Niño4 (5°N–5°S, 160°E–150°W) sea surface temperature (SST) indices, derived from observational datasets and coupled general circulation model simulations. We use two indices to capture differences between events, important to both forecasts and diagnosis of ENSO and its impacts (Compo and Sardeshmukh 2010; Capotondi et al. 2015).

How extreme was the 2015/16 El Niño? We compare the December 2015 (DEC2015) equatorial SST anomaly (SSTA) to the SSTA distribution during 1891–2000, to more stringently test against potentially recent non-stationarity. (Other winter months yielded similar results.) Figure 4.1 shows histograms of monthly ERSST.v5 Niño3 and Niño4 indices, derived from observational datasets and coupled general circulation model simulations. We use two indices to capture differences between events, important to both forecasts and diagnosis of ENSO and its impacts (Compo and Sardeshmukh 2010; Capotondi et al. 2015).

How likely was the 2015/16 El Niño? We next evaluate the likelihood and severity of the 2015/16 event relative to the gradually warming background by applying the generalized extreme value (GEV) distribution (e.g., Coles 2001; Ferreira and de Haan...
2015) to the historical annual maximum of linearly detrended monthly Niño3 and Niño4 indices during 1891–2000. [See online supplement for our Bayesian analysis (Cheng et al. 2014).] The return period, or (re)occurrence probability of an El Niño event with the observed 2015/16 intensity (a “2015/16-level” event), is derived for both indices from each dataset. The same assessment is repeated with the SGS ensembles discussed above.

Our analysis suggests that a 2015/16-level event could be expected for Niño3 roughly once every 40 years. This median return period is reasonably robust to the observational or synthetic SGS dataset used. However, the uncertainty estimates for the return period, and thus the likelihood of the 2015/16 event, are less robust. Both ERSST datasets showed the least uncertainty and shortest return periods, with a 2015/16-level Niño3 SSTA occurring every 5 to 50 years, while COBE2 showed the greatest uncertainty with a range of 10 to 120 years. The SGS distributions, which have more extreme tail events, reduced the return period uncertainty for the ERSST and HadISST.v1 datasets and suggested a greater likelihood of 2015/16-level SSTA extremes.

For Niño4, there is much less agreement among the datasets (Fig. 4.1d), with the return period of a 2015/16-level event lowest for the ERSST datasets. For those datasets where the 2015/16 Niño4 SSTA was unprecedented, the return period cannot be derived using the GEV approach. From ERSST.v5, however, such an event could occur one year in ten.

Was the 2015/16 El Niño impacted by multidecadal trends in equatorial Pacific SST or ENSO variability? Figure 4.2 illustrates the evolution of 30-year mean SST and 30-year ENSO amplitude over the past 160 years, for two observational reconstructions and two model simulations. For simplicity we discuss only the HadISST.v1.1 and ERSST.v5 reconstructions, which generally bound the behavior of the other products we examined (HadISST.v2, ERSST.v3b, ERSST.v4, COBE, COBE.v2, Kaplan.v2, SODA-si.v3).

For both Niño3 and Niño4, the 1987–2016 epoch was observed to be either the warmest or the second...
The warming trend is clearest after 1970 and in Niño4. It is more pronounced in ERSST.v5 than HadISST.v1.1. The centennial warming of both indices is marginally within the bounds of what could be expected from intrinsic multidecadal variations for HadISST.v1.1, but is outside the bounds for ERSST.v5, relative to a statistically stationary multivariate AR1 process [a linear inverse model (LIM), constructed from detrended observed tropical SSTA's during 1959–2000; see online supplement and Newman et al. 2011]. This is consistent with earlier analysis (Solomon and Newman 2012) finding equatorial Pacific 1900–2010 warming trends to be significant near and west of the dateline, despite uncertainty in amplitude.

Robust equatorial Pacific warming from 1920–49 to 1987–2016 is evident in ensemble simulations from the NCAR CESM-LE and GFDL FLOR-FA global coupled GCMs driven by historical natural and anthropogenic (“ALL”) forcings (Figs. 4.2c,d,g,h). CESM-LE’s warming is compatible with all the reconstructions, though most of its members warm more than HadISST.v1.1 and less than ERSST.v5. FLOR-FA’s warming is strong enough to be detected with any pair of 30-year means drawn randomly from each epoch. It is marginally compatible with ERSST.v5 but not with HadISST.v1.1. The FLOR-FA ensemble simulation with only natural (solar and volcanic, “NAT”) forcings shows ensemble-mean cooling from 1920–49 to 1987–2016, so the FLOR-FA ALL warming must be entirely anthropogenic.

Compared to the historical changes in 30-year mean SST, there is less observational consensus about changes in ENSO SSTA variance. In Niño4, HadISST.v1.1 shows a fairly monotonic 40% amplifi-
The CESM-LE and FLOR-FA ALL simulations both show ensemble-mean ENSO amplification from 1920–49 to 1987–2016. However, the strong intrinsic interdecadal modulation of ENSO means that some individual realizations experience greater or smaller amplification; a few even weaken. The simulations are broadly consistent with the reconstructed historical changes in ENSO amplitude, but this is primarily due to the reconstruction uncertainty and to intrinsic modulation of ENSO that produces large sampling variability of amplitudes over 30-year epochs (Wittenberg 2009; Newman et al. 2011). Interestingly, the FLOR-FA ALL and NAT simulations both show ENSO amplification (and reduced ENSO modulation) during 1987–2016, mainly because the quietest epochs vanish, suggesting natural forcings are key to the FLOR-FA results.

Conclusions. The 2015/16 El Niño was a strong but not unprecedented warm event in the eastern equatorial Pacific (Niño3), comparable to events occurring every few decades or so. However, central equatorial Pacific (Niño4) 2015/16 warmth was unprecedented in all SST reconstruction datasets except ERSST.v4. This exceptional warmth was unlikely, although not impossible, to have occurred entirely naturally, and appears to reflect an anthropogenically forced trend.

Whether this extreme warmth was associated with a change in ENSO variability, however, is less clear, given the substantial disagreement between datasets including uncertainty in their anthropogenic trend estimates (Deser et al. 2010; Solomon and Newman 2012). Interestingly, SST reconstructions with relatively higher Niño3 and Niño4 variances around the start of the 20th century (e.g., ERSST.v5) are also based on newer ICOADS releases, which include additional observations during that time (Freeman et al. 2016). Moreover, equatorial Pacific sea level pressure variance (i.e., Darwin and Tahiti) shows no pronounced centennial increase (e.g., Torrence and Compo 1998). Finally, our model results illuminate, but do not reconcile, continuing disparities among climate models concerning anthropogenic impacts on ENSO variability (Collins et al. 2010; Watanabe et al. 2012; Capotondi et al. 2015) due to lingering dynamical biases in the models (Bellenger et al. 2014; Graham et al. 2017). These issues suggest that we cannot yet confidently detect whether a secular change in ENSO variability (apart from the background warming) has occurred over the past century. Our study thus highlights the need to further reduce uncertainty in observational reconstructions, and further improve dynamical models, to better gauge future ENSO risks.
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5. ECOLOGICAL IMPACTS OF THE 2015/16 EL NIÑO IN THE CENTRAL EQUATORIAL PACIFIC

RUSSELL E. BRAINARD, THOMAS OLIVER, MICHAEL J. MCPHADEN, ANNE COHEN, ROBERTO VENEGAS, ADEL HEEAN, BERNARDO VARGAS-ÁNGEL, RANDI ROTJAN, SANGEETA MANGUBHAI, ELIZABETH FLINT, AND SUSAN A. HUNTER

Coral reef and seabird communities in the central equatorial Pacific were disrupted by record-setting sea surface temperatures, linked to an anthropogenically forced trend, during the 2015/16 El Niño.

Introduction. In the equatorial Pacific Ocean, the El Niño–Southern Oscillation substantially affects atmospheric and oceanic conditions on interannual time scales. The central and eastern equatorial Pacific fluctuates between anomalously warm and nutrient-poor El Niño and anomalously cool and nutrient-rich La Niña conditions (Chavez et al. 1999; McPhaden et al. 2006; Gierach et al. 2012). El Niño events are characterized by an eastward expansion of the Indo-Pacific warm pool (IPWP) and deepening of the thermocline and nutricline in response to weakening trade winds (Strutton and Chavez 2000; Turk et al. 2001). El Niño events are typically associated with significant decreases in primary productivity in the eastern and central tropical Pacific and corresponding increases in productivity in the western tropical Pacific (Boyce et al. 2010).

The IPWP has warmed and expanded in recent decades (Weller et al. 2016). The eastern Pacific cold tongue, on the other hand, has exhibited signs of a cooling trend over the past century (Deser et al. 2010). Newman and Wittenberg (2018) found that anomalously warm sea surface temperatures (SST) in the Niño-4 region (5°N–5°S, 150°E–150°W) of the central equatorial Pacific (CEP) during the 2015/16 El Niño were likely unprecedented and unlikely to have occurred naturally, thereby reflecting an anthropogenically forced trend. Lee and McPhaden (2010) earlier reported increasing amplitudes of El Niño events in Niño-4 that is also evident in our study region (Figs. 5.1b,c).

Remote islands in the CEP (Fig. 5.1a), including Jarvis Island (0°22′S, 160°01′W), Howland Island (0°48′N, 176°37′W), Baker Island (0°12′N, 176°29′W), and Kanton Island (2°50′S, 171°40′W), support healthy, resilient coral reef ecosystems characterized by exceptionally high biomass of planktivorous and piscivorous reef fishes due to the combined effects of equatorial and topographic upwelling (Gove et al. 2006; Williams et al. 2015). Coral reef communities at these islands are exposed to extended periods of thermal stress during El Niño events. Mass coral bleaching and mortality were reported in the Phoenix Islands during the moderate 2002/03 El Niño (Obura and Mangubhai 2011), and coral bleaching with limited mortality was reported at Howland and Baker Islands during the moderate 2009/10 El Niño (Vargas-Ángel et al. 2011). There were no observations of coral bleaching or mortality at these uninhabited islands during the major El Niño events of 1982/83 or 1997/98. Corals in the eastern equatorial Pacific (>7600 km to the east) did experience mass bleaching and mortality during those major El Niño events (Glynn 1984; Glynn et al. 2001).

We describe variations in SST and biological productivity to characterize the 2015/16 El Niño (McPhaden 2015) in relation to previous El Niño events in the CEP (Fig. 5.1a) and in the context of climate trends. We then describe some of the ecological responses, which were catastrophic at Jarvis and modest at Howland, Baker, and Kanton Islands.

Data and methods. The duration and magnitude of El Niño events for the period 1981–2017 for our region of interest (ROI; 5°N–5°S, 150°W–180°) were identified...
Fig. 5.1. (a) NOAA Coral Reef Watch 5-km degree heating weeks for the Pacific Ocean for 1 Jan 2016 (https://coralreefwatch.noaa.gov/satellite/bleaching5km/images_archive/b05kmnn_dhw_20160101_pacific_930x580.gif) overlaid with ROI boundaries and locations of Jarvis, Howland, Baker, and Kanton Islands. (b) ROI SST anomalies (°C) for El Niño events since 1981 based on OISST data. Thick black line is average of all events since 1981 excluding the 2015/16 event. Thick red line is Jul 2014–Jan 2017, encompassing the 2015/16 El Niño. (c) Time series of monthly OISST anomaly (°C) for ROI; El Niño and La Niña periods are shown as vertical red and blue bands, respectively. Trends for El Niño, neutral, and La Niña conditions are shown as red, gray, and blue lines. (d) Map of mean Chl-a (mg m⁻³) for all Dec from 2002–16 for ROI using MODIS data showing strong equatorial upwelling; (e) mean Chl-a (mg m⁻³) for Nov–Dec 2015 for ROI using MODIS data showing ‘desertification’ conditions; (f) frequency of occurrences of Chl-a (mg m⁻³) concentrations over the ROI for Dec mean over 2003–17 (green) and Nov–Dec 2015 (tan); (g) time series of Chl-a (mg m⁻³) anomalies at Jarvis Island (2° × 2°; 0.63°N–1.37°S, 159°–161°W) from SeaWiFS (1997–2010) and MODIS (2003–17) datasets https://coastwatch.pfeg.noaa.gov/erddap, (h) time series of Chl-a anomalies (mg m⁻³) at Howland/Baker Islands (2° × 2°; 1.5°N–0.5°S, 175.5°–177.5°W) from SeaWiFS and MODIS datasets.
Results and discussion: Oceanographic patterns. Exceptionally warm SST anomalies for the ROI (Figs. 5.1b,c) and Jarvis Island (Figs. ES5.1b,c) show that the 2015/16 El Niño was the strongest in magnitude and longest on record in the satellite era. Though SST was also anomalously warm in the CEP for extended durations during other major El Niño events in 1982/83, 1997/98, 2009/10, the warming at Jarvis Island during the 2015/16 El Niño was exceptional. Observed daily SST anomalies exceeded the 1982/83, 1997/98, and 2009/10 events by +0.51°C, +0.52°C, and +0.71°C, respectively (difference among events of 95% quantiles of daily SST; Figs. ES5.1b,c). At Howland and Baker Islands, ~1830 km west of Jarvis Island, the 2015/16 El Niño showed SST maxima on par with the 2009/10 event, but exceeded levels observed in 1982/83 and 1997/98 by +0.61°C and +0.68°C, respectively (Fig. ES5.1d). SST anomalies were substantially smaller at Howland and Baker Island than at Jarvis Island for all events, by 0.42°C to 1.28°C, respectively.

Time series of daily OISST anomalies during El Niño events show statistically significant warming trends of +0.596°C (0.166°C decade⁻¹) and +0.352°C (0.098°C decade⁻¹) over 36 years in the ROI and at Jarvis Island, respectively (Figs. 5.1c and ES5.1b). This trend is robust to the exclusion of 2015/16 El Niño across the ROI, but not at Jarvis Island alone (Table ES5.1). Combining magnitude and duration of SST anomalies using the ERSSTv4 and HadISST reconstructions since 1950, cumulative heat stress during El Niño periods demonstrates warming trends of +0.43°C (0.064°C decade⁻¹) and +0.50°C (0.074°C decade⁻¹) over the past 67 years in the ROI and at Jarvis Island, respectively (Figs. ES5.4a,b; Table ES5.2), though again, the significance of this warming trend depends on the inclusion of the 2015/16 El Niño. With the observed warming trend in the IPWP (Weller et al. 2016), it appears that the significant warming across the CEP, including Jarvis Island, during El Niño events may be due to eastward advection of these increasingly warmer waters.

During strong El Niño events, a cessation of upwelling can lead to extended periods of anomalously low Chl-a, as occurred at Jarvis Island during only the strongest El Niño events in 1997/98 and 2015/16 (Fig. 5.1g). At Howland and Baker Islands, low Chl-a events were more frequent, occurring during these major El Niño events and the moderate El Niño events of 2002/03 and 2009/10 (Fig. 5.1h). The strong El Niño events of 1982/83 and 1997/98 were followed by strong La Niña events, but this did not occur following the 2015/16 El Niño. La Niña events that followed the 1997/98 and 2009/10 El Niño events were characterized by robust Chl-a phytoplankton blooms that lasted ~6 months at Jarvis, Howland, and Baker Islands. Without a strong La Niña following the 2015/16 El Niño, no such Chl-a bloom was observed in 2016–17. In summary, primary productivity fluctuated between ‘desertification’ conditions during strong El Niño events and robust phytoplankton blooms during strong La Niña events (Figs. 5.1e–h).

Ecological responses. The 2015/16 El Niño was a major driver of the longest, most widespread, and most damaging global coral bleaching event on record (NOAA 2017). In the CEP, impacts to corals were catastrophic at Jarvis, but only moderate or modest at Howland, Baker, and Kanton Islands. Specifically, NOAA reported severe coral mortality at Jarvis Island...
with island-wide coral cover declining from 17.8% in April 2015 (pre-bleaching) to 0.3% in May 2016 (post-bleaching), representing a devastating decline of >95% (Fig. 5.2g; Table ES5.3; Boyle et al. 2017; Vargas-Ángel et al. 2017, manuscript submitted to Coral Reefs). Corals at Jarvis Island experienced thermal stress of 35.8 degree heating weeks and exceeded the bleaching threshold (28.7°C) for 43 consecutive weeks between 2015 and 2016 (Boyle et al. 2017). Extensive mass bleaching observed visually during the peak of the El Niño in November 2015 (Cohen 2016, personal communication) caused mass mortality across all coral taxa, reef habitats, and depths by May 2016 (Figs. 5.2c,g; Table ES5.3). Only a few hardy and resilient corals survived, including some massive Porites colonies that had survived previous El Niño events over many decades and a few colonies of Acropora, Pocillopora, and Hydnophora (Boyle et al. 2017; Vargas-Ángel et al. 2017, manuscript submitted to Coral Reefs).

In contrast, Howland, Baker, and Kanton Islands experienced substantially less thermal stress. At Howland and Baker Islands, we observed 23%–31% reductions in coral cover from 2015 to 2017, though there were no observations to confirm bleaching during the 2015/16 El Niño (Fig. 5.2g; Table ES5.3).
The reduction in coral cover between 2015 and 2017 is smaller than the reduction in coral cover from 2012 to 2015, which was an ENSO neutral period. At Kanton Island, 5%–25% of the corals were observed to be bleached during the peak of the 2015/16 El Niño, but little discernable coral mortality was observed in 2016, dramatically lower than the mortality observed following the 2002/03 El Niño (Mangubhai and Rotjan 2017, personal communication; Obura and Mangubhai 2011).

A preliminary assessment of reef fish survey data at Jarvis Island revealed decreased total fish biomass in 2016 relative to other years (Fig. 5.2a; Table ES5.4), consistent with previous findings from the Phoenix Islands following the 2002/03 bleaching (Mangubhai et al. 2014). In addition, biomass of planktivores was lower during both the moderate and strong El Niño events of 2009/10 and 2015/16 (Fig. 5.2f). With the island-wide reduction in coral cover observed since 2008, a concomitant reduction in the biomass of Paracrirrhites aracatus, a fish species dependent on live coral for habitat, was observed (Figs. 5.2c,d). These combined data suggest that the 2015/16 El Niño caused reduced food availability (Fig. 5.2e) that depleted planktivore populations (Fig. 5.2f) and reduced coral cover (Fig. 5.2c) which in turn reduced live-coral dependent fish species (Fig. 5.2d).

Seabird counts at Jarvis Island showed a decrease in total individuals and a scarcity of older nestlings, indicating a lack of reproduction, after the 2015/16 El Niño (Fig. 5.2h). Wildlife cameras recorded a decrease in birds flying to and from the sea and loss of colonies from flooding events. Nineteen seabird counts from 1973–2016 showed a negative relationship between the abundance of most species and the Niño-3.4 index.

Conclusions. The long-term warming trend in the IPWP has coincided with a corresponding warming trend across the CEP during major El Niño events, culminating in record high SST and Chl-a anomalies across the CEP in association with the extreme 2015/16 El Niño that disrupted coral reef and seabird communities, especially at Jarvis Island, where catastrophic coral bleaching and mortality were observed.
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6. FORCING OF MULTIYEAR EXTREME OCEAN TEMPERATURES THAT IMPACTED CALIFORNIA CURRENT LIVING MARINE RESOURCES IN 2016

Michael G. Jacox, Michael A. Alexander, Nathan J. Mantua, James D. Scott, Gaelle Hervieux, Robert S. Webb, and Francisco E. Werner

Significant impacts on California Current living marine resources in 2016 resulted from sustained extremely high ocean temperatures forced by a confluence of natural drivers and likely exacerbated by anthropogenic warming.

Introduction. Recent record high sea surface temperature anomalies (SSTa) in the California Current Large Marine Ecosystem (CCLME; Fig. 6.1a) produced dramatic impacts on marine life (Cavole et al. 2016; Peterson et al. 2016; Welch 2016). While effects on many species and fisheries may have been short-lived, salmon fisheries, for example, were heavily impacted in 2016 due to multiyear persistence of unfavorable conditions. Negative impacts on CCLME salmon fisheries are likely to persist until at least 2019, as poor stream and 2014–16 ocean conditions directly influence the 2016–19 Chinook salmon abundance. U.S. West Coast Chinook salmon catches in 2016 were approximately 52% of the average catch since 2006, quotas for Chinook salmon fisheries were not met, and spawning escapements to the Klamath and Sacramento River basins were very low (PFMC 2017a). For 2017, the Klamath River Chinook salmon abundance forecast is the lowest on record, and salmon fishing has been sharply restricted from southern Oregon to southern California (PFMC 2017b).

Our analysis focuses on the climatic drivers of the 2014–16 CCLME warm period and its extremity in the context of the past century. This study is motivated by an important question from a fisheries management perspective: to what extent were the 2014–16 extremes due to natural variability versus anthropogenic climate change?

Temperature impacts on salmon. Salmon are a subarctic species that thrive in marine habitats featuring lipid-rich food-webs with cool-water plankton and fish communities. Warm periods in the CCLME are characterized by sharp reductions in cool, nutrient-rich, highly productive upwelled and subarctic water (Chavez et al. 2002; Checkley and Barth 2009), a shift from lipid-rich to lipid-poor zooplankton (Peterson and Schwing 2003), and an influx of predators to the nearshore areas critical for salmon early marine survival (e.g., Pearcy 1992; Wells et al. 2017). These shifts in the prey base and predator distributions favor reduced growth and survival rates for CCLME salmon (e.g., Daly et al. 2017), and anomalously warm CCLME SSTs are associated with low post-release survival rates for hatchery-origin coho and Chinook salmon from southeast Alaska to California (Sharma et al. 2012; Kilduff et al. 2015). While links between salmon abundance (or catch) and SST are not easily evaluated with time series correlations (see online supplement material), a strong link between record-warm 2014–16 CCLME SSTs and negative impacts on the West Coast salmon fishery in 2016 is evidenced by a shift to subtropical species and widespread negative impacts (increased mortality rates, reduced reproductive success and/or abundance) on top predators like sea birds, salmon, and marine mammals that typically thrive under neutral or cool SST conditions (Cavole et al. 2016; Peterson et al. 2016; Welch 2016).

Data and methods. For 1920–2016 CCLME SST observations, we used the 1° Hadley Centre Sea Ice and Sea
Fig. 6.1. (a) Observed (HadISST) 2014–16 mean northeast Pacific SSTa (°C) relative to the 1920–2016 mean. Black line outlines the CCLME. (b),(c) CCLME annual mean SSTa (°C) from HadISST (black line), model ensemble mean (red line), and range of individual ensemble members in percentiles (gray shading): 25%–75% (dark), 10%–90% (medium) and 0–100% (light). (d),(e) Smoothed histograms of CCLME annual mean SSTa (°C) for 1920–2016 observations (black) and from all model ensemble members during 1920–50 (green), 1920–2016 (blue) and 2000–30 (red). Histograms were calculated using a SSTa bin width of 0.2°C. Model values are from (b),(d) CESM-LENS and (c),(e) CMIP5. Observed annual mean CCLME SSTa in °C (and standardized units) were 1.15°C (2.2σ), 1.71°C (3.3σ), and 0.95°C (1.8σ) in 2014, 2015, and 2016, respectively.
Anthropogenic forcing contributions to extreme warming were assessed using SSTa distributions from “historical” (1920–50) and “present” (2000–30) periods in the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012) ensemble and the Community Earth System Model Large Ensemble Project (CESM-LENS; Kay et al. 2015). We used 26 and 30 members from the CMIP5 and CESM-LENS ensembles, respectively. For each ensemble, historical external forcing was applied until 2005, after which representative concentration pathway 8.5 (RCP8.5) external forcing was applied (Lamarque et al. 2010, 2011) to provide continuous simulations of the twentieth and twenty-first centuries. The change in risk of an extreme event due to anthropogenic forcing is estimated using the fraction of attributable risk, FAR = 1 − (P_a/P), where P_a is the probability of an event in the historical period and P is the probability of the same event in the present period (Stott et al. 2004).

Forcing of CCLME SSTa is explored using first-order auto-regressive [AR(1)] models of the form

$$SST_{at} = a \times SST_{at-1} + b_i \times F_i + \epsilon_i,$$

where a is the lag–1 autoregression coefficient such that a*SST_{at-1} represents damped persistence, F_i are b_i are forcing functions and their regression coefficients, respectively, and ε is a residual error term (noise).

CCLME SST anomalies in the context of variability and change. The 1920–2016 distribution of observed annual mean CCLME SSTa is positively skewed, with more extreme warm anomalies than cold, and the 2014–16 values in the tail of the distribution (Fig. 6.1d). The CESM-LENS and CMIP5 distributions are nearly Gaussian and generally match the observed histogram (Figs. 6.1d,e), with the observed record 2015 SSTa near the upper bound of both ensembles (Figs. 6.1b,c). From the historical period (1920–50) to the present period (2000–30), increases in the ensemble mean (standard deviation) of SSTa are 0.47°C (0.10°C) in CESM-LENS and 0.65°C (0.06°C) in CMIP5. There is a long-term tendency for warmer SSTa to occur later in the observed record, although it is unclear if the increase is linear (Johnstone and Mantua 2014). Indeed, simulated CCLME SSTa exhibit little trend from 1920 to ~2000, after which they increase rapidly (Figs. 6.1b,c), similar to nonlinear changes that emerge for coastal upwelling in the CCLME (Brady et al. 2017).

In 2015, the observed annual mean CCLME SSTa was 1.7°C, or 3.3 standard deviations (σ) above the mean, the highest value in the 1920–2016 record (Fig. 6.1b). The persistence of this heat wave was also remarkable; 2014–16 was the warmest 3-year period on record, with mean SSTa of 1.3°C, 3.1σ above the mean of all 3-year periods from 1920–2016 (Fig. ES6.1). The annual and three-year mean SSTa observed in 2015 and 2014–16 are never reached in the historical period for either CMIP5 or CESM-LENS (~1700 total simulated years under 1920–50 external forcing). In the “present” period, mean 2015 SSTa and 2014–16 SSTa occur approximately 2%–4% and 7%–9% of the time, respectively (Table ES6.1). Therefore, for these events, FAR = 1. However, one must take care when interpreting FAR as over shorter periods it can be influenced by natural variability; we discuss this variability in the next section.

Forcing of SST anomalies in the CCLME. Bond et al. (2015) showed that record SSTa in the Gulf of Alaska (GOA) in 2014 were caused by a persistent ridge of high sea level pressure anomalies that reduced surface wind speeds and weakened normal cooling processes over the 2013/14 winter. In 2015, northeast Pacific SST extremes expanded to include an area encompassing Alaska to Baja California (Gentemann et al. 2017). Di Lorenzo and Mantua (2016; hereafter DM2016) showed this persistent marine heatwave was a consequence of two atmospheric forcing/ocean response patterns, the 2014 GOA pattern and the 2015 northeast Pacific Arc pattern, linked with ENSO via teleconnections.

We examined the forcing of CCLME SST anomalies using AR(1) models in which observed SSTa derive from damped persistence of pre-existing anomalies plus some forcing. As the CCLME is a coastal upwelling system, the alongshore wind is a dominant forcing via mechanisms that include coastal and offshore upwelling, horizontal advection, and surface heat fluxes (Johnstone and Mantua 2014). The SSTa tendency has maximum correlations with meridional wind stress off the coasts of California and Baja California, from ~130° to 140°W (Fig. 6.2a). An AR(1) model forced by this index of local atmospheric forcing reproduces much of the observed SSTa variance (Fig. 6.2b). However, it fails to reproduce the extreme 2014–16 warming.

A lag-correlation analysis of residuals from the AR(1) model suggests an important influence of GOA SSTa at lead times of ~6 months (Fig. 6.2c), and
Fig. 6.2. Forcing of SST anomalies (°C) in the CCLME. (a) Correlation of meridional wind stress and SSTa tendency. Black contour outlines the CCLME, white contour bounds the region of highest correlation (r > 0.6), which was used to force the AR(1) model shown in (b). (c) Residual of the AR(1) model in (b) correlated with SSTa 6 months prior suggests GOA (gray box) SSTa as a precursor to CCLME SSTa (white contour bounds r > 0.5). (d) AR(1) model with 6-month lead SSTa in the GOA added as a second forcing term. (e) Residual of the AR(1) model in (d) correlated with basin-wide SSTa suggests a role for ENSO variability. (f) AR(1) model with the EqSOI added as a third forcing term.
inclusion of 6-month lead GOA SSTa dramatically improves the AR(1) model, particularly in 2014. While a mechanistic evaluation of the GOA influence on the CCLME is beyond the scope of this paper, this finding is consistent with a tendency found in the historical record for warm GOA SSTa to evolve into an Arc pattern warming the following year (DM2016).

Correlating residuals from our second AR(1) model with basin-wide SSTa produces a spatial pattern that implicates ENSO variability (Fig. 6.2e). While one pathway for ENSO forcing is through the alongshore wind (Alexander et al. 2002; Jacox et al. 2015), which is already in our model, ENSO may impart additional variance through coastal trapped waves or anomalous poleward advection. Inclusion of the NOAA/CPC Equatorial Southern Oscillation Index (EqSOI) only modestly improves the overall performance of the AR(1) model, but improvements are visible for calendar years impacted by strong El Niños (Fig. 6.2f). The influence of the 2015/16 El Niño is visible in our AR(1) model, though its timing was earlier (a larger ENSO influence in 2015 than 2016; Frishknecht et al. 2017) and its impact on the CCLME weaker (Jacox et al. 2016) than common ENSO indices (e.g., Niño3.4) suggest.

Discussion. While a FAR calculation of the 2014–16 CCLME SSTa suggests an important role for anthropogenic warming, over shorter timescales the FAR is also influenced by natural internal variability, especially in the CCLME (Weller et al. 2015). The analysis outlined in Fig. 6.2 suggests roles for multiple drivers of SSTa in the CCLME, specifically atmospheric variability off the North American west coast, a lagged response to GOA SSTa, and ENSO teleconnections impacting the CCS. While these forcing mechanisms share some variance (r = 0.4–0.6), the 2014–16 period had notably strong and sustained forcing from all three (Fig. ES6.2). The superposition of multiple drivers (weakened poleward winds, an extremely warm GOA, and El Niño) contributed heavily to the CCLME anomalies, and additional mechanisms are also likely at play [e.g., reemergence, where anomalies are sequestered beneath the mixed layer in spring/summer and reemerge when the mixed layer deepens in winter (Fig. ES6.3)]. Nonetheless, climate model ensembles suggest that anthropogenic warming increased the likelihood of the 2014–16 SST extremes through both a shift to a warmer mean state and an increase in temperature variability (Fig. 6.1; DM2016).

Marine resource management decisions will benefit greatly from mechanistic understanding, risk assessments, and attribution studies of extreme events (Oliver et al. 2017; Webb and Werner 2018). To that end, we find that the recent extreme ocean temperatures off the U.S. West Coast, which significantly impacted many marine species and fisheries, were caused by the confluence of multiple complementary natural drivers and were likely exacerbated by long-term anthropogenic warming.
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**7. CMIP5 Model-Based Assessment of Anthropogenic Influence on Highly Anomalous Arctic Warmth During November–December 2016**

Jonghun Kam, Thomas R. Knutson, Fanrong Zeng, and Andrew T. Wittenberg

According to CMIP5 simulations, the highly anomalous Arctic warmth during November–December 2016, as estimated in five observed datasets, most likely would not have been possible without anthropogenic forcing.

**Introduction.** Arctic surface temperatures during November–December 2016 were anomalously warm (Fig. 7.1a). An Arctic area-averaged temperature index (Fig. 7.1b and Fig. ES7.2) set a new high record in the GISS Surface Temperature Analysis data (Hansen et al. 2010), and was either a record high or anomalously high—compared to early 20th century levels—according to four other observational products (online supplement material; Fig. ES7.2; Table ES7.2). Arctic sea ice extent was at record low levels (for the season) during November and December 2016 according to the National Snow and Ice Data Center (NSIDC) website (http://nsidc.org/arcticseaicenews/charctic-interactive-sea-ice-graph/). Arctic sea ice loss has been important for recent Arctic surface temperature amplification (Screen and Simmonds 2010; Kirchmeier-Young et al. 2016).

Here we compare observed Arctic temperature anomalies for 2016 from multiple datasets to CMIP5 model simulations (Taylor et al. 2012) to investigate whether such extreme seasonal warmth would have been likely to occur without anthropogenic forcing. Table ES7.1 lists the 18 CMIP5 models, their run lengths, and ensemble sizes for unforced Control simulations (CMIP5-CONT), Natural Forcing-Only historical simulations (CMIP5-NAT), and All Forcing (natural + anthropogenic) historical simulations (CMIP5-ALL).

**Data and methods.** We assess observed high-latitude warm anomalies for November–December 2016 by defining an observed Arctic temperature index (zonal average over 64°–84°N; Fig. 7.1b; Fig. ES7.2). The index is assumed non-missing for a given year if at least 33% of area has coverage, where coverage at a grid cell requires at least one of the two months to be available. Model data were masked with the GISTEMP observed data availability mask. The GISTEMP dataset uses 1200-km spatial smoothing, resulting in more spatial coverage in the data-sparse Arctic regions, at the expense of relying on the spatial smoothing to fill data gaps. The small region north of 84°N (5.4% of total Arctic area) is not included due to the large fraction of unavailable estimates over the region, especially prior to 1950, even in the smoothed GISTEMP analysis (see Fig. ES7.1). We also analyzed the HadCRUT4 (Morice et al. 2012), NOAA (Vose et al. 2012), Berkeley Earth Land+Ocean (Rohde et al. 2014), and Cowtan & Way version 2.0 (Cowtan and Way 2014) datasets to assess uncertainties in the Arctic temperature index derived from the GISTEMP data (online supplement material).

From the CMIP5 models, we use surface air temperature over land points, and either sea surface temperature or ice surface temperature over ocean points, depending on the simulated sea-ice coverage. The GISTEMP data uses air temperature over land and near-surface water temperature over oceans, with their extrapolation of temperatures being especially prominent over large sea ice regions.

We estimate the fraction of attributable risk (FAR; Stott et al. 2004) for the observed anomalies (FAR = 1 – Pnat/Pall), following the procedures used in our previous regional temperature extremes assessments (e.g., Kam et al. 2016). The FAR analysis begins by assessing the probability of exceeding the second-ranked extreme November–December
warmth in the Arctic, for both present-day and preindustrial conditions, using 1881–1920 as our reference period. Here, we use the second-ranked year value as our main threshold value since, for GISTEMP, 2016 was the single year that exceeded the second-ranked extreme, and so in determining the probability of a year like 2016, we explore the probability of anomaly exceeding the previous record. We used the first-ranked extreme value as an alternative threshold, as a sensitivity test. The first- and second-ranked extreme values and years for the five observational datasets are presented in Table ES7.2.

For the present-day climate, we estimate the probability of exceeding the second-ranked threshold values, as of the year 2016, in the CMIP5 All-Forcing simulations. A multimodel probability distribution for the All-Forcing (Natural-Forcing) runs is constructed by adding the grand ensemble mean (multimodel mean of the ensemble means from the individual CMIP5 models) to the aggregate distribution of annual anomalies from the CMIP5 control runs. For each individual model, the All-Forcing (Natural-Forcing) distribution consists of the All-Forced (Natural-Forced) ensemble mean for 2016, combined with the distribution of annual anomalies from that model’s control run.

For the preindustrial case, we estimate the probability of exceeding the threshold value in the CMIP5 Natural Forcing-Only simulations, extrapolated to 2016. The extrapolated value was based on the ensemble-mean time-mean value from 2001 to the last year of each simulation of the 18 CMIP5 models (2005 or 2012, depending on the model). The probability distributions are computed for each of the eight individual climate models with at least three NAT runs and three All-Forcing runs. All-Forcing runs were extended from 2006 through 2016 using the RCP8.5 scenario. For the multimodel mean, we used the grand ensemble mean from all 18 climate models that provided Natural Forcing-Only runs (including those with a single CMIP5-NAT forcing run).

Fig. 7.1. Arctic Nov–Dec 2016 surface temperature anomalies (°C, relative to 1881–1920): (a) GISTEMP observed anomalies; (b) Arctic index (64°–84°N) 10-yr running mean Nov–Dec values. Black curves: observed GISTEMP; red (blue): average of ensemble-means of CMIP5 All-Forcing (Natural-Forcing) anomalies from 18 models, respectively. Green curve: global annual-mean temperature anomalies using the y-axis labels along right edge. (c) Sliding trends (°C century⁻¹) as a function of start years varying from 1880 to 1997. All trends are for data segments ending in 2016 for GISTEMP observations (black curve) or CMIP5 All-Forcing (red curve, with 5th–95th percentile shown by pink shading). Trends end in 2012 for the Natural Forcing-Only data (blue curve and shading). See further details of methods in Fig. ES7.3.
Lastly, we estimate the observed internal variability by subtracting the grand ensemble mean of the CMIP5–ALL runs from the observations, to attempt to remove the forced variability component. We then filtered the observed residuals using a low-pass filter with a half-power point at nine years, and computed their standard deviation. We also computed the standard deviations of each of the eight CMIP5 models’ low-passed filtered control run series.

**Results.** The 10-year moving average of the Arctic November–December temperature index (Fig. 7.1b) shows very strong warming during the early 20th century prior to about 1930. A second major warming period began around 1990, culminating in the 2016 value (Fig. ES7.2) which was the warmest ever recorded in the GISTEMP and Berkeley datasets. In Fig. 7.1b, global-mean annual-mean temperature anomalies are compared with the November–December Arctic temperature index, indicating that in the GISTEMP dataset, Arctic warming over the last century has been almost three times that of observed global mean temperature. Compared to global temperature, the Arctic November–December index also has much more pronounced multidecadal variability. Despite this large multidecadal variability, the observed Arctic warming trend is highly unusual compared to the trends caused by natural variability, according to the average distribution of trends from CMIP5–NAT runs (Fig. 7.1c). This is the case for various trend periods ending in 2012—at least for all trend start years prior to about 1990. The century-scale warming trend and strong multidecadal variability are common features of Arctic temperature indices from a number of observed datasets in addition to GISTEMP (e.g., Fig. ES7.2), including an analysis using only meteorological stations over the region north of 60°N (Bekryaev et al. 2010).

While the century-scale Arctic warming observed since the late 1800s resembles that in the CMIP5 All-Forcing ensemble mean (Fig. 7.1b), the latter does not show the strong warm phase during 1920–40, suggesting that this observed warming may contain a large contribution from internal climate variability [e.g., the Atlantic multidecadal oscillation (Johannessen et al. 2015)] in addition to a contribution of anthropogenic forcing (Najafi et al. 2015; Fyfe et al. 2013). The sliding trend analysis (Fig. 7.1c) indicates that observed trends to 2016 beginning from the first half of the 20th century are typically inconsistent (significantly too low), compared to the CMIP5 All-Forcing ensemble. This inconsistency between the observations and the CMIP5 All-Forcing ensemble could be due to a number of factors including: 1) mis-specified or missing climate forcing agents in the models; 2) errors in the model responses to the climate forcings; 3) underestimation of Arctic internal climate variability in the models; or 4) data issues, including problems with comparing modeled and observed Arctic data as discussed above.

We estimate the FAR for the multimodel ensemble for the first- and second-ranked year threshold values. The FAR ranges from 0.96 to 0.99 across the five observational datasets (Fig. 7.2a). A FAR of 1.0 for a particular set of forcings would indicate that that particular forcing set (e.g., anthropogenic forcing) alone is responsible for the entire risk of exceeding the given threshold. We also explore uncertainties in the FAR estimates, by computing the FAR for the second-ranked year threshold value for each individual CMIP5 model. The spread in these FAR estimates indicates the influence of observational uncertainties as well as uncertainties across the models. The lowest FAR estimate (0.82) is from a combination of the second-ranked year value from NOAA observations and the CSIRO-Mk3-6-0 model (Fig. 7.2a), and reflects that model having the weakest 2016 All-Forcing response among the eight models, along with the second-highest 2016 Natural Forcing-Only response. Most of the individual model FAR estimates in Fig. 7.2a are above 0.9, however.

We evaluate the modeled vs. estimated observed internal decadal variability of Arctic November–December temperatures in Fig. 7.2b. The GFDL–CM3 model’s (M4) standard deviation (0.78°C) exceeds the observed estimated range of 0.62°C (Berkeley Earth) to 0.77°C (HadCRUT4). The remaining model control runs have weaker simulated decadal variability than observed, ranging from 0.45° to 0.58°C. Due to the relatively short observational record, and uncertainties in the forced response mean, the estimate of real-world decadal internal variability remains uncertain (e.g., Knutson et al. 2016), and will require further evaluation in the future, for example with paleoclimate data (e.g., Delworth and Mann 2000). The strong intrinsic variability of GFDL–CM3 contributes to its having the second-lowest FAR estimate (for the second-ranked threshold value) among the eight climate models (Fig. 7.2a). Further study is needed to assess the causes of possible under/over-estimates of internal decadal Arctic variability, and to address other caveats and uncertainties identified above.
Conclusions. In summary, we find highly anomalous surface warmth over the Arctic during November-December 2016 in five observed datasets. According to CMIP5 model simulations, this anomalous Arctic warmth most likely would not have been possible without a long-term warming contribution from anthropogenic forcing.
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8. THE HIGH LATITUDE MARINE HEAT WAVE OF 2016 AND ITS IMPACTS ON ALASKA

John E. Walsh, Richard L. Thoman, Uma S. Bhatt, Peter A. Bieniek, Brian Brettschneider, Michael Brubaker, Seth Danielson, Rick Lader, Florence Fetterer, Kris Holderied, Katrin Iken, Andy Mahoney, Molly McCammon, and James Partain

The 2016 Alaska marine heat wave was unprecedented in terms of sea surface temperatures and ocean heat content, and CMIP5 data suggest human-induced climate change has greatly increased the risk of such anomalies.

Earth System Observations. The Gulf of Alaska (GOA) and Bering Sea have been anomalously warm for several years with the warmth peaking in 2016. As a consequence of the high marine heat content (HC) and SSTs, coastal areas of Alaska had their warmest winter–spring of record in 2016 (Walsh et al. 2017) and earliest river ice breakup for multiple Alaska rivers (www.weather.gov/aprfc/breakupDB). Observed marine warmth, impacts on the marine ecosystem, and an attribution analysis using CMIP5 models are presented here.

The marine heat wave was first noted over deep waters of the northeastern Pacific Ocean in January 2014 (Freeland 2014; Bond et al. 2015); anomalous temperatures at coastal GOA stations arrived variously between January and June. Warm temperature anomalies were confined to the top 100 meters until late 2014, after which they penetrated to depths of 300 meters and reached strengths greater than 2 standard deviations (Roemmich and Gilson 2009).

The positive HC anomalies (Fig. 8.1a) reached an extreme in 2016 for the GOA and Bering Sea (Figs. 8.1d,e), with most of the region ranking in the top five warmest HC of record (Fig. ES8.2a). Oceanic temperatures are from GODAS (Saha et al. 2006), NCEP’s high-resolution ocean analysis. HC was calculated by integrating ocean temperature (°C) from the surface to 300 meters or the bottom of each model water column. This value was then divided by the respective water column, the 1981–2010 mean was removed, and the quantity was normalized to allow comparison between the Bering Sea (51°–64.5°N, 180°–160°W) and GOA (50°–60°N, 150°–130°W) regions (Figs. 8.1d,e).
Normalized SST anomalies from 1900 provide context for the anomalies. The 2016 SSTs were the warmest on record for the Bering Sea and the second warmest in the GOA (Figs. 8.1b,c) where 2015 was warmest. SSTs were anomalously warm starting in 2012 (Weller et al. 2015), and most of the GOA and
warm conditions favored some phytoplankton species, which were felt through the entire marine food web. The multiyear nature of the marine heat wave, so cannot be attributed solely to the 2016 event.

The consequences of this persistent warming were felt throughout the entire marine food web. The warm conditions favored some phytoplankton species, and one of the largest harmful algal blooms on record reached the Alaska coast in 2015 (Peterson et al. 2016a). Kachemak Bay had uncommon paralytic shellfish poisoning events and oyster farm closures in 2015 and 2016. Copepods, the crustaceans that form the cornerstone of the open ocean food web, had a higher abundance of smaller species, which provide less nutritious food source to higher trophic levels, including forage fish. The occurrence of more southern copepod species in the GOA likely resulted from the anomalous warmth (Kintisch 2015; Peterson et al. 2016b).

The dramatic mortality events in seabird species such as common murres (Uria aalge) in 2015/16 (tens of thousands of dead birds counted) were attributed to starvation and presumed to be a result of warming-induced effects on food supply (H. Renner 2017, U.S. Fish and Wildlife Service, personal communication). Increased occurrences of diseases were also observed, including sea star wasting disease, first recognized in Kachemak Bay in 2015. (K. Iken 2017, personal observations; Fig. 8.1f).

Over 100 observations of impacts on communities across Alaska were posted to the Local Environmental Observer (LEO) network (http://leonetwork.org) between October 2013 and December 2016. These impacts relate to changes in the acquisition, preservation, quality, and quantity of wild foods. Local observers noted changes in seasonality, weather, ocean conditions, plants, and wildlife, which challenge people engaged in subsistence and commercial activities with increased variability and uncertainty. The lack of winter sea ice in western Alaska delayed or prevented ice-based harvesting of fish, crab, seal, and whale. For shellfish harvests, the warm waters translated into persistent high levels of harmful algae across the GOA and North Pacific as far west as the Aleutian Islands, with concerns about food safety extending to the Bering Strait.

**Impacts.** Ecological and societal impacts of the 2016 marine heat wave are complex but unequivocal. Some marine ecological impacts resulted from the multiyear nature of the marine heat wave, so cannot be attributed solely to the 2016 event.

The warming was primarily confined to the inner GOA shelf in September 2014, suggesting that heat was advected along-shore within the Alaska Coastal Current. By spring 2015 the shelf was uniformly warm and water remained 1°–2°C warmer than normal through September 2016. This heat was accompanied by surface mixed layer shoaling and a strengthening of the near-surface stratification, impacting nutrient availability and the ecosystem.

**Attribution.** The role of anthropogenic climate change in the marine heat wave of 2016 was assessed through an evaluation of CMIP5 model output. Attribution was estimated by comparing SSTs and HC in 60-year segments (to resolve relevant decadal variability such as the Pacific decadal oscillation; PDO) from present and preindustrial climate simulations. Five CMIP5 models were selected (see online supplement material; Walsh et al. 2017b, manuscript submitted to *Environ. Modell. Software*; CCSM4, GFDL-CM3, GISS-E2-R, IPSL-CM5A-LR, and MRI-CGCM3. The models’ trends of SST over the 1900–2005 historical simulations ranged from 0.27° to 0.52°C century⁻¹ (mean = 0.41°C) for the Bering Sea and 0.22° to 0.90°C century⁻¹ (mean = 0.46°C) for the GOA. The corresponding observational values from Figs. 8.1b,c are 0.70° and 0.84°C century⁻¹ for the Bering Sea and GOA. If the models’ century-scale trends represent the anthropogenic forcing signal, then one may argue that the larger values of the observed trends are partially attributable to internal variability.

For the attribution analysis, the present climate period is centered on 2016 and incorporates the historical simulation (1987–2005) and RCP8.5 (2006–46), which is the current trajectory of climate forcing, while the preindustrial climate incorporates a random 60-year period from each model. Monthly HC was calculated using ocean potential temperatures with a procedure similar to that used for GODAS. The SSTs and HCs were then interpolated to the GODAS grid, annual averages were computed, and area-weighted averages were extracted over the Bering Sea and GOA. This yielded 60-year time series for each region, model, and variable (present and preindustrial).

Annual values of SST and HC are warmer in GOA than the Bering Sea. Normalized anomalies using a 1987–2016 base period were used to account for differences in means. For SST and HC the present climate has increasing trends while the preindustrial does not (Figs. 8.2a,b). In all cases the preindustrial climate is...
generally cooler with no extreme positive anomalies comparable to the present climate (Figs. 8.2c,d).

Each model/variable/region was compared with its corresponding 2016 observed normalized anomaly value (see red coloring in Figs. 8.2a,b and vertical dashed lines in Figs. 8.2c,d). The preindustrial period had few cases meeting or exceeding the 2016 anomaly for any region or variable, while the present climate had many more, especially later in the period. For HC the number of years each model exceeded the 2016 anomaly ranged from 11 to 20 (0–2) cases in the present (preindustrial) climate for GOA and 16–24 (0) for Bering Sea. Fewer cases reached 2016 values in SSTs, with 5–18 (0–1) for GOA and 4–11 (0) for Bering Sea. For both variables the Bering Sea region’s preindustrial climate never reached the 2016 observed magnitude.

In this analysis the fraction of attributable risk (FAR; Stott et al. 2004; NASEM 2016) was computed as FAR = 1 − Prob\textsubscript{preindustrial}/Prob\textsubscript{present} with the probability being the exceedance of the observed 2016 normalized anomaly. Bering Sea SSTs had FAR = 1 for all cases, while the GOA’s FARs were 0.88–1 for SST and 0.82–1 for HC (but most models had FAR = 1, i.e., no instances of 2016-like anomalies in the preindustrial climate).

**Conclusion.** The warmth of the Bering Sea in 2016 was unprecedented in the historical record, and the warmth of the GOA nearly so. The FAR values
based on an ensemble of five global climate models indicate that the 2016 warm ocean anomalies cannot be explained without anthropogenic climate warming, although the region’s large internal variability was also a contributing factor (Fig. 8.1 and online supplement material). A strong El Niño with a positive PDO (warm) phase, together with preconditioning of the waters during 2014/15 and the anomalous atmospheric circulation of early 2016, made for a “perfect storm” of marine heating around Alaska. Both anthropogenic forcing and internal variability were necessary for the extreme warmth of the subarctic seas. Our conclusions are consistent with and extend previous findings concerning the 2014 warm SST anomalies in the northeast Pacific (Weller et al. 2015). Additionally, the trajectory of the present climate with RCP8.5 indicates that SST and HC extreme anomalies like 2016 will become common in the coming decades. Given the many impacts of the 2016 anomaly, the future climate projected here will result in a profound shift for people, systems, and species when such warm ocean temperatures become common and not extreme in the GOA and Bering regions.
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9. ANTHROPOGENIC AND NATURAL INFLUENCES ON RECORD 2016 MARINE HEAT WAVES

ERIC C. J. OLIVER, SARAH E. PERKINS-KIRKPATRICK, NEIL J. HOLBROOK, AND NATHANIEL L. BINDOFF

Two of the longest and most intense marine heat waves in 2016 were up to fifty times more likely due to anthropogenic climate change.

Introduction. In 2016 a quarter of the ocean surface experienced either the longest or most intense marine heatwave (Hobday et al. 2016) since satellite records began in 1982. Here we investigate two regions—Northern Australia (NA) and the Bering Sea/Gulf of Alaska (BSGA)—which, in 2016, experienced their most intense marine heat waves (MHWs) in the 35-year record. The NA event triggered mass bleaching of corals in the Great Barrier Reef (Hughes et al. 2017) while the BSGA event likely fed back on the atmosphere leading to modified rainfall and temperature patterns over North America, and it is feared it may lead to widespread species range shifts as was observed during the “Blob” marine heat wave which occurred immediately to the south over 2013–15 (Belles 2016; Cavole et al. 2016). Moreover, from a climate perspective it is interesting to take examples from climate zones with very different oceanographic characteristics (high-latitude and tropics). We demonstrate that these events were several times more likely due to human influences on the climate.

Data and methods. Observations consisted of sea surface temperatures (SSTs) from the daily NOAA OI SST v2 0.25° gridded dataset over 1982–2016 (Reynolds et al. 2007). We also used the in situ-based monthly HadISST 1° gridded dataset over 1900–2016 (Kennedy et al. 2011a,b). SST time series were generated by spatially averaging over (20°–5°S, 110°–155°E) for NA and (50°–65°N, 178°–127°W,) for the BSGA (Figs. 9.1a,b, black boxes). Anomalies were calculated relative to a base period of 1961–90. Daily climatologies were calculated from NOAA OI SST over the period 1982–2005, and in order to reference this to the chosen base period, we offset by the mean warming from 1961–90 to 1982–2005 calculated from HadISST (+0.19°C for both NA and BSGA; see Oliver et al. 2017 for more details).

Marine heat waves were defined as periods when SSTs were above the seasonally varying 90th percentile for at least five consecutive days (Oliver 2015; Hobday et al. 2016). We considered two MHW metrics: duration (time between the start and end dates) and maximum intensity (peak temperature anomaly).

We employed Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012) global climate model simulations of historical and projected future climates. We used daily SST outputs from the historicalNat (representing historical conditions without anthropogenic influence; models are forced by natural volcanic and solar forcing only) and the historical and RCP8.5 experiments (representing historical conditions with anthropogenic influence; models include anthropogenic greenhouse gas and aerosol forcing in addition to natural forcing) from seven models (Table ES9.1). Model climatologies were calculated using a base period of 1961–90; RCP8.5 anomalies were defined relative to the historical run climatology. The nonseasonal daily SST variance (i.e., after removing the climatology) was bias-corrected for each model based on the ratio between the standard deviations of the daily observations and the daily historical runs (see Oliver et al. 2017 for more details).
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MHWs were then identified in all model experiments using the Hobday et al. (2016) definition.

The fraction of attributable risk (FAR) methodology (Lewis and Karoly 2013; King et al. 2015) was used to examine how anthropogenic forcing modified likelihoods of the MHW events. Probability distributions (PDFs) of MHW durations and intensities were calculated from historicalNat (1850–2005, representative of the natural world) and RCP8.5 (2006–20, representative of the present day) experiments. We attributed event duration and intensity separately, and the value attributed was of the next least intense and next shortest event in the observed distribution (Lewis and Karoly 2013). The area of the PDF for values larger than that of the events being attributed was calculated to define the FAR statistic. We calculated 10,000 FAR values by bootstrap sampling with replacement (N = 14 random ensemble members sampled each iteration, half the total number of historical ensemble members), and quoted the first percentile of the resulting FAR distribution (with each ensemble weighted by the inverse of the number of ensembles for that particular model, thereby weighting equally across models). This quantified the degree to which we could be virtually certain (at least 99% probability in IPCC Fifth Assessment Report terminology; http://ipcc.ch/report/ar5/) that anthropogenic forcing modified the event likelihood. Return periods were estimated by taking the number of event occurrences in a model experiment, dividing the total number of model years in that experiment (across all models and ensembles,) and then inverting. Note that the results presented here (FAR and return periods) are dependent on the models used and may change as the models are refined or if a different subset of models and experiments are used.

We also quantified the role of the dominant internally varying climate modes—nearing that these two MHW events co-occurred with the 2015/16 El Niño, the negative phase of the Indian Ocean dipole (IOD) in 2016, and a strongly positive interdecadal Pacific oscillation (IPO) since 2014. Specifically, we examined how the probabilities of all MHWs in the records changed according to the phases of these three modes and quantified statistically how these modes modulated the likelihoods of MHWs generally, rather than the specific events considered above. Climate modes were quantified by the relevant indices calculated from the historicalNat experiment: the Niño-3.4 index, the dipole mode index (DMI), and the tripole mode index (TPI; see online supplement for details). All MHWs in the historicalNat simulations were identified and assigned the climate mode phases during the date of maximum MHW intensity. We compared the distributions of MHW intensities/durations according to their climate mode phases, using a Kolmogorov–Smirnov (KS) test to determine if the distributions were significantly different. We also cal-

Fig. 9.1. 2016 MHWs in (left) NA and (right) BSGA. (a),(b) SST anomalies (°C) during the peak of each event (date indicated in panel) and unhatched areas indicate regions defined as MHW on that date according to the Hobday et al. (2016) definition. (c),(d) Daily SSTs (°C): NOAA OI SST (black), threshold (green), and 1961–90 climatology (gray) (e),(f) SST anomalies (°C) averaged over NA and BSGA during 2014–16. In (c)–(f) red shading indicates the 2016 MHW; lighter shading indicates other detected marine heat waves over the period.
Results. The 2016 marine heat waves in NA and BSGA were contiguous over broad swaths of the ocean (within the boxed regions: 4.76 Mkm$^2$ for NA; 2.45 Mkm$^2$ for BSGA; Figs. 9.1a,b). After averaging SSTs regionally, the NA event (Figs. 9.1c,e, red shading) was the most intense (maximum intensity of +1.6°C on 6 March 2016) and the second longest (224 days, 6 January–16 August 2016) on record; the BSGA event (Figs. 9.1d,f, red shading) was the most intense (maximum intensity of +2.3°C on 19 July 2016) and longest (≥355 days, 12 January 2016–31 December 2016, and extending into 2017 beyond the analysis period).

The probability distributions of NA and BSGA event intensities and durations from the observations and model runs, and the corresponding FAR values are shown in Fig. 9.2. For both intensity and duration, there were clear shifts towards larger events becoming more probable (Figs. 9.2a,b,e,f) in the 2006–20 world (RCP8.5, red lines) over the natural world (1850–2005, historicalNat, blue lines). The NA event intensity was virtually certain to be at least 8.5 times as likely in 2006–20 as compared to a natural world (Fig. 9.2c, dashed line) and NA event duration was virtually certain to be at least 53 times as likely in 2006–20 under anthropogenic climate change as compared to a natural world (Fig. 9.2g, dashed line). The BSGA event intensity was virtually certain to be at least 7.3 times as likely in 2006–20 as compared to a natural world (Fig. 9.2d, dashed line) and BSGA event duration was virtually certain to be at least 7.4 times as likely in 2006–20 under anthropogenic climate change as compared to a natural world (Fig. 9.2h, dashed line). Return periods of these events in the natural world were 1-in-970 years (NA duration), 1-in-170 years (NA intensity), 1-in-130 years (BSGA duration) and 1-in-120 years (BSGA intensity) and in all cases reduced to 1-in-5 years under anthropogenic forcing (RCP8.5, 2006–20).

The pattern of warming associated with anthropogenic forcing is more spatially uniform than the pattern of SST anomalies present during these events (Fig. ES9.1). Therefore, natural internal variability may have also played a role in the occurrence of these events (Table ES9.2). For NA, the distributions of MHW intensities and durations were significantly different between the DMI+ and DMI− phases ($p < 0.01$). The larger events, measured by the 90th percentiles of these distributions, showed MHWs as being longer in duration (74 vs. 40 days) but slightly less intense (0.99°C vs. 1.04°C) during DMI− phases. Frequency also showed a strong response: MHW events were significantly ($p < 0.01$) more/less frequent during DMI− (46.0%) / DMI+ (15.4%). There were no significant differences ($p > 0.01$) between the phases of Niño-3.4 or TPI for either MHW duration or intensity in the NA region; the frequency response was not significant for Niño-3.4 or TPI.

For the BSGA region, the distributions of MHW intensities were significantly different between DMI+ and DMI− phases ($p < 0.01$), with the 90th percentiles showing MHW events as being slightly more intense (1.39°C vs. 1.32°C) during the DMI+ phase. The distributions of durations were significantly different between Niño-3.4+ and Niño-3.4− phases ($p < 0.01$), with 90th percentiles showing MHW events being longer in duration (86 vs. 59 days) during the Niño-3.4+/− phase. The distributions of durations were also significantly different between TPI+ and TPI− phases ($p < 0.01$), with 90th percentiles showing MHW events being longer (85 vs. 65 days) during TPI+. Frequency also showed a significant ($p < 0.01$) response: 41.8% (39.3%) of MHW events occurred during Niño-3.4+ (TPI+) and only 19.3% (23.3%) during Niño-3.4− (TPI−); the frequency response was weaker (but significant) for DMI.

Conclusions. In 2016, both the NA and BSGA regions experienced their most intense MHWs across the 35-year satellite SST record. For BSGA, it was also the longest. We are virtually certain anthropogenic climate change played a role in increasing the likelihood of their event durations and intensities. Importantly, we find that there is attributable human influence regardless of the phase of El Niño, IOD, or IPO, although our findings suggest that natural internal variability also contributed to raising likelihoods. Specifically, we expect the negative IOD in 2016 to have played a role in increasing the NA region MHW event likelihood and duration and, interestingly, not the 2015/16 El Niño. We expect that the 2015/16 El Niño and positive IPO contributed to increasing the BSGA MHW event likelihood and duration in 2016. While both anthropogenic climate change and natural internal variability contributed to the occurrence of these extreme MHWs in 2016, the fact that anthropogenic forcing reduced return periods by a factor of up to two hundred indicated that it was extremely unlikely that natural variability alone led to the observed anomalies.
Fig. 9.2. Attribution of the 2016 MHWs in (left) NA and (right) BSGA using global climate models. Probability distributions of (a),(b) maximum intensity, and (e),(f) duration of all MHWs detected from the observations (thick black line) and the ensemble of CMIP5 historical simulations over 1982–2005 (thin black line), historical-Nat simulations (blue line), and RCP8.5 simulations over 2006–20 (red line). Black and red triangles indicate the properties of the event being attributed and of the 2016 event, respectively. The distribution of FAR values from the RCP85 runs for (c),(d) maximum intensity, and (g),(h) duration (distribution of all bootstrapped values: solid line; 1st percentile: dashed line).
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INTRODUCTION

This is a story of two extreme events—one that was expected but failed to occur and the other that actually did occur but was not anticipated. The one that failed was extreme wetness over Southern California (SCAL) during winter 2015/16, which was predicted by seasonal forecasts. The extreme event that did occur was dryness whose considerable magnitude exacerbated one of the worst droughts on record over SCAL.

 Ranked among the three strongest historical El Niño events, the 2015/16 event fueled apprehensions for flooding rains over California. Analogs were drawn from abundant winter rain during the strong El Niño events of 1982/83 and 1997/98. NOAA’s winter outlook indicated a greater than 60% probability that rain totals over SCAL would be in the upper tercile of the historical distribution (www.cpc.ncep.noaa.gov/products/archives/long_lead/llarc.ind.php).

December 2015–February 2016 precipitation over SCAL was 112 mm, which ranked in the lower tercile of the historical distribution of winter precipitation since 1895 (Fig. 10.1). While not unusual from a historical perspective (Fig. ES10.1a), this dryness was an extreme event when taking account of precipitation likelihoods during strong El Niño conditions (e.g., Hoell et al. 2016). We pose the attribution question whether a transformation of El Niño teleconnections has occurred due to climate change, the effect of which may have made such an extreme dry outcome during 2015/16 more likely than during 1982/83 and 1997/98. Such a transformation could arise from changes in atmospheric circulation that mediates trajectories of tropically forced waves (e.g., Diaz et al. 2001; Meehl and Teng 2007), or from shifts in the intensity and longitude of equatorial Pacific rainfall during El Niño events (e.g., Kug et al. 2009; Wang et al. 2015; Zhou et al. 2014). In this study, we explore whether SCAL rainfall sensitivity to a strong El Niño occurring in 2016 has changed compared to a comparably strong El Niño in 1983.

DATASETS AND METHODS

Observed monthly precipitation for 1901–2016 is from the GPCC gridded 1° resolution analysis (Schneider et al. 2013). Monthly atmospheric circulation for 1948–2016 is from the NCEP/NCAR Reanalysis (Kalnay et al. 1996). Monthly sea surface temperature (SST) and sea ice concentration (SIC) data are based on Hurrell et al. (2008).

Two ensemble suites of climate simulations are analyzed. The first is a 40-member historical transient simulation of the NCAR Community Earth System Model version 1 (CESM1; Kay et al. 2015). These “All-Forcings” simulations span 1920–2005, and use RCP8.5 for 2006–2100. The second is a 20-member ensemble of atmospheric model simulations (AMIP) generated from the atmospheric component of CESM1, named Community Atmospheric Model version 5 (CAM5; Neale et al. 2012). In these AMIP-style experiments spanning 1871–2016, observed time evolving lower boundary conditions (SSTs and SIC) are prescribed globally, while time varying external radiative forcings identical to those used in CESM1 are also specified. The atmospheric model uses horizontal resolution of 0.94° × 1.25° and 30 vertical levels for all simulations.

While the historical AMIP ensemble size is 20-members, the ensemble size was increased to 50 members for the strong El Niño cases of 1982/83 and 2015/16. A parallel set of 50-member AMIP-style runs were conducted for these two strong El Niño events in which SST forcing over an El Niño-core region (15°N–15°S, 175°E–South America) only was specified, while
climatological SSTs were specified over the remaining world oceans. These experiments address how differences in the “flavor of El Niño” alone affected SCAL precipitation in 2016 versus 1983. Further, we address how SSTs over the “rest-of-the-world” affected SCAL precipitation by first calculating differences between the globally forced runs and the El Niño core-region runs, and then comparing these residual estimates for 2016 and 1983.

To test the effect of climate change on the response to strong El Niño, we construct composites of strong El Niño events occurring around 1983 and 2016 by subsampling the 40-member CESM1 ensemble. Hurrell et al. (2013) demonstrate that the CESM1 realistically simulates the magnitude of the observed rise in global surface temperature during recent decades. Using a 15-year period centered in 1983 or 2016, we select all December–February warm events that exceed 1.5 times the standard deviation of the model’s Niño3.4 SST variability (1981–2010 reference). This yields strong El Niño composites having about 30–40 members for each period. Our results are robust to

Fig. 10.1. Rows: Dec–Feb (DJF) total precipitation anomalies (mm) in observation (top), CAM5 AMIP (middle), and CESM1 (bottom) simulations. Shadings indicate difference between DJF of 2015/16 (left column), 1982/83 (middle column) and 1981–2010 climatological mean. Differences between the two strong El Niño winters are shown in right-side panels. Percentage values in each panel indicate departure of area mean of DJF total relative to observed and simulated 1981–2010 climatology of area mean, respectively. Red region denotes SCAL domain used for area averaging.
an alternate method in which El Niño occurrences are calculated relative to each 15-year climatology rather than from the single 1981–2010 climatology.

**Results. a. Observations.** Across all regions of California, less precipitation fell during winter (December–February) 2016 compared to 1983 (Fig. 10.1, top row). For SCAL (Fig. 10.1, red outline), 2016 precipitation was 35% below the 1981–2010 mean, compared to 48% above the mean in 1983. Owing to the positive skew of SCAL climatological winter rainfall, the 2016 total was only 22% below the climatological median. It was thus not particularly extreme when assessed in an unconditional framework. However, winter rainfall statistics derived from the CAM5 AMIP simulations indicate that the observed dryness was an extreme event when conditioned upon the particular global boundary forcing of strong El Niño (Fig. ES10.1b).

The immediate cause for the drastic distinction in SCAL rainfall between 2016 and 1983 is the difference in North Pacific atmospheric circulations. Both winters exhibit features of the well-known canonical El Niño teleconnection pattern (e.g., Horel and Wallace 1981). A key distinction, however, is that the North Pacific 200-hPa negative height anomaly is weaker and shifted farther north into the Gulf of Alaska during 2016 (Fig. 10.2, top row). The circulation difference between those two winters (Fig. 10.2, top right) consists of an anticyclonic anomaly across the central North Pacific which reduced the frequency of storms over SCAL during 2016.

**b. Atmospheric model simulations.** The ensemble mean of CAM5 experiments indicates a SST-forced wet signal over SCAL in 2016 (Fig. 10.1, middle row), consistent with aforementioned forecast guidance. The dryness in 2016 was therefore unlikely due to boundary forcing.

The magnitude of the CAM5 wet signal was diminished in 2016 when compared to 1983, however. Note especially that the simulated difference in ensemble mean California precipitation between these two winters is remarkably similar to the difference in observations. Also, comparison of the model probability density function (PDF) of SCAL precipitation in 2016 versus 1983 (Fig. ES10.1b) indicates increased likelihood for dryness in 2016; the two distributions are significantly different at the 5% level according to a Kolmogorov–Smirnov test. Nonetheless, the magnitude of observed dryness was a low probability within both ensembles.

The dynamical basis for this weaker SCAL wet signal in CAM5 is a weakened and northward displaced North Pacific low pressure in the model’s circulation pattern during 2016 (Fig. 10.2, middle row).
model, whose El Niño driven upper tropospheric wave train agrees well with observations (Fig. 10.2, top and middle rows), indicates that upper tropospheric heights are higher across the entire Pacific basin in 2016 compared to 1983. Importantly for SCAL rainfall, differences between the height patterns of the two events consist of an anomalous anticyclonic circulation across the mid-Pacific basin which steers storms northward in 2016 relative to 1983.

Results from the El Niño core-region experiments confirm that distinct El Niño flavors (e.g., stronger far east Pacific SST warmth in 1983 but stronger central Pacific SST warmth in 2016) did not cause the Pacific–North American differences in the fully forced CAM5 simulations. Rather, the principal climate sensitivity distinguishing these two strong El Niño winters arises from the rest-of-the-world boundary conditions. In 2016 relative to 1983, these drive widespread increases in Pacific basin heights whose main feature is an anticyclonic circulation across the mid-Pacific basin (Fig. ES10.2, bottom right).

c. Coupled model simulations. To understand the AMIP results in the context of climate change, we compare CESM1 strong El Niño impacts on western U.S. precipitation for 2016 and 1983 (Fig. 10.1, bottom row). No statistically significant difference in their El Niño-related composite rainfall occurs over SCAL, even though El Niño events circa 2016 are immersed in a warmer ocean. Consistent with a warmer ocean, CESM1 indicates that climate change increases upper level heights across the entire Pacific basin (Fig. 10.2, bottom row). Importantly, however, these height increases are relatively uniform across the Pacific; there is thus no meaningful shift in the model’s El Niño-related teleconnection and hence little change in the SCAL winter precipitation. The PDF of CESM1 SCAL winter precipitation for El Niño events circa 2016 versus 1983 are statistically indistinguishable according to a Kolmogorov–Smirnov test (Fig. ES10.1c).

Conclusion. Based on transient coupled climate simulations, no transformation of El Niño teleconnections has occurred since 1983 that would materially alter the remote sensitivity of Southern California precipitation to strong El Niño forcing. Both composites of strong El Niño in CESM1 experiments circa 1983 versus 2016 show wet signals over SCAL, with no significant difference in the probability distributions for either extreme wet or extreme dry winters. We conclude that the failure of heavy rains in SCAL during the strong El Niño of 2016, compared to the flooding rains of 1983, does not constitute a climate change effect.

Our analysis of atmospheric simulations does indicate, however, that the actual global boundary forcing in 2016 (especially the rest-of-the-world boundary forcing outside of the El Niño core-region) was significantly less favorable for wet SCAL in 2016 than in 1983. Additional experiments are required to better understand the nature of these rest-of-world boundary conditions that operated in 2016. More research is especially needed to reconcile those conditions with plausible modes of internal natural variability (Berg and Hall 2015; Kumar and Chen 2016).
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II. WAS THE JANUARY 2016 MID-ATLANTIC SNOWSTORM “JONAS” SYMPTOMATIC OF CLIMATE CHANGE?

KLAUS WOLTER, MARTIN HOERLING, JON K. EISCHEID, AND DAVE ALLURED

Model simulations indicate that anthropogenic climate change has made extreme snowstorms less likely over the mid-Atlantic United States. Empirical evidence shows no decline since 1901, with recent storms colder than before.

Introduction. The biggest winter storm of 2016 named “Jonas” over the eastern United States hit the mid-Atlantic states around 23 January, dumping up to 1 m of snow from Virginia to New York (Fig. 11.1a), inflicting around $1 billion (U.S. dollars) in damages and causing 55 fatalities.

This motivated our exploratory inquiry about how heavy winter precipitation events overall, and heavy snowstorms in particular, have changed in the mid-Atlantic region due to long-term climate change. In the eastern United States, heavy rain- and snowstorms have become more frequent during recent decades (Kunkel et al. 2013; Lawrimore et al. 2014). Both El Niño (Smith and O’Brien 2001; Lawrimore et al. 2014) and the negative phase of the NAO (Hoerling et al. 2010; Seager et al. 2010) increase the odds of heavy snow in this region. Given these natural drivers together with the regional rarity of major snowstorms (Changnon et al. 2006), identifying human-induced contributions requires model experimentation, results of which are presented here to augment empirical diagnosis of historical data.

Data and methods. A database of 987 climate stations (GHCN-D) of daily precipitation records since 1901 (Wolter et al. 2016) is used to identify heavy daily precipitation (≥25.4 mm). In the mid-Atlantic, 19 stations (Fig. 11.1b) have nearly complete records of precipitation, snowfall, and temperature during December–March 1900/01 through 2015/16. We define heavy daily snow (≥15.2 cm) in conjunction with heavy daily precipitation. Average temperatures during heavy precipitation days are used to derive an empirical relation of rain/snow transition thresholds for this region, inspired by Collins et al. (2004) and Kienzle (2008).

A 30-member ensemble of historical AMIP-style simulations is conducted with the T159 resolution (~85 km) ECHAM5 atmospheric model (Roeckner et al. 2003). This so-called “factual” simulation—using observed boundary and external radiative forcings—is compared to a parallel 30-member ensemble of “counterfactual” simulations. Linear trends of observed post-1880 sea surface temperatures (SST) are removed from the full time-varying SST; sea ice conditions are set to an early twentieth century climatology; and radiative forcings are altered to their 1880 values in counterfactual runs, thus retaining interannual and decadal variations of boundary forcings related to internal variability (Seager and Hoerling 2014; Sun et al. 2017, manuscript submitted to Wea. Climate Extremes). Simulated daily precipitation and temperature are analyzed for the mid-Atlantic domain of Fig. 11.1b. Heavy daily precipitation events are identified as in observations, and simulated snowstorms are inferred using the empirical relation of rain–snow temperature thresholds derived from observations. We compare factual versus counterfactual statistics of heavy precipitation and snowstorms for 2001–16 to maximize the climate change signal. A model’s ability to simulate realistic storm tracks is an important attribute when considering heavy snowstorms. In this regard, we note...
that storm tracks in the mid-Atlantic region are well represented in CMIP5 models with spatial resolution similar to that of our ECHAM5 experiments (Colle et al. 2015).

Results. (a) Empirical: Winter storm Jonas walloped our mid-Atlantic 19-station network: 12 stations reported daily totals of at least 23 cm of snow (25.4 mm of precipitation); see online supplement for more details.

Figure 11.1c documents the average number of heavy precipitation days per winter season and station on a decadal basis (overall average: 2.2). Figure 11.1d does the same for heavy snow days (average: 0.26). While both time series show an increase over the last 12 decades, their linear trends are not statistically significant due to large decadal variability. Nevertheless, our results for the mid-Atlantic corroborate upward trends in heavy snowstorms since 1901 in the Northeast (Kunkel et al. 2013).

When binned by daily average temperatures (Tave; Table 11.1), heavy precipitation events above +2°C contain little snow [snow-to-rain ratio (S/R) < 1], while those below −6°C guarantee heavy snow days (S/R > 8). We calculated heavy snow water equivalent (SWE; 15.2 mm) days based on assuming that no snow fell above +2°C, all snow below −6°C, and linear fractions in-between. This is similar to Collins et al. (2004) who inferred snowfall in the NCAR CAM3 model using 0°C and −5°C for their all-rain and all-snow thresholds. For the 19 mid-Atlantic stations, a total of 518 calculated heavy SWE days correspond well to 538 observed heavy snow days since 1901.
Heavy snow counts show no significant change since 1901. Surprisingly, heavy snow days have become significantly colder (−2.55°C), in contrast with heavy rain-only days which have warmed slightly (+0.35°C; both in Fig. ES11.1).

(b) Model: Figure 11.2 shows results for the mid-Atlantic region from our model simulations. The Dec–Mar temperature difference between the factual and counterfactual experiments is +0.84°C (Fig. 11.2a) which is lower than the observed trend since 1900 (+1.1°C; Fig. ES11.2a). The corresponding precipitation difference for the same set of runs shows little change (+0.2%; Fig. 11.2b), compared to an observed decline of −4% (Fig. ES11.2b).

For each grid box and ensemble member, heavy precipitation events are extracted for Dec–Mar 2000/01 through 2015/16. Consistent with a wet bias of the model, the average number of such events is 3.7 per grid box in the factual case (Fig. 11.2c), higher than the observed frequency per climate station (2.3; Fig. 11.1c). Model snowstorms are derived by applying the same algorithm to calculate SWE as for observed data. The number of simulated heavy snow days is 0.17 cases per winter and grid box in the factual case (Fig. 11.2d), lower than observed (0.34; Fig. 11.1d).

Given the large model sample size, we find statistically significant changes in the frequency of heavy precipitation and snow days as a consequence of long-term climate change. An increase in the average number of heavy precipitation days of 7.0% is 99% significant for the means, but not for the full distribution [Fig. 11.2c; Komolgorov–Smirnov (K–S) value of 0.13]. A decrease by 17.5% for the average number of heavy snow days (Fig. 11.2d) is significant (t-test: 99%; K–S = 0.07). Comparing the number of events per winter in factual versus counterfactual climates indicates that 68.5% of the factual precipitation seasons exceed the counterfactual median (3.5 events per winter; Fig. 11.2c), a 37% increase in the relative risk of heavy precipitation events. By contrast, for heavy snowstorms, only 24.1% of the factual model seasons exceed the counterfactual median (0.2 events per winter; Fig. 11.2d), a 52% decrease in the relative risk of heavy snowstorms. Thus, the modeled likelihood of experiencing a heavy snowstorm has decreased in recent decades, as a result of climate change alone.

Comparing the probability distributions of both factual and counterfactual runs shows a wide spread in outcomes for heavy precipitation and snow events (Fig. 11.2c,d). This suggests low confidence in detecting the forced signal from a single sample of historical data. Concerning the model’s forced signal,

<table>
<thead>
<tr>
<th>Tave (°C)</th>
<th>#rain</th>
<th>#snow</th>
<th>%snow</th>
<th>&lt;S/R&gt;</th>
<th>%6+:1</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥6°C</td>
<td>1783</td>
<td>43</td>
<td>2.4%</td>
<td>0.05</td>
<td>0.1%</td>
</tr>
<tr>
<td>≥5/&lt;6</td>
<td>372</td>
<td>33</td>
<td>8.1%</td>
<td>0.17</td>
<td>0.7%</td>
</tr>
<tr>
<td>≥4/&lt;5</td>
<td>256</td>
<td>38</td>
<td>12.9%</td>
<td>0.26</td>
<td>1.0%</td>
</tr>
<tr>
<td>≥3/&lt;4</td>
<td>324</td>
<td>67</td>
<td>17.1%</td>
<td>0.36</td>
<td>1.5%</td>
</tr>
<tr>
<td>≥2/&lt;3</td>
<td>208</td>
<td>88</td>
<td>29.7%</td>
<td>0.77</td>
<td>3.7%</td>
</tr>
<tr>
<td>≥1/&lt;2</td>
<td>203</td>
<td>127</td>
<td>38.5%</td>
<td>1.21</td>
<td>5.8%</td>
</tr>
<tr>
<td>≥0/&lt;1</td>
<td>119</td>
<td>177</td>
<td>59.8%</td>
<td>2.51</td>
<td>15.9%</td>
</tr>
<tr>
<td>≥−1/&lt;0</td>
<td>060</td>
<td>117</td>
<td>66.1%</td>
<td>2.85</td>
<td>20.8%</td>
</tr>
<tr>
<td>≥−2/&lt;−1</td>
<td>036</td>
<td>173</td>
<td>82.8%</td>
<td>4.06</td>
<td>30.6%</td>
</tr>
<tr>
<td>≥−3/&lt;−2</td>
<td>017</td>
<td>093</td>
<td>84.5%</td>
<td>4.88</td>
<td>40.0%</td>
</tr>
<tr>
<td>≥−4/&lt;−3</td>
<td>018</td>
<td>094</td>
<td>83.9%</td>
<td>5.48</td>
<td>45.6%</td>
</tr>
<tr>
<td>≥−5/&lt;−4</td>
<td>012</td>
<td>054</td>
<td>81.8%</td>
<td>5.41</td>
<td>45.5%</td>
</tr>
<tr>
<td>≥−6/&lt;−5</td>
<td>005</td>
<td>031</td>
<td>86.1%</td>
<td>7.28</td>
<td>61.1%</td>
</tr>
<tr>
<td>&lt;−6°C</td>
<td>003</td>
<td>117</td>
<td>97.5%</td>
<td>8.14</td>
<td>69.2%</td>
</tr>
</tbody>
</table>

Heavy snow counts show no significant change since 1901. Surprisingly, heavy snow days have become significantly colder (~2.55°C), in contrast with heavy rain-only days which have warmed slightly (~0.35°C; both in Fig. ES11.1).

Table 11.1. Nineteen mid-Atlantic stations with more than 90% daily data for Dec–Mar 1900/01–2015/16, focusing on heavy daily precipitation events (25.4 mm+). “Tave” refers to daily average temperature bins (in 1°C steps between +6°C and −6°C); “#rain” refers to total number of rain-only events; “#snow” lists total number of heavy precipitation events with more than trace of snow; “%snow” gives percentage of the snowy days to total count (#snow*100/(#rain+#snow)); “<S/R>” refers to total amount of snow divided by total amount of precipitation in each temperature bin; and “%6+:1” refers to percentage of snowy days with snow:rain ratio of 6:1 or higher. In each column, biggest values are highlighted in green, lowest in red.
A key ingredient in its decrease of heavy snowstorms must be its increase in average temperature during modeled heavy precipitation days. More frequent heavy precipitation events alone—a plausible symptom of increased water vapor in a warmer climate (Hartmann et al. 2014)—would have implied more snowstorms. However, an increase in temperature more than countervailed the increase in moisture, yielding less heavy snowstorms.

Concluding remarks. Jonas was one of the most severe mid-Atlantic snowstorms of the last century (see http://nypost.com/2016/01/28/winter-storm-jonas-ranks-4th-worst-among-northeast-snowstorms/). We address how a class of such storms rather than Jonas itself are affected by anthropogenic climate change. Heavy snowstorm statistics derived from parallel climate experiments, one subjected to current climate conditions, the other subjected to conditions of the late nineteenth century, indicate a 52% decrease in the relative risk of experiencing a heavy snowstorm. Warmer temperatures dominated over the occurrence of more frequent heavy precipitation events in the model leading to fewer heavy snowstorms in the current climate. By contrast, the long-term observational record shows more heavy snowstorms in recent decades.
We reconcile these differences between the modeled and observed changes in heavy snowstorms by noting the large spread among the 30-members of ECHAM5 simulated mid-Atlantic snowstorm changes, implying low detectability of a change signal at this time. Heavy snowstorms are rare in the mid-Atlantic region, and their probability is affected by various natural drivers (El Niño, atmospheric blocking). Recent mid-Atlantic snowstorms were colder than those of the earlier twentieth century, contrary to a general winter warming trend in the region. It is plausible that internal variations in weather patterns responsible for mid-Atlantic snowstorms have dominated the observed increase. For instance, an eastward shift of storm tracks to slightly more offshore could cool the air mass during heavy precipitation events, allowing for heavy snow to fall over a wider reach of the mid-Atlantic (Changnon et al. 2008). In this regard, our results show a temperature increase of +0.3°C during model snowstorms, in contrast with the cooling trend in observed snowstorms since 1901 (−2.55°C), which may be due to natural decadal variations in storm tracks.

We further speculate that the wide observed range of temperatures during heavy snowstorms, many of them colder than −6°C, should allow for a continuation of at least some heavy snowstorm activity well into the future. This is consistent with O’Gorman’s (2014) projection of only a slight decrease in the frequency of future extreme snowstorms compared to a much bigger decrease in seasonal snowfall totals for much of the northern midlatitudes. Meanwhile, the number of heavy mid-Atlantic snowstorms during the month of March has indeed declined compared to previous decades (Table ES11.1). Perhaps the future is showing its hand after all.
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REFERENCES


12. ANTHROPOGENIC FORCINGS AND ASSOCIATED CHANGES IN FIRE RISK IN WESTERN NORTH AMERICA AND AUSTRALIA DURING 2015/16

SIMON F. B. TETT, ALEXANDER FALK, MEGAN ROGERS, FIONA SPULER, CALUM TURNER, JOSHUA WAINWRIGHT, OSCAR DIMDORF-MILES, SAM KNIGHT, NICOLAS FREYCHET, MICHAEL J. MINETER, AND CAROLINE E. R. LEHMANN

Extreme vapor pressure deficits (VPD) have been associated with enhanced wildfire risk. Using one model, we found for 2015/16 that human influences quintupled the risk of extreme VPD for western North America and increased the risk for extratropical Australia.

Introduction. In 2016, about 3.6 million hectares of land burned in the United States and Canada (NIFC 2017; NFDF 2017). In Canada, a wildfire southwest of Fort McMurray, Alberta, caused the largest wildfire evacuation in Alberta’s history and destroyed 2400 homes in 2016 (McConnell 2016). Abatzoglou and Williams (2016; AP16 from hereon) showed that anthropogenic climate change has increased forest fire activity in the western United States. This raises the question if anthropogenic forcing are increasing the risk of devastating events outside this region such as the Canadian Fort McMurray fire.

During the Australian summer of 2015/16, the country experienced high numbers of bushfires: the southwest and southeast of the country were most affected with more than 100,000 hectares of vegetation burned in Tasmania (ABC News 2016a). Over the course of this summer, 408 residential and 500 non-residential buildings were destroyed nationwide. This fire season was moderately destructive with insured losses of about AUD $350 million (ABC News 2016b).

AP16 found for the western United States a strong link between the spring–summer vapor pressure deficit (VPD) and the annual burned area. In this paper, we build on this work using monthly average VPD as a proxy for fire risk during the summer of 2016 for extratropical Australia (October–February) and western North America (May–August) though this link has not been directly established for either region. VPD is an absolute measure of the state of atmospheric moisture, specifically the difference between the saturation vapor pressure and the actual vapor pressure of the atmosphere (Seagar et al. 2015). Changes in VPD are associated with the drying of both live vegetation and litter fuels, and it is only when vegetation and litter fuels are sufficiently dry that fires can both ignite and spread (Bradstock 2010).

Methods. To estimate the effect of anthropogenic climate change on VPD in western North America and extratropical Australia, we compared three different ensembles of the HadAM3P atmosphere-only model (Massey et al. 2015), which has a resolution of 1.875° × 1.25°, with each other and the ERA-Interim (ERAI) reanalysis (Dee et al. 2011). The ensembles are:

- **Hist15–16**: Driven by observed sea surface temperatures (SST), sea ice coverage (SIC) as well as current concentrations of greenhouse gases and estimates of aerosol emissions (updated from Tett et al. 2013).
- **Nat15–16**: Driven by SST, SIC, greenhouse gases, and aerosol emissions as they are estimated to have been without human induced climate change with natural SST (Fig. ES12.1a) and SIC conditions described in the online supplement.
- **Historical**: Ensemble of 5 continuous simulations from December 1959 to November 2009 described by Tett et al. (2013).

Both Hist15–16 and Nat15–16 have 24 members, each using slightly different initial conditions, starting in December 2014 and ending in August 2016. We analyze the 12-month period September 2015 to
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August 2016. VPD is defined as (Seager et al. 2015; Wallace and Hobbs 2006):

\[
VPD = e_s - e \quad \text{and} \quad e = \frac{e}{RH}
\]

and, neglecting moisture mass in the atmosphere, can be rewritten as:

\[
VPD = \frac{M_{\text{avg}}}{M_{\text{dry}}} q \left( \frac{1}{RH} - 1 \right) \quad \text{Eq. (1)}
\]

where \(e(e_s)\) is the (saturated) vapor pressure, \(q\) the specific humidity, \(p^*\) the surface pressure, and \(RH\) the relative humidity near the surface.

We computed VPD in the HadAM3P simulations and ERAI reanalysis using Eq. (1) applied to grid-ded monthly mean data neglecting nonlinearity. For HadAM3P, \(q\) and \(RH\) were 1.5 meter values while for ERAI we interpolated \(q\) and \(RH\) from monthly mean pressure level data to the surface. We use as a reference period the 30 years 01 December 1979–30 November 2009 and VPD, \(q_{\text{sat}}(q/RH)\), \(q\), and \(p^*\) were converted to anomalies against this period from the Historical or ERAI values.

The western North America (WNA) region was defined as in Giorgi and Francisco (2000; GF00), while we defined an extratropical Australian region (extAUS) as the GF00 AUS region south of 23.5°S. Fire does not occur in all places in the regions, so we defined a fire-mask to keep locations in our analysis where fire occurs. This mask was constructed from the MODIS CMG dataset using Aqua satellite measurements (Giglio et al. 2009) for 2003–16. Each 0.5° × 0.5° grid box and climatological month, was defined as a fire grid box if the fraction of pixels with fire detected for 2003–16 was greater than 10⁻⁵ (Figs. ES12.1b–e show regions and fraction of fire pixels for January and July). The 10⁻⁵ is arbitrary and corresponds to roughly one detected fire pixel per month. Simulated (and reanalysis) VPD, \(q\), \(RH\), \(q_{\text{sat}}(q/RH)\), and \(p^*\) anomalies and normals were bilinearly interpolated to this grid from the model/reanalysis grid, data only kept at fire grid boxes, and then area

---

Fig. 12.1. VPD (Pa) comparison between ERAI (black dot-dashed, squares) and Historical (black lines, circles): (a),(c) 01 Dec 1979–Nov 2009 normals; (b),(d) std. dev. for WNA and extAUS, respectively. Gray shading indicates where reanalysis and Historical std. dev. are consistent (5%–95%). Std. dev for Sep 2105–Aug 2016 from Hist15–16 (red circles, lines) and Nat15–16 (blue triangles, dashed lines) are also shown in (b),(d). The x-axis on all plots shows climatological month (labels on bottom plots only).
averaged over the two regions to produce time series. It is these time series that we subsequently analyze. Uncertainties on ensemble averages were computed by bootstrapping (Efron and Tibshirani 1994) over the ensemble members.

We define as a threshold for extreme events the ERAI maximum regional average VPD anomaly, for each calendar month, from the reference period corresponding to a one-in-30-year event. To compute the risk of exceeding this threshold we compute, for each month, the fraction of the Nat15–16 and Hist15–16 anomalies that exceed it. We test sensitivity to variance errors by scaling the Hist15–16 and Nat15–16 anomalies by the ratio of the monthly mean standard deviations from ERAI and Historical anomalies for the reference period.

**Results.** Model simulations are evaluated by comparing the Historical ensemble with ERAI. HadAM3P’s VPD biases are small relative to the annual cycle though are negative for most of the year in WNA (Fig. 12.1a) with largest differences in June of −180 Pa. HadAM3P VPD variance appears consistent with that of ERAI (Fig. 12.1b) though the model has significantly smaller variance than ERAI for January–March, and there is no strong evidence of an increase in variability due to human forcings.

For extAUS Historical mean, VPD is, apart from November and December, consistent with that from ERAI (Fig. 12.1c). In November and December biases peak at about +120 Pa. Variability from reanalysis and HadAM3P is broadly consistent though reanalysis variability during austral summer is generally larger than simulated in HadAM3P. For most of the year, extAUS has larger variability in Hist15–16 and Historical than in Nat15–16 (Fig. 12.1d). Mean VPD values peak in WNA in June–August while in extAUS they are largest during October–February. It is these components of the annual cycle we subsequently focus on.

We now compare ensemble means from Hist15–16 with Nat15–16. For WNA, differences between the two ensembles are significant throughout most of the year with largest differences in July and August 2016 (Fig. 12.2a). For extAUS the Hist15–16 (Nat15–16)
ensemble has positive (negative) anomalies for most of the period suggesting that human influences have increased VPD. However, during December 2015 and January 2016 Nat15–16 shows positive anomalies.

We compare the Hist15–16 ensemble anomalies with ERAI (Fig. 12.2b). For both regions Hist15–16 is broadly consistent with ERAI though extAUS in October 2015, and WNA in February 2016 are exceptions to this (Fig. 12.2b). ERAI VPD values for September 2015 to August 2016, though generally larger than Nat15–16, are not very exceptional with almost all values being smaller than the maximum 1979–2009 VPD value. Maximum ERAI anomalies occur throughout the reference period with no obviously preferred year (or decade).

We now investigate the probability, for both ensembles, of crossing the 1979–2009 threshold. In extAUS, only in January 2016 do any of the Nat15–16 members cross the ERAI threshold (Fig. 12.2c). In WNA, the threshold is exceeded once in each of September through November 2015. For extAUS, there is an approximate doubling of the probability of exceeding the thresholds for October–February with a probability of about 7% (4%) for Hist15–16 (Nat15–16). May 2016, when the Fort McMurray fires started, has near-zero anomaly for WNA in both ensembles and reanalysis suggesting that this event was not strongly linked to continental scale VPD changes, and no ensemble members cross the 30-year threshold (Fig. 12.2c) during this month. However, during June 16–August 16, we find several extreme VPD values in the Hist15–16 ensemble, and no such events in the Nat15–16 ensemble (Fig. 12.2c). The average probability of crossing the threshold during this period is 19%. Making a relative risk estimate is difficult when the probability of events in the natural world are small. Being very conservative we assume, with 24 ensemble members, that the probability of crossing the threshold in Nat15–16 is 4% (1/24) giving a risk ratio of about 5, though larger values are possible.

We tested the sensitivity of these results to correcting for variance errors and found little sensitivity in WNA, but the risk for extAUS changed to 12% (3%) for Hist15–16 (Nat15–16) suggesting a risk ratio of about 4. Being conservative and taking the risk of 1:30 events for Nat15–16 as 4% then the risk of extreme VPD events, in extAUS, has increased by 2–3 times.

Our estimation of risk ratios is dependent on HadAM3P and the boundary conditions used. HadAM3P compares well with the ERAI VPD climatology (Fig. 12.1a) and the reanalysis values for September 2015–August 2016 are largely contained within the Hist15–16 ensemble (Fig. 12.2a). We decompose the changes in VPD into changes in saturated humidity, surface pressure, relative humidity, and residual effects (see online supplement and Fig. ES12.2). We find that changes in saturated humidity (likely dominated by changes in temperature) and relative humidity (likely model sensitive) are the dominant drivers of VPD in both regions. In WNA, changes in $q_{sa}$ make the largest contribution with a small enhancement by reductions in RH. In contrast, for extAUS changes in RH offset changes in $q_{sat}$ suggesting some model sensitivity in that region. Overall, we conclude that for WNA that human influences have very considerably increased the risk of extreme VPD values in June–August 2016, though not for the Fort McMurray fire period in May. For extratropical Australia, we find a weaker human influence with a doubling of the risk of extreme VPD. Assuming wildfire in extAUS and WNA, like in the western United States, is related to VPD then human influences have considerably increased the risk of one-in-30-year wildfire events.
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13. A Multimethod Attribution Analysis of the Prolonged Northeast Brazil Hydrometeorological Drought (2012–16)

Eduardo S. P. R. Martins, Caio A. S. Coelho, Rein Haarsma, Friederike E. L. Otto, Andrew D. King, Geert Jan van Oldenborgh, Sarah Kew, Sjouke Philip, Francisco C. Vasconcelos Junior, and Heidi Cullen

Northeast Brazil experienced profound water shortages in 2016 due to a five-year drought. Using multiple methods, we could not find sufficient evidence that anthropogenic climate change increased drought risk.

Introduction. The northeast Brazil region (NEB, defined as the land area in 7°–21°S, 36°–47°W; Fig. 13.1a) has experienced a remarkable drought during the 5-year period between 2012–16 (Fig. 13.1c). The NEB encompasses the largest regional water supply system of Brazil, the São Francisco River Basin (SFRB), which is of great importance not solely for human consumption, but also for agricultural and hydropower production. During the 2012–16 drought, this system suffered major impacts due to water shortages affecting several sectors. Southern NEB experiences the wet season during austral summer and the dry season during austral winter. Central NEB has a semi-arid climate with reduced precipitation, relative to the rest of Brazil, during all seasons. Northern NEB experiences the wet season during austral autumn and is predominantly dry during the other seasons. The region is prone to frequent droughts most often associated with El Niño (Ropelewski and Halpert 1987, 1989) and/or the positive (northward) anomalous sea surface temperature (SST) gradient between tropical north and south Atlantic (Moura and Shukla 1981). However, the beginning of the 2012–16 drought has been documented not to be associated to El Niño (Rodrigues and McPhaden 2014; Marengo et al. 2016).
essment solely based on meteorological aspects is not sufficient to inform public decisions. The combination of the physical event, vulnerability, and exposure of millions of people living in rural and urban areas represent the true impact (Field et al. 2012).

**Data and methods.** This paper performs an assessment and attribution analysis of the 2016 NEB drought event through a multimethod investigation of 12-month (January to December 2016) and multiyear (2012–16) accumulated precipitation, water balance ($P-E$), and 12-month hydrological flow ($Q$). The methods include:

1. Estimation of return periods for the 2016 and 2012–16 drought events based on historical records (1900–2016). Return periods were obtained by inverting the fit of annual accumulation of monthly mean precipitation to a Gaussian distribution that scales with the smoothed global mean surface temperature (GMST). Global warming is factored in by allowing the Gaussian fit to be a function of the (low-pass filtered) GMST. It is assumed that the scale parameter
(i.e., the standard deviation) scales with the position parameter (i.e., the mean) of the Gaussian fit. This observational analysis is based on the GPCC-V7 analysis up to 2013 (Global Precipitation Climatology Centre; Schneider et al. 2014), and the GPCC monitoring V5 analysis for 2014–16, designed to be compatible with each other.

(ii) Estimation of the change in drought risk for this event by comparing model simulations of the current climate with simulations of the climate in a “world that might have been” if the atmospheric composition through greenhouse gas emissions had not been changed. We use the distributed computing framework—weather@home—to run the Met Office Hadley Centre atmosphere-only general circulation model HadAM3P (Massey et al. 2015) to simulate precipitation and $P−E$ in two different ensembles representing: 1) observed climate conditions of 2016, and 2) counterfactual conditions under preindustrial greenhouse gas forcings and 11 different SST estimates without human influence (Schaller et al. 2014).

(iii) A similar procedure as in (ii) but instead using coupled multimodel ensemble simulations (CMIP5; Taylor et al. 2012) and the SST-forced HadGEM3-A model (Christidis et al. 2013).

(iv) Downscaling HadAM3P precipitation and evaporation using a hydrological model (Lopes et al. 1981) for estimating flows for both High (Três Marias) and Medium (Sobradinho) São Francisco hydrographic regions.

Results. Drought conditions were observed over NEB during 2012–15 and continued into 2016 for most of the region (Fig. 13.1a). Figures 13.1.c,d show NEB 12-month and 5-year running mean time series, respectively. While the severity of the 2012–16 drought is evident, no historical trend is discernible in either of the series. The return period for the 2016 drought is about 4 years [95% confidence interval (CI): 2–9 years (Fig. 13.1e)]; however the continuous 2012–16 drought has a return period of 350 years [95% CI: at least 135 years (Fig. 13.1f)], characterizing this drought as exceptional. There is no autocorrelation in the series, so the 5-year drought is a combination of 1-year droughts. Note that with 100 years of this data, only trend changes that exceed a roughly twofold increase or decrease in probability can be detected.

The NEB annual mean precipitation weather@home analysis (Fig. 13.2a) shows that low precipitation extremes have become slightly less likely due to anthropogenic forcing: what would have been a 1-in-4-year precipitation deficit event like the 2016 event has become approximately a 1-in-6-year event with a risk ratio of 0.70 (95% CI: 0.55–0.84). The $P−E$ analysis (Fig. 13.2d) also indicates a reduction in drought risk. For future precipitation projections under a 2°C scenario (Mitchell et al. 2017), the picture is different (not shown) with a marked increase in low precipitation extremes in consistency with the CMIP5 analysis below.

Our CMIP5 analysis used eight climate models passing our evaluation test of satisfactorily capturing the observed NEB annual precipitation anomalies distribution (see online supplementary material). Using these models we compared the likelihood of 1- and 5-year precipitation deficits comparable to the 2016 and 2012–16 events, respectively (Figs. 13.2b,e). Our multimodel analysis indicates that climate change has increased the probability of such prolonged low precipitation events, although there is high uncertainty on the magnitude of that influence (Fig. 13.2i). In future, precipitation deficits like 2016 or the last five years are projected to be even more likely. There is also no detectable change in $P−E$ due to human-induced climate change (Fig. 13.2c,f) presumably because the increase in evaporation cancels the increase in precipitation. The HadGEM3-A analysis indicates reduced risk for low precipitation events due to anthropogenic forcing, with even higher uncertainty than CMIP5 (Figs. 13.2i).

The comparison of the probability density functions (PDF) for 2016 annual flow under preanthropogenic (counterfactual ensemble) and current emissions (actual ensemble) for both SFRB regions (Figs. 13.2g,h) reveals slightly reduced risk of extreme low flow as observed in 2016 due to anthropogenic forcing.

Conclusions. The observational analysis confirmed that droughts are common over NEB, but prolonged droughts comparable to the current one are exceptional, as highlighted by the impressive return period for the 2012–16 drought of at least 135 years.

The weather@home simulations indicated that anthropogenic climate change is not contributing to increased risk of single-year droughts over NEB, which is in line with the hydrological analysis that also did not indicate increased risk for extreme low flow. This is consistent with the observational analysis that did not indicate a trend toward drier conditions up to now as an association with global mean temperature (see Fig. ES13.1e). Despite the CMIP5 analysis indicating increased likelihood of 1- and 5-year precipitation deficits over NEB due
to anthropogenic forcing, an uncertainty analysis of the 1-year precipitation risk ratio results shows that the evidence is weighted toward natural climate variability as the principle driver, as summarized in Fig. 13.2i. Most CIs include the risk ratio equal to 1 indicating that no change in drought risk can be detected or attributed. Our multimethod analysis suggests that there is not enough evidence that anthropogenic climate change increased drought risk. In future projections under strong radiative forcing, both weather@home and CMIP5 indicate increased risk for extremely dry events.

The 2012–16 drought might also have been prolonged by a positive hydrological cycle feedback. The possibility of a positive feedback between precipitation and soil moisture and the existence of multiple equilibria was theoretically suggested by D’Andrea et al. (2006). Oyama and Nobre (2003) and Hirota et al. (2011) investigated this feedback for NEB showing that land surface and vegetation changes could induce tipping points and multiple equilibria. A similar investigation focused on the 2012–16 event could help advance the understanding of the mechanisms associated to the observed drought.

**Fig. 13.2.** (a) Return period curve obtained by inverting the empirical distribution fit of total precipitation anomalies averaged over NEB land grid points for the year 2016 in HadAM3P; (b) PDF of annual precipitation anomalies (from a 1961–90 historical climatology) averaged over NEB land grid points in climate simulations under natural influences only (blue), all-forcings (orange) and projected forcings under the RCP8.5 scenario in 2050 (red). The dashed line shows the observed 2016 anomaly; (c) Same as (b), but for annual $P-E$ anomalies; (d) Return period curve of 12-month mean $P-E$ (for the year 2016) averaged over NEB land grid points in HadAM3P; (e) Same as (b), but for 5-year precipitation anomalies. The dashed line shows the observed 2012–16 anomaly; (f) Same as (e), but for 5-year $P-E$ anomalies; (g) High São Francisco (Três Marias); (h) Medium São Francisco (Sobradinho) annual flow PDF for 2016 estimated using HadAM3P simulations; (i) Risk ratio and 95% CIs (represented by the horizontal thick bars) for annual precipitation accumulation in GPCC, weather@home, HadGEM3-A, and CMIP5. HadGEM3-A experiments were performed for the European Climate Extremes: Interpretation and Attribution (EUCLEIA) project by the Met Office. A risk ratio larger (smaller) than 1 indicates a trend toward more (less) severe droughts.
Government responses to the past and present droughts have common characteristics that severely prevent drought risk mitigation through improved response and relief, long-term resilience building, and adaptation measures (Martins et al. 2016). This is particularly true for the multiyear drought (2012–16) analyzed in this paper.
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14. ATTRIBUTION OF WINTERTIME ANTICYCLONIC STAGNATION CONTRIBUTING TO AIR POLLUTION IN WESTERN EUROPE

ROBERT VAUTARD, AUGUSTIN COLETTE, ERIK VAN MEIJAARD, FREDERIK MELEUX, GREET JAN VAN OLDENBOORGH, FRIEDERIKE OTTO, ISABELLE TOBIN, AND PASCAL YIOU

Climate simulations suggest a potential increase in frequency of stagnant wintertime conditions that prevailed over northwestern Europe in December 2016: it is significant in one multimodel ensemble but not in two single-model ensembles.

Introduction. In December 2016, western European weather was dominated by persistent anticyclonic conditions (Fig. 14.1a) leading to dry and calm weather. At this time of year, solar radiation does not bring enough energy to develop a well-mixed boundary layer under such calm conditions. The resulting lack of dispersion led to several air pollution episodes in western Europe, as pollutants such as particulate matter (PM10) accumulated. PM10 concentrations reached very high values over the main European air pollution hotspots: the Po-Valley, eastern Europe, and the northern France, Benelux, southern United Kingdom region, which is the primary focus of the present study (marked as a rectangle in Fig. 14.1b).

December 2016 was also among the least windy winter months of the last three decades (Fig. 14.1c), as measured from observed wind speeds over 53 measurement stations in the high-emission area. The mean observed concentrations of PM10 in that area were 25.4 µg m⁻³ that is 55% above expected average of 16.4 µg m⁻³ accounting for the decadal decreasing trend (Fig. 14.1d). Traffic bans took place in several places such as in Paris (six ban days). The question as to whether climate change had a role in such an event was raised by the media.

Detecting a climate change signal in air pollution is difficult as other factors than climatic ones such as emission reduction policies that took place over the last two decades are important. However, several modeling studies showed potential effects of future climate change on particulate matter levels from individual (Carvalho et al. 2010; Colette et al. 2013; Hedegaard et al. 2008, 2013; Manders et al. 2012; Markakis et al. 2014) or ensemble simulations (Lacressonnière et al. 2016, 2017; Lemaire 2016). These studies characterized mean pollutant concentration changes, but potential changes in air pollution episode frequency did not receive much attention.

Air pollution results from emissions and several potential meteorological factors: lack of dispersion, lack of precipitation scavenging, and chemical reactions. We focus on one of the main weather factors, the lack of dispersion by horizontal wind. We hypothesize that December monthly winds (as shown among points in Fig. 14.1d) are strong drivers of air pollution as they are more anticorrelated with PM10 concentrations of Fig. 14.1d ($r = -0.75$) than monthly precipitations ($r = -0.51$) over the area and over the 2001–16 period. Shallow planetary boundary layers are also important, but long-term measurements and model assessments are lacking for attribution studies. Near-surface wind speeds are determined by the large-scale circulation, which forces the wind in the free atmosphere, and by surface roughness and stability, which modulate near-surface momentum fluxes. We examine whether human influence could have affected stagnation episodes at monthly time scales. This issue is of particular relevance as previous studies showed that more stagnant conditions are expected (Horton et al. 2014), as well as a decrease in mean wind speeds and wind power production (Tobin et al. 2016) in future decades in some areas of Europe, however not over the area under consideration.
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Over the last three decades, monthly surface wind speed observations exhibit a significant increase in stagnant wintertime monthly conditions (Fig. 14.1c), when considering all winter months \( p < 0.05 \) but not when considering the least windy month. Such a trend may be part of the general “wind stilling” (Vautard et al. 2010; McVicar et al. 2012). Whether this can be linked with climate change is difficult to establish as other possible causes such as urbanization or forest growth may interfere.

**Event definition and observations.** The indicator used here to characterize stagnation is the minimum monthly mean wind speed in each winter month (from November to February). The spatial wind speed average is done over the land area of high emission centers in western Europe, including the cities of Paris, London, Hamburg, the densely populated area of Benelux and the industrial Ruhr area (48°–54°N, 1°W–10°E; see Fig. 14.1b). Observations were taken from 53 cup anemometer measurements in the ISD-Lite archive (Smith et al. 2011), mostly coming from airport weather reports. The stations were selected to ensure sufficient time coverage (at least 30 years of 3-hourly values with presence over at least 20 days for each month and hour of the day). The 3-hourly Watch Forcing Data ERA Interim (WFDEI) gridded dataset (Weedon et al. 2014), which guarantees homogeneous

![Fig. 14.1. (a) Mean sea level pressure anomaly (Pa) map for monthly average for Dec 2016; (b) PM10 (µg m\(^{-3}\)) monthly mean over Dec 2016 in median ensemble of 7 chemistry–transport models of Copernicus Atmospheric Monitoring Service: Chimere, EMEP, Silam, Lotos-Euros, Mocage, Eurad, and Match (Marécal et al. 2015); (c) Dots: Nov to Mar monthly mean wind speed values (m s\(^{-1}\)) for each winter month as averaged over 53 ISD-Lite measurement stations within area under consideration; Black heavy curve: Winter minimum of observed monthly wind speeds; Red curve: Same as black curve using WFDEI winds, interpolated to station points with nearest neighbor method; Blue curve: Same as Red but using gridpoint average, over land grid points; straight lines: linear trends for all winter months (red) and the least windy month of each winter (black). To estimate offset between two types of averages and to estimate WFDEI-equivalent monthly wind speed from observations for Dec 2016; (d) Dec average of PM10 concentration (µg m\(^{-3}\)) at about 50 background stations over selected area for 2001 to 2016 in EEA e-reporting air quality database. Dotted line indicates linear fit for 2001–15 period and red dot, estimated value for 2016, according to fit.](image-url)
previous winter monthly wind speed lower than observed in December 2016 (3.15 m s\(^{-1}\)). December 2016 is found to be a ~10-year event. For HadGEM3-A, actual and natural simulations do not show much difference in the extreme low wind speeds, despite a systematically higher probability in the natural than in the actual simulations for less extreme months (see Fig. 14.2a).

In the EURO-CORDEX ensemble, wind speeds lower than Dec 2016 become more than twice as probable in the current climate than in the 1971–2000 climate [risk ratio = 2.4 (1.7–3.7); see Table ES14.1 and details of calculation of confidence intervals]. For the RACMO ensemble, there is a nonsignificant increase in frequency of low mean monthly wind speed [risk ratio = 1.3 (0.9–2.0)]. When combining the last two ensembles, using therefore 27 simulations, the risk ratio becomes 1.7 (1.3–2.3). The risk ratio [1.2 (1.0–1.5)] is lower but remains significant when taking all ensembles together, but this combined estimate requires prudence in interpretation as time periods differ and ensembles are of different nature. For RACMO and EURO-CORDEX, changes are also found for future periods (2031–60; see Figs. 14.2b,c and Table ES14.1). This is in agreement with the widening of the distribution as revealed by the change in variance of the indicator (Fig. ES14.2), more pronounced in future than current periods.

**Discussion.** An immediate potential candidate to explain changes in low winds speeds is the atmospheric flow and its potential changes. The high pressures of December 2016 are among the strongest as indicated by monthly mean sea level pressure (SLP) measured in De Bilt (Fig. 14.2d). However, no trend could be found in wintertime extreme monthly SLP or its variance, and only a weak correlation was found between monthly SLP and monthly winds (e.g., \( r = -0.39 \) in December), excluding SLP as driving force of atmospheric flow. The observed very low wind speeds over central Europe during December 2016 (3.15 m s\(^{-1}\)) in the ERA-Interim reanalysis (Dee et al. 2011) and the HadGEM3-A model (Christidis et al. 2013; Vautard et al. 2017, manuscript submitted to *Climate Dyn.*) covering the period (1960–2013) with 15 members per ensemble are used. In order to focus on the latter part of the data, analyses were only made over the last 30 years (1984–2013). Second, we use 11 high-resolution (0.11°) climate projections from the EURO-CORDEX ensemble (Jacob et al. 2014), with 5 Global Climate Models (GCMs) downscaled by 6 Regional Climate Models (RCMs), that were available and downloaded at the time of the study. GCMs and RCMs are listed in the online supplement. For these ensembles, natural simulations were not available, but the anthropogenic forcing was assumed dominant in explaining the difference between two available climate periods (1971–2000 and 2001–30). We then compare the extreme value distributions from these time periods and a third future one (2031–60) in order to analyze the effect of forcing changes on low wind speeds. We also used a 16-member ensemble of KNMI-RACMO simulations (Royal Netherlands Meteorological Institute Regional Atmospheric Climate Model; Lenderink et al. 2014; de Vries et al. 2014; van den Hurk et al. 2015) downscaling different realizations of EC-EARTH simulations, with the same periods as for EURO-CORDEX for consistency.

**Model evaluation.** For each set of simulations, we first compared the distribution of the simulation with the indicator calculated from WFDEI. The comparison was made over the 1981–2010 reference period for EURO-CORDEX and HadGEM3-A (29 winters). In Fig. ES14.1, quantile–quantile plots of the distributions of the stagnation indicator calculated from model ensembles are shown. HadGEM3-A slightly underestimates wind speed, especially in the lower tail of the distribution. In the EURO-CORDEX ensemble, the stagnation indicator is either underestimated or overestimated depending on the model used. The RACMO ensemble slightly overestimates the indicator values. In all cases, a simple multiplicative bias adjustment was applied using a single coefficient for the whole ensembles for HadGEM3-A and RACMO and a model-dependent coefficient for EURO-CORDEX. The bias-adjusted simulations distributions are in closer agreement with WFDEI (Fig. ES14.1).
the wind changes. However, a large-scale pattern of moderate anticyclonic conditions may be more conductive to low winds than strong SLP values because geostrophic winds are due to pressure gradients and not pressure itself. To test whether changes in atmospheric weather patterns could be linked to increases in low wind speeds, we used the method of flow analogues (Yiou et al. 2013). We computed the 20 best analogues of daily SLP patterns over the North Atlantic during winter 2016/17 from the NCEP reanalysis (Kalnay et al. 1996) by minimizing a Euclidean distance between daily SLP patterns over the North Atlantic.

Fig. 14.2. Changes in return values (m s⁻¹) of stagnation indicator vs. return periods for different model ensembles: (a) HadGEM3-A, (b) EURO-CORDEX ensemble, (c) RACMO–EC-EARTH ensemble. Dots represent median of binned running 11 consecutive sorted return period/values model values from 10 000 bootstrap estimations, together with 5%–95% confidence intervals (dashed lines). (d) Winter monthly SLP average (hPa) in De Bilt since 1900, together with average, average +1 standard deviation, average +2 std. dev.; Dec 2016 is shown as red square symbol. (e) Thick lines of plot show mean frequency of SLP analogues of 2016–17 winter in 1948–82 and 1983–2016 (until Mar 2016, not including current winter). Sampling distribution of probabilities is assessed with bootstrap test over winter days. Boxes are bootstrap confidence intervals [p − (p⁹⁵ − p), p − (p⁵ − p)].
region (30°–70°N, 80°W–30°E). The empirical probability that analogues of winter 2016/17 are found in 1948–82 vs. 1983–2016 (excluding November and December 2016) has significantly increased by about 10% in the recent decades (Fig. 14.2e). Although such trend could contribute to the stagnation trend, we could not establish a clear causal link between these phenomena.

Other mechanisms than more frequent favorable atmospheric flows may be involved in explaining the increase in stagnant conditions in both observations and the EURO-CORDEX climate projections, such as changes in atmospheric stability or in the vertical wind profile. Surface roughness or aerosols could contribute to observed but not to simulated changes as in general they were kept fixed in most simulations. Changes in stability can also explain changes in turbulent fluxes. While calling for investigation, resolving these issues is clearly beyond the scope of this article. These results therefore call for prudence in interpretion and for further analyses.
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15. ANALYSIS OF THE EXCEPTIONALLY WARM DECEMBER 2015 IN FRANCE USING FLOW ANALOGUES

AGLAÉ JÉZÉQUEL, PASCAL YIOU, SABINE RADANOVICS, AND ROBERT VAUTARD

December 2015 in France was an extreme of circulation and temperature. Both circulation and climate change partly explain the 4°C anomaly. We found no link between climate change and circulation.

The event. The December 2015 average temperature broke a record in France, with an anomaly of +4.1°C (Fig. 15.1a) with respect to the 1949–2015 climatology. The linear trend of average December temperature (red in Fig. 15.1a) is not significant (p-value > 0.05), as regional temperature variability is high in winter. Such a positive temperature anomaly has impacts on the vegetation cycle (the French press covered this topic in the daily newspaper Le Monde1). It also affects local economies (e.g., tourism in ski resorts). The temperature anomaly was concomitant with a zonal atmospheric circulation over western Europe (Fig. 15.1b), directing mild subtropical air masses toward France. We found that the mean monthly SLP (sea level pressure) anomaly over the black box of Fig. 15.1b is also a record high for the NCEP reanalysis. Such a circulation type generally leads to warm temperatures over France (Yiou and Nogaj 2004).

In this paper, we seek to address three questions: How much does the circulation anomaly explain the temperature anomaly during December 2015 in France? What is the influence of climate change on the occurrence of the circulation anomaly? How does the distribution of temperature conditional to the atmospheric circulation evolve with climate change? We hence perform a conditional attribution exercise (NASEM 2016, p. 30), with a circulation that is fixed to the observation of December 2015. This estimates the thermodynamic contribution of climate change on the increase of temperature (Vautard et al. 2016; You et al. 2017).

AFFILIATIONS: JÉZÉQUEL, YIOU, RADANOVICS, AND VAUTARD—Laboratoire des Sciences du Climat et de l’Environnement, UMR8212 CEA/CNRS/UVSQ, Institut Pierre Simon Laplace Climate Modelling Centre, and Université Paris, Saclay, Gif-sur-Yvette, France

DOI:10.1175/BAMS-D-17-0103.1

A supplement to this article is available online (10.1175/BAMS-D-17-0103.2)

Flow analogues and the role of circulation. We evaluated the link between the SLP anomalies over the black box in Fig. 15.1b and temperature in France using the method of flow analogues (e.g., You et al. 2017). We considered the French national temperature index supplied by Météo France (Soubeiryoux et al. 2016). This daily index is computed as the average of 30 stations distributed over France and starts in 1949. We use temperature anomalies with respect to a daily seasonal cycle obtained by spline smoothing (cf. You et al. 2008). The circulation proxy is the SLP from the National Centers for Environmental Predictions (NCEP) reanalysis, between 1949 and 2015. For each day of December 2015, we identified the 30 best analogues of SLP (with a Euclidean distance) from 1949 to 2015 on the domain delimited by the black rectangle in Fig. 15.1b. Jézéquel et al. (2017) showed that the results on analogues are qualitatively insensitive to the number of analogues (between 5 and 30 analogues). We simulate daily sequences of SLP by randomly picking one of the 30 best analogues within the NCEP dataset for each day. The repetition of this random selection (with replacements) builds an ensemble of uchronic months. Those uchronic months reproduce the SLP anomaly of December 2015 (see Figs. ES15.1a–d). We then compute monthly averages for December of the national temperature index. We hence obtain uchronic French seasonal anomalies of temperature for December. We iterated this process $10^4$ times in order to produce uchronic probability distributions of monthly mean temperatures (see Jézéquel et al. 2017 for more details). This uchronic distribution of temperatures represents the ensemble of temperatures that could have been expected for the circulation observed in December 2015. We compared the uchronic distribution of temperature anomalies to a distribution built from randomly picked December days. In Fig. 15.1c, the control experiment corresponds to a monthly average of the daily temperature anomalies from the $10^4$ random samples without conditioning on the atmospheric circulation. In order to take
into account the dependence between consecutive days in the Control distribution, we calculated the monthly means using only every third day (Jézéquel et al. 2017).

We find that the SLP partly explains the monthly temperature anomaly in France during December 2015 (Fig. 15.1c). The median of the uchronic temperature anomaly distribution is 1.3°C (i.e., ~30% of the anomaly). The other ~70% of the anomaly could be explained by other factors (e.g., snow cover feedback). This positive anomaly demonstrates the link between the synoptic situation and the anomaly of temperature in France and justifies the choice of a conditional attribution approach.

Role of climate change. In order to estimate the role of climate change, we rely on the CESM1 model large ensemble, CESM–LENS (Kay et al. 2015). We use 30 members for both surface temperature and SLP using historical runs between 1951 and 2005 and RCP8.5 between 2006 and 2100. We reconstitute the French national temperature index from the surface temperature using the coordinates of the 30 stations used to calculate the index. Kay et al. (2015) showed that CESM–LENS reproduces reasonably well features of the Northern Hemisphere atmospheric circulation. An analysis of the SLP distances between those observed during December 2015 and CESM simulations indicates that they are not statistically different from the NCEP reanalysis (Fig. ES15.1e). We hence consider that this model does not yield biases that prevent its use for the purpose of this study.

We estimate the influence of climate change on the circulation pattern leading to December 2015 by computing the probability distributions of distances between SLP anomalies among all the December days in both NCEP and CESM and the closest day of December 2015 (Fig. 15.2a). We keep only the distances below the 5th percentile of the distribution, in order to focus on the days with SLP anomalies closest to those observed in December 2015. For each December, we count the number of days below this threshold for each ensemble member (NCEP and CESM). If the circulation that prevailed in December 2015 became more frequent with time, then a trend should be detected in this number of days. We detect no such trend. Therefore it is not possible to conclude there is an impact of climate change on the atmospheric circulation itself.

We then estimate the temperature anomaly for a similar event in terms of synoptic circulation without climate change, and in future climate change sce-
narios by computing analogues of circulation from different periods of observations and CESM simulations. We analyzed the \textit{uchronic} temperature anomalies constructed with analogues of the December 2015 flows from two time periods of the NCEP dataset. We compared an early subset of 33 years (1949–1981) to a more recent one (1982–2014). The two gold box plots in Fig. 15.2b represent those two experiments. We detected a difference of 0.4°C between the two distributions, in contrast with the monthly temperature trend for 1949–2015 displayed in Fig. 15.1c, which is not significant. However, it is not possible to attribute this difference of temperature to climate change, as it could also relate to interdecadal variability, especially for very small subsets of 33 years, whose length was imposed by the NCEP reanalysis length.

In order to study the relative influences of climate change and variability, we rely on CESM–LENS. We study three periods of 50 years: 1951–2000, 2001–50, and 2051–2100. Using 30 members, we have 1500 years of data for each subperiod from which we can calculate the analogues (which correctly represent the observed SLP anomaly as displayed in Figs. ES15.1a–d). This reduces the uncertainty related to the quality of the analogues we picked. The three pink box plots in Fig. 15.2b represent the \textit{uchronic} distributions for SLP analogues picked from CESM–LENS. The three red box plots represent the control distributions for the same subperiods. We observe that the December 2015 anomaly of temperature was never reached before 2000. It is still not reached for 2001–50 under the RCP8.5 scenario. For the second half of the twenty-

---

**Fig. 15.2.** (a) Number of days per year with SLP distances below 5th percentile of distribution of daily distances to closest December 2015 day. Box plots show dispersion of CESM ensemble members. Blue lines-dots are values for NCEP reanalysis. Red line is (nonsignificant) linear trend of median of CESM ensemble members. (b) Box plots of control distributions (respectively \textit{uchronic} distributions) of anomalies of national temperature index relative to observed climatology of this index between 1948 and 2015, in yellow (orange) using NCEP and in red (pink) using CESM–LENS subsets.
first century, the temperature anomaly is expected to exceed 4°C for the same synoptic situation. The observed anomaly is still warmer than the median of the control distribution. A caveat of this study is that we only used one model, which could have biases especially in the future.

Conclusion. The month of December 2015 set a record temperature in France. The zonal circulation that prevailed over western Europe during the whole month accounts for ~30% or 1.3°C of the temperature anomaly. No trend was found in the atmospheric circulation patterns themselves (Fig. 15.2a). For this given circulation, our analysis shows that the observed temperature is never reached in the second half of the twentieth century (Fig. 15.2b), and the model is unable to reach it even during the first half of the twenty-first century. However, the December temperature observed in 2015 is projected to be exceeded in the second half of the twenty-first century under the same synoptic situation. Cattiaux et al. (2010) found with a similar analysis that the cold winter of 2009/10 would have been colder if not for climate change. Our analysis of December 2015 is a warm counterpart to that study. We find a 1.4°C difference between the median of the achromatic temperatures of the second half of the twentieth century and the first half of the twenty-first century and an additional 1.9°C for the second half of the twenty-first century. We find approximately the same differences between control distribution medians, which means that the trend conditional to the circulation equals the unconditional trend.
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16. WARM WINTER, WET SPRING, AND AN EXTREME RESPONSE IN ECOSYSTEM FUNCTIONING ON THE IBERIAN PENINSULA

SEBASTIAN SIPPEL*, TAREK S. EL-MADANY*, MIRCO MIGLIAVACCA, MIGUEL D. MAHECHA, ARNAUD CARRARA, MILAN FLACH, THOMAS KAMINSKI, FRIEDERIKE E. L. OTTO, KIRSTEN THONICKE, MICHAEL VOSSBECK, AND MARKUS REICHSTEIN

Introduction. The Iberian Peninsula (IP) experienced unusual meteorological conditions in winter and spring 2015/16 (WS15/16) with a warm winter followed by wet conditions in late winter and spring (Figs. 16.1a–c). The unusual succession of these events coincided with an extremely positive anomaly in vegetation productivity on local and regional scales over the IP with unusually high regional vegetation greenness (Figs. 16.1d–f; a proxy for ecosystem productivity) and high crop yields (JRC MARS Bulletins 2016, https://ec.europa.eu/jrc/en/research-topic/crop-yield-forecasting).

Climatic changes can affect the intensity and frequency of extreme events (Seneviratne et al. 2012), and these changes are widely recognized to impose substantial impacts on terrestrial ecosystems (Reichstein et al. 2013). However, interpreting and quantifying climate-induced ecosystem impacts such as the vegetation productivity on the IP in WS15/16 remains challenging as continuous site-level measurements that span over a decade are generally rare, and even the longest site measurements are only available for the last 25 years (http://fluxnet.fluxdata.org/data/fluxnet2015-dataset/).

While long-term climatic changes impose fundamental impacts on terrestrial ecosystems (Parmesan and Yohe 2003; Walther et al. 2002), cause–effect chains under climatic extremes are often highly nonlinear (Frank et al. 2015) and typically include instantaneous and lagged effects (Arnone et al. 2008). Ecosystem responses to climate extremes are specific to the ecosystem type affected (Teuling et al. 2010), depend on nutrient status, ecosystem health, and pre-exposure; and extreme climatic events can lead to little ecosystem responses while moderate events can trigger large responses. Similarly, ecosystem responses can be mitigated or amplified across seasons (Wolf et al. 2016). For example, higher spring carbon uptake due to higher spring temperatures could compensate for carbon losses under drought conditions over the contiguous United States in summer 2012 (Wolf et al. 2016).

To improve our understanding of extreme responses of ecosystem productivity, the concept of compound events is particularly useful. A compound event is a combination, or in our case succession, of events in which the single drivers are not necessarily extreme themselves but lead to an extreme impact (Field et al. 2012; Leonard et al. 2014). A warm winter followed by wet spring in a Mediterranean ecosystem is one example of a compound event in which single drivers (winter temperature and spring precipitation) are not record-breaking extremes themselves, but this favorable combination of meteorological variables can lead to highly positive impacts on ecosystem productivity if other stressors are absent. In particular, for the ecosystem studied, other stressors could include, but are not limited to, short but intense cold spells in...
winter, moisture stress carried over from previous seasons, fires, pests, or legacy effects thereof.

In this paper, we: 1) analyze the extreme ecosystem productivity anomaly of WS15/16 at the regional scale.
and with site-level measurements, including a process interpretation, and 2) assess, based on an ensemble of process-oriented ecosystem model simulations, how the odds of extremely positive vegetation productivity events [measured in gross primary productivity (GPP)] and net ecosystem productivity (NEP)) in winter and spring are changing in response to climate change.

Winter 2015/16 and spring 2016: Meteorological drivers and extreme ecosystem impacts. Regional-scale analysis of vegetation productivity. Strong and persistent anticyclonic conditions prevailed from November to mid-January over the Mediterranean basin, leading to the advection of very mild air into the IP and, in fact, into large parts of western Europe. For example, December 2015 was among the warmest months ever recorded in a range of European countries, such as Spain (2nd; Fig. 16.1a; www.aemet.es/documentos/es/serviciosclimaticos/vigilancia_clima/resumenes_climat/mensuales/2015/res_mens_clim_2015_12.pdf), France (1st; http://actualite.lachainemeteo.com/actualite-meteo/2015-12-26-06h09/decembre-2015---historiquement-chaud-et-sec-29466.php), and Germany (1st; www.dwd.de/DE/presse/pressemitteilungen/DE/2015/20151230_deutschlandwetter_dezember_news.html), among others; and combined December and January temperatures exceeded the previous IP area-average record value by 0.72°C in the EOBS—dataset (Haylock et al. 2008). In late winter, however, the synoptic situation changed with temperatures returning to near normal, and abundant above-average precipitation over the IP continuing from January through May (Fig. 16.1c). Hence, high winter temperatures were followed by high late winter and spring precipitation, exceeding a bivariate 95th percentile (Fig. 16.1c; see online supplement for details).

Continuously high temperatures during winter enable better functioning of plant enzymes used in the photosynthetic machinery (Sage and Kubien 2007) and prevent plants from damage through cold stress. The availability of water during spring prevents soils from drying out and the plants from experiencing drought stress. The 2015/16 meteorological conditions thus provided the basis for the highest area averaged IP fraction of absorbed photosynthetically active radiation (FAPAR, a proxy for ecosystem productivity observed from space that is related to the state and greenness of vegetation canopies; Gobron et al. 2010) in both winter and spring (Fig. 16.1d), using the Tip–FAPAR dataset (Pinty et al. 2011) in the MODIS era (2001–16); and positive FAPAR anomalies prevailed in both seasons across most of the IP except its southeastern parts (Figs. 16.1e,f).

A correlation analysis of concurrent and lagged meteorological variables and FAPAR at the seasonal time scale shows that IP FAPAR (as a regional-scale ecosystem productivity proxy) is mainly temperature-limited in winter, which gradually transcends toward water limitation in spring (Table ES16.1). While we focus only on the individual 2015/16 event, in fact out of the four years (i.e., 25% of the 16-year FAPAR record) that showed the highest December–May IP FAPAR, all four years were among the warmest 30% of IP winters in the EOBS—dataset, and three out of four among the wettest 30% of IP springs (and all four within the wettest 35% of springs on record). Nonetheless, FAPAR in IP ecosystems is also sensitive to precipitation in the previous season both in winter and spring (Table ES16.1), which highlights the role of lagged effects. Hence, the dependence on contemporaneous meteorological conditions should not be mistaken as the sole driver of positive ecosystem productivity events.

Site-scale analysis of vegetation productivity. In Spain, 2.16 million hectares of the vegetation used for livestock production consists of a mosaic of at least 20% oak woodlands plus grass- and shrublands, so-called dehesas. Over a quarter of this vegetation type is located in Extremadura (Campos et al. 2013) in which the study site, Majadas del Tietar (39.9415°N, −5.7734°E), is located (Casals et al. 2009).

The site was established in 2003 with meteorological measurements and eddy covariance flux measurements of energy, water vapor, and carbon dioxide, thus a 13-year record is available for analysis.

At site-level, the meteorological variables largely mirrored the regional-scale patterns, that is high temperatures in winter (2.5°C above site average in winter) and wet conditions in spring [57 mm (~25%) above site average precipitation in spring]. During the warm winter and wet spring, GPP exceeded the respective seasonal averages by 29 grams of carbon (gC) m−2 month−1 (~45%) and 43 gC m−2 month−1 (~30%). In addition, ecosystem respiration (Reco, the release of carbon by the ecosystem), is coupled to temperature and also increased during the warm winter by 29 gC m−2 month−1 (70%) as compared to the average winter. The absence of water stress during the wet spring 2016 also led to increased Reco by 40 gC m−2 month−1 (42%; Fig. ES16.1). Therefore, despite the fact that ecosystem productivity was high in WS15/16 as measured by FAPAR (Figs. 16.1e,f;
Pearson correlation between FAPAR and GPP site, \( R_{\text{Dec-May}} = 0.84 \), the simultaneous increase of GPP and Reco meant that NEP (the net sequestration of carbon) was not unusually high (Fig. 16.2b). This means, that an increase in ecosystem productivity does not necessarily lead to the ecosystem functioning as a larger carbon sink.

How do climatic changes affect regional-scale ecosystem productivity extremes? We provide an estimate of changes in the likelihood of ecosystem productivity extremes such as in 2015/16 based on a process-oriented ecosystem model over the time period of 1986–2010. To do so, we evaluate an ensemble of process-oriented ecosystem model simulations over...
the IP (500 members in each year in 1986–2010), using the Lund–Potsdam–Jena managed Land (LPJmL) ecosystem model (Bondeau et al. 2007; Sitch et al. 2003). The simulations are driven by (i) a bias corrected regional climate model ensemble (Massey et al. 2015), and (ii) ERA-Interim reanalysis data (Dee et al. 2011) as a transient simulation reflecting observed meteorology (Pearson correlation between FAPAR and GPP<sub>LPJmL–ERAI</sub>, R<sub>Dec–May</sub> = 0.83). Further, the ecosystem model is run in two setups, that is, in standard mode with transient (i.e., observed) CO<sub>2</sub> concentrations, and a second setup with CO<sub>2</sub> values held constant at 1986 values (CONSTCO<sub>2</sub>) in order to isolate direct CO<sub>2</sub> effects on ecosystem functioning. The climate model is driven by observed sea surface temperatures in the weather@home setup (Massey et al. 2015). A detailed methodological description of the HadRM3P–LPJmL ensemble approach is available in Sippel et al. (2017) and is summarized in the online supplement.

Overall, the ecosystem model simulations driven by ERA-Interim indicate that 2015/16 had been an extreme event in regional-scale GPP consistent with site-scale measurements (Fig. 16.2c), and to a lesser degree in NEP (Fig. 16.2d), which differs from site observations that do not indicate anomalous conditions. Contrasting the bivariate distribution of an earlier (1986–95) and a more recent period (2001–10) reveals that the odds for high winter GPP associated with high spring GPP have indeed increased, and the model indicates that the odds for an event similar to 2015/16 have more than doubled (Fig. 16.2c). These changes can be attributed to higher winter temperatures, consistent with anthropogenic climate change, in combination with CO<sub>2</sub> fertilization effects in the ecosystem model. Long-term meteorological observations show a strong trend in winter temperatures over the IP (Fig. ES16.2), which is reproduced by the climate model that drives the ecosystem model (both for the 2001–10 vs. 1986–95 decade, but also if the 2001–10 decade is compared to a hypothetical preindustrial 2001–10 ensemble; see Fig. ES16.2 and online supplement text for details). In contrast, there is no significant trend in IP spring precipitation neither in observations nor in the climate model (Fig. ES16.2). Thus increased odds for high spring GPP events that follow high winter GPP events (Fig. 16.2c) cannot be attributed to changes in spring precipitation. Instead, the increased odds in high spring GPP events arise from direct CO<sub>2</sub> effects in the ecosystem model, because these changes disappear in the CONSTCO<sub>2</sub> scenario (cf. Fig. ES16.3 and Fig. 16.2c). However, crucially, the ecosystem model ensemble simulations also indicate that net ecosystem carbon sequestration, that is after ecosystem respiration is accounted for, has not increased (Fig. 16.2d). This might be due to the fact that higher temperatures are associated with increased Reco (as consistently observed at site scale in Majadas in 2015/16).

**Conclusion.** Our study shows that the 2015/16 positive GPP anomaly on the Iberian Peninsula, which was enabled by a compound warm winter and wet spring event, is indeed consistent with recent observed climate change, as diagnosed in site and regional scale observations and model simulations. While the increase in winter GPP can be attributed to increasing temperatures, the increase in spring GPP cannot be attributed to changes in spring precipitation, but these changes result from increased CO<sub>2</sub> fertilization. However, these warming and CO<sub>2</sub>-induced effects are largely canceled in terms of net ecosystem carbon sequestration in 2015/16, as carbon uptake and release intensified in tandem, which is consistent with expectations in a changing climate as indicated by the ecosystem model ensemble. This study presents and discusses a novel inquiry into the attribution of ecosystem impacts to extreme climate events and the underlying drivers. However, because it uses only one combination of climate–ecosystem models, and a relatively short observational record, its conclusions should be regarded as contingent on these limitations.
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17. ANTHROPOGENIC INTENSIFICATION OF SOUTHERN AFRICAN FLASH DROUGHTS AS EXEMPLIFIED BY THE 2015/16 SEASON

XING YUAN, LINYING WANG, AND ERIC F. WOOD

Introduction. Droughts are mainly driven by natural climate variability. They usually evolve slowly and persist for a few months to decades. Anthropogenic climate change, however, not only increases the likelihood of local and regional droughts, but also alters their characteristics (Sheffield and Wood 2008; Dai 2013; Trenberth et al. 2014). For instance, the soil moisture drought during growing seasons is often accompanied by heat waves, resulting in a type of drought that has a rapid onset and short duration (from a few days to 1–2 months), but high intensity and devastating impacts, which is recently termed “flash drought” (Hoerling et al. 2014; Mo and Lettenmaier 2015; Yuan et al. 2015; Wang et al. 2016). During November–April of 2015/16, most parts of southern Africa (SA; 10°–40°E, 10°–35°S) experienced a rainy season–long drought. Within the seasonal drought, heat waves occurred suddenly, which caused a severe flash drought characterized by soil moisture deficit and heat waves at the beginning of December. The flash drought was then terminated by a rainfall event in early January. The South African Weather Service announced that 32 daily temperature records were broken in South Africa with the highest reaching 45°C. Millions of people were affected by famine, disease, and water shortages. The SA drought is basically associated with the 2015/16 strong El Niño (Nicholson and Entekhabi 1986; Reason and Jagadheesha 2005; Yuan et al. 2013; Ratnam et al. 2014; Hoell et al. 2015) and possibly altered by Indian Ocean sea surface temperature variability (Reason 2001; Washington and Preston 2006; Manatsa et al. 2011; Hoell et al. 2016), but the warming climate may also play an important role. This study will investigate the 2015/16 SA flash drought in the context of a changing climate during 1948–2016, and detect the anthropogenic influences.

Data and methods. Daily precipitation and surface air temperature hybrid reanalysis–observational datasets at 0.25° resolution during 1948–2008 were obtained from Princeton’s African drought monitoring and forecasting system (PADMF; Sheffield et al. 2014; Yuan et al. 2013). They were extended to 2016 by using NOAA’s Climate Prediction Center (CPC) global 0.5° analysis of daily gauge measurements of precipitation (Chen et al. 2008) and ERA-Interim reanalysis of surface air temperature (Dee et al. 2011). Both CPC precipitation and ERA-Interim temperature were interpolated into 0.25° and were adjusted to match the climatology of the PADMF forcing data. The 500-hPa geopotential height data was also obtained from ERA-Interim reanalysis.

The Variable Infiltration Capacity (VIC; Liang et al. 1996) land surface hydrological model, which was calibrated against streamflow observations from over 800 Global Runoff Data Centre gauges before being implemented in the PADMF system (Yuan et al. 2013), was used in this study to estimate soil moisture. Driven by the meteorological forcings mentioned above, the VIC model was run from 1948 to 2016 over SA with default initial conditions, and the model states at the end of the run were used as initial conditions on 1 January 1948 for another 69-year simulation. Soil moisture from the second round simulation was used for the flash drought analysis.

Daily surface air temperature and soil moisture were aggregated into pentad-mean values for each 0.25° grid cells over SA during the growing seasons.
(October–March). For each grid and each pentad, a flash drought is defined as pentad-mean surface air temperature anomaly is larger than one standard deviation, the percentile of target pentad-mean soil moisture is lower than 40%, and the soil moisture percentile of target pentad is at least 10% lower than the preceding pentad. A common view of droughts is a condition of land surface soil moisture deficits that accumulates gradually, while the third criterion of flash drought guarantees a remarkable swiftness. If two or more consecutive flash drought pentads happen one after another, they will be treated as a single drought event. The selection of the thresholds will be discussed below.

Daily precipitation and surface air temperature simulations from 13 atmosphere–ocean coupled general circulation models (CGCMs; see Table ES17.1 for the model list) provided by the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012) were used in this study. Actually simulations of 30 CMIP5 models that combined anthropogenic and natural forcings (ALL) were used to drive the VIC land surface hydrological models, and 13 of them were selected according to their performance for flash drought changes, as well as data availability for the simulations that only considered natural forcing (NAT) or be controlled to preindustrial situations (CTL). CMIP5 simulated daily surface air temperature and CMIP5/VIC simulated daily soil moisture were used to identify flash drought events with or without anthropogenic forcings. In this study, CMIP5 NAT experiments covered the period 1950–2012, and CMIP5 ALL experiments were extended to 2016 by using model simulations under the representative concentration pathways (RCP) 4.5 emission scenario (which is more humid) has a higher chance to experience flash drought than the western part. Other thresholds for the soil moisture percentile (e.g., 30%, 50%) and declining rate (e.g., 5% decline between two pentads) were tested, and similar spatial patterns were obtained with different magnitudes (Figs. ES17.1c–e). On average, flash drought events over SA increased by 220% from 1961 to 2016, with a significance level of p < 0.01 (black lines in Fig. 17.2a). The CMIP5/VIC ensemble simulations driven by all forcings (ALL) successfully captured this upward trend with p < 0.01 (red lines in Fig. 17.2a), but those with natural only forcing (NAT) had a very small upward trend (blue lines in Fig. 17.2a). This suggests that anthropogenic climate change is mainly responsible for the increasing flash drought over SA. The simulations of surface air temperature change are more reliable than those for soil moisture and precipitation (Figs. 17.2b, c), indicating the major source of uncertainty in detecting.

Results. Figure 17.1a shows that extremely high regional mean temperature anomaly (2.85 standard deviations higher than the climatological mean) occurred during December 2015–January 2016, which was ranked as the highest since 1948. Meanwhile, there was also a severe rainfall deficit (one standard deviation lower than the climatology), although not the most severe in the history. Based on Mann–Kendall nonparametric trend analysis, it is found that both the decreasing trend in precipitation (−28.6 mm decade−1) and increasing trend in temperature (+0.062°C decade−1) are significant during 1948–2016, with statistical significances of p < 0.05 and p < 0.01, respectively. At the end of November 2015, there were deficits in the precipitation and soil moisture, but temperature was normal (Fig. 17.1b). However, the extremely high temperature anomaly (higher than one standard deviation) occurred at the beginning of December 2015 and lasted until the second pentad of January 2016, with precipitation lower than climatology by more than half standard deviation, and soil moisture percentile lower than 5% for a large area of SA (Figs. 17.1c–e). From the third pentad of January 2016, the rainfall events terminated the heat wave and alleviate the soil dryness to some extent (Fig. 17.1f).

It is possible that the dry soil triggered the heat waves (Mueller and Seneviratne 2012) and sustained them for the flash drought with such a long duration. Moreover, recent study found that the variability in Botswana High has a close relationship with rainfall and temperature anomalies over SA (Driver and Reason 2017). Figure 17.1a shows that the 500 hPa geopotential height averaged over the region has a positive correlation with temperature (r = 0.71) and a negative correlation with precipitation (r = −0.38), both are statistically significant. During 2015/16 austral summer, the height is almost 3 standard deviations higher than normal (Fig. 17.1a), which is also responsible for the drought and heat conditions.

Figure ES17.1a shows that the eastern part of SA (which is more humid) has a higher chance to experience flash drought than the western part. Other thresholds for the soil moisture percentile (e.g., 30%, 50%) and declining rate (e.g., 5% decline between two pentads) were tested, and similar spatial patterns were obtained with different magnitudes (Figs. ES17.1b, c).
and attributing flash drought change is the soil moisture variation.

The best estimates of scaling factors show that both the anthropogenic and natural signals are detectable with $p < 0.01$ (Fig. 17.2e). As the NAT simulations do not have discernible upward trend in flash drought (Fig. 17.2a), the observed increasing flash drought over SA is mainly attributable to anthropogenic forcing (Fig. 17.2e). Therefore, although the recent strong El Niño as well as the high pressure anomaly have caused the 2015/16 drought conditions over SA, the warming climate may quite likely be responsible for the increasing likelihood of such severe flash drought.

**Conclusions.** A flash drought characterized by severe heat waves and soil moisture deficit hit southern Africa (SA) during December–January 2015/16, which raises the attention of flash drought risk over semihumid and semiarid regions. Similar to other parts of the world (Mazdiyasni and AghaKouchak 2015; Wang et al. 2016), there is a substantial increase in concurrent droughts and heatwaves in SA, with flash drought increased by 220% from 1961 to 2016. Although both the anthropogenic and natural signals are detectable in attributing the flash drought changes, the anthropogenic influence is mainly responsible for the increasing flash drought over SA. In the midst of heat waves, the risk of flash drought over SA is very likely to increase in the future.
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Fig. 17.2. Observed and simulated anomalies of (a) flash drought events (Events), (b) surface air temperature (T), (c) soil moisture (SM), and (d) precipitation (P) averaged over SA. Results from each CMIP5/VIC simulation were first standardized before constructing the ensemble mean ALL (red lines) and NAT (blue lines). The offline VIC simulations (black lines) were also standardized. (a)–(d) The thick lines are 10-year running means, and the pink and cyan shading display the ranges of ALL and NAT simulations respectively. (e) Best estimates of the scaling factors (left axis) and attributable increasing trend (right axis) from two-signal (ANT = ALL-NAT and NAT) analyses of SA flash drought for the period of 1961–2012. Error bars indicate their corresponding 5%–95% uncertainty ranges estimated via Monte Carlo simulations.
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18. ANTHROPOGENIC ENHANCEMENT OF MODERATE-TO-STRONG EL NIÑO EVENTS LIKELY CONTRIBUTED TO DROUGHT AND POOR HARVESTS IN SOUTHERN AFRICA DURING 2016

CHRIS FUNK, FRANK DAVENPORT, LAURA HARRISON, TAMUKA MAGADZIRE, GIDEON GALU, GULEID A. ARTAN, SHRADDHANAND SHUKLA, DRIBA KORECHA, MATAYO INDEJE, CATHERINE POMPOSI, DENIS MACHARIA, GREGORY HUSAK, AND FAKA DIEUDONNE NSADISA

A 40-member CESM LE ensemble indicates that climate change likely increased the intensity of the 2015/16 El Niño, contributing to further decreases in SA precipitation, crop production and food availability.

Introduction. In December–February (DJF) of 2015/16, a strong El Niño (Niño-3.4 SST >29°C) contributed to a severe drought over southern Africa (SA; Funk et al. 2016). A 9-million ton cereal deficit resulted in 26 million people in need of humanitarian assistance (SADC 2016). While SA rainfall has a well-documented negative teleconnection with Niño-3.4 SSTs (Hoell et al. 2015, 2017; Jury et al. 1994; Lindesay 1988; Misra 2003; Nicholson and Entekhabi 1987; Nicholson and Kim 1997; Reason et al. 2000; Rocha and Simmons 1997), the link between climate change and El Niño remains unclear (Christensen et al. 2013) due to the large natural variability of ENSO SSTs (Wittenberg 2009), uncertainties surrounding measurements and trends (Solomon and Newman 2012), intermodel differences in ENSO representation and feedbacks (Guilyardi et al. 2012; Kim et al. 2014), and difficulties associated with quantifying ENSO strength (Cai et al. 2015). Figure 18.1a highlights observational uncertainties (Compo and Sardeshmukh 2010; Solomon and Newman 2012) using four datasets: ERSSTv4 (Huang et al. 2015), HadISST (Rayner et al. 2003), Kaplan SST (Kaplan et al. 1998), and Hurrell (Hurrell et al. 2008). These products differ substantially in their representation of cool events and Niño-3.4 variance. Two SST products indicate significant upward trends; two SST products do not. These data have been standardized to remove systematic differences in variance.

Focusing just on the behavior of moderate–strong El Niño events (MSENEs), we can produce more robust (first order) statistics by comparing the means of the top ten warmest Niño-3.4 events between 1921–80 and the top six warmest events between 1981–2016. Rather than using a set SST threshold, MSENEs are defined as 1–6-year warm events. This provides a simple nonparametric approach that takes advantage of the well understood quasi-periodic nature of ENSO to identify MSENEs across multiple models and simulations. Modest changes in the number of events (say, 1–7 or 1–5) produced modest increases and decreases in El Niño temperatures, but did not substantially change the results.

We begin our analysis in 1921 (because ship data before 1921 is limited), and divide the remaining 96 years into two time periods with relatively weak and strong radiative forcing, respectively. Examining changes in MSENE means (horizontal lines in Fig. 18.1a), we find that all the observational datasets identify significant increases (Fig. ES18.1 examines ERSSTv4 errors). Note that we are not explicitly examining changes in ENSO variance, ENSO means, or Niño-3.4 SST trends, but only Niño-3.4 magnitudes.
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during MSENEs. We will use a 40-member ensemble of simulations from the CESM1 Large Ensemble (LE) project (Kay et al. 2015) to contrast SA rainfall during MSENEs based on historic simulations forced with greenhouse gas and aerosols with simulated precipitation under pre-industrial (PI) conditions.

ENSO exhibits large natural variations in amplitude (Wittenberg 2009). Figure 18.1b shows Niño-3.4 SST from 1700 years of CESM LE PI simulations. Even without climate change, we find Niño-3.4 SST anomalies greater than +3°C (where Z denotes a standardized anomaly), sometimes occurring in sequence. To derive a PI sampling distribution that mimics Fig. 18.1a, we calculate 10,000 sample changes in 1-in-6-year maximum SST, based on sequential periods of 60 and 36 years, drawn from the 1700 year CESM1 PI simulation. Large changes can occur through nonanthropogenic processes (Fig. 18.1c). We use this PI distribution to assess the likelihood of the observed +0.61°C warming. Such a change would be possible but very unlikely under PI conditions (only 7% of the PI simulations warmed this much). While unlikely, such an event is certainly plausible in a world without climate change.

Using 40 simulations from the CESM LE experiment, we can also derive a PDF of 1981–2016 versus 1921–80 El Niño SSTs (Fig. 18.1c). An animation of these individual simulations can be found at https://tinyurl.com/Niño3-4-sims-gif. Contrasting the variance of the 1981–2016 historic versus PI Niño-3.4 CESM LE SST time series, we find a substantial (55%) increased in variance (from 1.23°C² to 1.91°C², p = 0.0001). Not all simulations produced an increase, and the PI and historical PDFs overlap substantially. Overall, however, we find a substantial (+0.75°C average change) and significant (p = 0.0001, df. 638) increase in MSENE Niño-3.4 SST, which appears to be only partially explained by a shift in the overall mean between 1921–80 and 1981–2016 (+0.36°C). The 95% confidence intervals of this estimated change are large (0.0 to +1.3°C). Under PI conditions, the observed +0.61°C warming would be very unlikely (p = 6%). Based on the historical climate change PDF, warming of +0.61°C or more would be likely. A 53-member multimodel ensemble also shows substantial and
significant Niño-3.4 SST increases). This 53-member multimodel ensemble indicates that 1981–2016 MSENEs would be +0.58°C warmer.

These results appear consistent with recent model analyses showing an increase in the frequency of strong El Niño events with greenhouse warming (Cai et al. 2015) and 1920–2040 ENSO amplitude (Kim et al. 2014), and reconstructions of paleo-ENSO variance at centennial (Li et al. 2013; McGregor et al. 2013) and millennial (Cobb et al. 2003) time scales. Figures 18.1d, e show changes in the CESM1 historic El Niño SST and precipitation; the CESM simulations indicate substantial increases in zonal and meridional SST gradients and equatorial rainfall anomalies, both of which are features of stronger ENSO forcing (Cai et al. 2015). CAM5 simulations based on observed SSTs show similar precipitation changes (Fig. ES18.2).

SA and Niño-3.4 rainfall analysis. This section examines SA and NINO3.4 precipitation from CESM LE PI and historical precipitation simulations1. Figure 18.2a shows the SA and NINO3.4 precipitation PDFs associated with MSENEs. Precipitation increases in Niño-3.4 excites equivalent barotropic Rossby wave trains (Hoskins and Karoly 1981) that increase the frequency of SA drought (Hoell et al. 2015). The risk ratio for strong Niño-3.4 precipitation events (>1Z-score, or standardized anomaly) was 181%. The risk ratio is the ratio of the event probability in the real world and ‘natural’ world without climate change influences (Easterling et al. 2016).

The PDFs of SA rainfall indicate substantial uncertainty, underscoring the complexity of SA rainfall, internal atmospheric variability, and the partial influence of ENSO, which describes about ~50% of the SA rainfall variance (Funk et al. 2016). Both the PI and historic ensembles have substantial spread, but the historic PDF is shifted to the left, indicating an increased chance of droughts during El Niño events. The risk ratio for droughts less than −1Z is 160%. A two-sample t-test indicates a very significant change (−0.6Z, \( p = 0.0001 \)), with 95% confidence intervals of −0.4Z to −0.8Z. Given the inherent complexities in ENSO and a limited observational record to place the 2015/16 event in a broader historical context, we cannot be sure that SSTs in the Niño-3.4 region during recent MSENEs were not higher due to internal variability (noise). Still, utilizing tools like the CESM LE project, we can conclude that there is a likely shift towards higher Niño-3.4 SSTs and precipitation, and lower SA rainfall outcomes in the later MSENEs compared to earlier ones and that this is related to anthropogenic forcing. Examining the probabilities of the observed −1.7Z rainfall deficit based on the PI and historic distributions, we find that a drought of this severity would be possible but very unlikely under PI conditions (probability ~9%) and unlikely under historic conditions (probability ~20%).

Food security analysis—southern Africa. We relate changes in SA rainfall to changes in crop production. The major sources of uncertainty in this assessment

---

1We use a box for SA that is slightly to the west (19°–25°S, 15°–25°E) of the region used Funk et al. 2016, because rainfall simulations from the atmospheric component of the CESM1 (CAM5) displace the SA ENSO teleconnection slightly to the west (Fig. ES18.2).
The value was then estimated as \( R_{1981-2016} \) and a standard deviation of 3.7. A production change from a normal distribution with a mean of 13.5

Bique, Malawi, and Zimbabwe. 2 South Africa, Lesotho, Swaziland, Botswana, Zambia, Mozambique, Malawi, and Zimbabwe.

2connections make analyzing ENSO/SA/climate change

While the high natural variability of Niño-3.4 SSTs and the complexities surrounding both ENSO and climate change and ENSO/SA teleconnections make analyzing ENSO/SA/climate change difficult, the large CESM LE ensemble provides an exciting new resource. These simulations suggest that the recent increases in MSENE Niño-3.4 SST would be possible but unlikely under PI conditions and likely in historic climate change conditions. The CESM1 simulations suggest that some of this warming (+0.36°C) is associated with a trend towards warmer Niño-3.4 conditions, but we find additional warming that may be associated with an amplification of strong ENSO responses (Cai et al. 2015) and east Pacific precipitation (Cai et al. 2015). Contrasts between PI and historic SA and Niño-3.4 El Niño precipitation events show likely decreases and increases, respectively. Contributions to increased crop deficits are also found to be likely, but with a large spread of possible outcomes. While the large number of available CESM and CAM5 simulations allowed us to examine in depth responses in a single atmospheric model, more research with more models will be needed to validate the results. It should also be noted that this study has not focused on the future average climate; we are not suggesting that the future average climate will look more El Niño-like. It should also be noted that while observational analyses support stronger SA drought signals during strong canonical El Niño events (Hoell et al. 2015; Ratnam et al. 2014), Indian Ocean SST patterns also influence regional precipitation (Goddard and Graham 1999; Hoell et al. 2017); these influences have not been factored into this analysis.
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19. CLIMATE CHANGE INCREASED THE LIKELIHOOD OF THE 2016 HEAT EXTREMES IN ASIA

Yukiko Imada, Hideo Shiogama, Chiharu Takahashi, Masahiro Watanabe, Masato Mori, Youichi Kamae, and Shuhei Maeda

The 2016 extreme warmth across Asia would not have been possible without climate change. The 2015/16 El Niño also contributed to regional warm extremes over Southeast Asia and the Maritime Continent.

Introduction. Analyses of the observed monthly temperature record from the Goddard Institute for Space Studies (GISS) Surface Temperature Analysis (GISTEMP; Hansen et al. 2010) indicate that the total area that experienced extreme warmth over the global land surface in 2016 was record-breaking, exceeding the previous highest record in 2010 (Fig. 19.1a, fraction of area that experiences extremely high temperature). This frequent occurrence of warm events is particularly remarkable over the Asian region (Fig. 19.1a). Many parts of Southeast Asia, southern India, and northern Eurasia experienced extremely high temperature by the end of 2016 (Fig. 19.1b). In India, at least 580 people were killed by the heat waves from March to May (India’s government; European Commission). The record-breaking high temperature had been persistent more than 10 months in the Maritime Continent. In Thailand, the heat wave also caused a new record for energy consumption because of the nationwide usage of air conditioners (Gecker and Chuwiruch 2016).

Generally, Southeast Asia experiences warm and dry conditions during El Niño, being in the region of anomalously downward motion associated with the weakened Walker Circulation. Also, the global surface warms up with a lag of several months following an El Niño event through persistent changes in atmospheric circulation (Trenberth et al. 2002). In this report, we investigate to what extent the 2016 extreme warmth across Asia was attributable to anthropogenic warming or to the major El Niño episode in 2015/16.

Many studies have concluded that heat waves over the global land area have become more frequent due to human-induced global warming (e.g., Jones et al. 2008; Christidis and Stott 2014; Shiogama et al. 2016). To separate the influences of anthropogenic warming and natural variability on the 2016 heat events in Asia, we analyzed large ensembles of atmospheric general circulation model (AGCM) simulations with and without anthropogenic warming and ENSO effects.

Methods. We performed several 100-member ensemble experiments of 2016 (initialized on 1 June 2009 and continuously updated every year) using the AGCM of MIROC5 (T85L40, Watanabe et al. 2010): 1) ALL: All-forcing run integrated by the historical sea surface temperature (SST) and sea ice (HadISST dataset, Rayner et al. 2003) and historical anthropogenic and natural forcing agents. 2) NAT1 and NAT2: Natural forcing runs by removing 1870–2012 linear trends of the observed SST and sea ice (NAT1, Christidis and Stott 2014), and by removing the estimates of anthropogenic changes in SST and sea ice based on the Coupled Model Intercomparison Project Phase 5 (CMIP5) historical experiments (NAT2, Stone 2013). See Shiogama et al. (2014) for details of ALL and NAT. 3) ALLnoENSO: Same as ALL but ENSO-related variability was eliminated by removing the observed SST anomaly regressed to the Niño-3.4 SST anomaly (Takahashi et al. 2016) in order to examine the impact of the extreme El Niño in 2015/16. The SST patterns removed in NAT1, NAT2, and ALLnoENSO are shown in Figure ES19.1. The long-term historical run, ALL-LNG (1949–2016), which also uses observed SST and sea ice as specified forcings, is also
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conducted with 10-member ensembles for validation and to define a threshold of warm events. We used the monthly observation data from GISTEMP for land surface temperature.

For each land–surface grid point, annual time series of the total number of months exceeding a threshold are calculated. The thresholds for the observation and simulations are defined by two standard deviations of surface air temperature from 1951 to 2016 for GISTEMP and ALL-LNG, respectively. We assessed relative contributions of human influence and ENSO to the frequent occurrences of extreme warmth in terms of the fraction of attributable risk (FAR; Allen 2003), defined as $1 - (P_o / P_i)$, where $P_i$ and $P_o$ are threshold exceedances computed with the ALL and NAT/ALLnoENSO simulations, respectively. The threshold is defined as a 99-percentile value of area fraction estimated by the kernel method (Silverman 1986; Kimoto and Ghil 1993); 0.103 for the observation and 0.065 for the simulations (the ALL-LNG simulation underestimates the extreme values of the area fraction).

**Results.** Figure 19.1c depicts the modeled time series of the fraction: area-weighted total number of grid points experiencing extremely high temperature exceedances, with the threshold defined as two standard deviations (2 std. dev.) of surface air temperature, based on GISTEMP dataset. Global land surface (gray shaded) and Asian region (10°S–90°N, 55°E–170°W) (red) are shown. (b) Map of number of monthly warm events in 2016. (c) Same as Asian time series of (a) but ensemble mean values (red line) and range (shaded) of 10 member simulations of ALL-LNG are shown. (d) Same as (b) but for result from 2016 ensemble simulations of ALL, where number of monthly warm events was divided by 100 (number of members) to get annual value number per year. Values exceeding 99% confidential level by Student’s t test are plotted.
divided by the total number of available grid points (hereinafter, referred to as “area fraction”) over the Asian region from the ALL-LNG runs. The ALL-LNG model captures peaks of the area fraction occurring after large El Niño events (1998, 2010, and 2016) and the most frequent occurrence of warmth in 2016 (Fig. 19.1c). The model also captures the general trend of the observations. Owing to the large ensembles, a simulated event frequency map based on the 100-member ALL simulations (Fig. 19.1d) depicts continuous distribution, and reproduces the concentration of the events in Southeast Asia, southern India, and northern Eurasia.

Next, we constructed probability density functions (PDFs) of the area fraction of extreme warmth over the Asian region in 2016 using the ALL, NAT1, NAT2, and ALLnoENSO simulations (Fig. 19.2a). The results indicate that anthropogenic forcing leads to a marked increase in the event occurrence although there is a certain degree of uncertainty induced by the different estimations of anthropogenic changes in SST and sea ice between NAT1 and NAT2. Compared with this, the impact of ENSO is weaker but substantially increases the area fraction of extreme warmth.

The effects of the anthropogenic warming and ENSO on the occurrence of extreme warmth are evaluated from the difference between ALL and NAT, and ALL and ALLnoENSO, respectively. Again, extreme warmth months are defined as monthly temperatures that exceed 2 standard deviations of
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the 1951–2016 average from the ALL-LNG run. The spatial maps of frequency change due to anthropogenic forcing (Figs. 19.2b,c) indicate that the frequent occurrence of warm events across Asia shown in Fig. 19.1d can be attributable to the anthropogenic effect in most regions except narrow parts of East Asia and the Indochina peninsula. On the other hand, the ENSO-induced frequency change (Fig. 19.2d) shows increased incidence particularly over Southeast Asia. The positive frequency anomalies of extreme warmth over Southeast Asia appeared during the months from January to May in 2016 (not shown) and seem to be attributable to the warmer Indian Ocean SSTs and descending anomalies over the Maritime Continent during that period associated with the continued big El Niño since the 2015 winter (the ENSO-related SST transition in 2016 is shown in Fig. ES19.1c). Note that, in our simple concurrent regression method, lagged influence of ENSO on the East Asian summer climate (the so-called Indian Ocean capacitor effect; Xie et al. 2009, 2016) cannot be taken into account. In 2016, however, the major Indian Ocean warming occurred in the beginning of the year, which is partly captured in the concurrent regression method (Fig. ES19.1c), and the lagged impact of ENSO was relatively small in the summer.

From the observed record, the occurrence rate of extreme area fraction in 2016 can be estimated at less than 1% in the long-term climate (the observed area fraction of 2016 is greater than the 99-percentile threshold). The ALL simulations, however, indicate that the 2016 condition raised the level of the occurrence rate up to 75.9%. On the other hand, the occurrence rate is 0.000%, 0.000%, and 41.1% for NAT1, NAT2, and ALLnoENSO, respectively. The estimated FARs are 1.000, 1.000, and 0.458, respectively. These results suggest that the frequent occurrence of extreme warmth across Asia in 2016 would never have happened without the anthropogenic warming, and the ENSO condition also partly contributed to the increase in the probability particularly over the Philippines, the Maritime Continent, and Southeast Asia.

Several studies demonstrated that the magnitude of the attributable signal can change substantially depending on the model used (e.g., Bellprat and Doblas-Reyes 2016). It is also known that the atmosphere-only model experiments lack air–sea interactions and overestimate the role of SST (e.g., Barsugli and Battisti 1998). To evaluate the impact from these drawbacks, we analyzed the results of fully-forced 20-member historical AGCM simulations conducted by ESRL-CAM5 (available at www.esrl.noaa.gov/psd/repository), and also, 5-member historical (ALL) and natural (NAT) CMIP5 simulations conducted by MIROC5 (atmospheric components are exactly the same as the model used in this study). The linear trends of the historical simulations from 1958 to 2016 are 0.0569% per year of area fraction for the ALL-LNG run (Fig. 19.1c), 0.0590% per year for the ESRL-CAM5 AGCM simulations (Fig. ES19.2a), and 0.0764% per year for the coupled GCM of MIROC5 (Fig. ES19.2c). The sensitivity to different AGCM is relatively small between MIROC5 and CAM5 AGCMs. On the other hand, the difference between MIROC5 AGCM and CGCM suggests that the air–sea interaction might have some impacts on the occurrence of extreme warmth over Asia.

Conclusions. All of the risk of the extremely high temperatures over Asia in 2016 can be attributed to anthropogenic warming. In addition, the ENSO condition made the extreme warmth two times more likely to occur. It is found that anthropogenic warming contributed to raising the level of event probability almost everywhere, although the 2015/16 El Niño contributed to a regional increase of warm events over the Maritime Continent, the Philippines, and Southeast Asia, but had little significant contribution elsewhere in Asia.
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20. EXTREME RAINFALL (R20MM, RX5DAY) IN YANGTZE–HUAI, CHINA, IN JUNE–JULY 2016: THE ROLE OF ENSO AND ANTHROPOGENIC CLIMATE CHANGE

Qiaohong Sun and Chiyuan Miao

Both the 2015/16 strong El Niño and anthropogenic factors contributed to the June–July 2016 extreme precipitation (R20mm, RX5day) in Yangtze–Huai, China. Combined, they increased the risk of the event tenfold.

Introduction. In June–July 2016, the Yangtze–Huai region (27.5°–35°N, 107.5°–123°E) in China experienced a deluge of extreme rainfall, especially in the middle and lower reaches of the Yangtze River Basin (Fig. ES20.1a). The extreme rainfall caused widespread severe flooding, waterlogging, and landslides in the Yangtze–Huai region.

We examined changes in the characteristics of rainfall for the June–July period, including the number of days with very heavy precipitation (daily precipitation ≥ 20 mm; R20mm) and the maximum 5-day precipitation amount (RX5day). In this study, we estimated the probability that the changes in extreme rainfall were due to El Niño or to anthropogenic climate change.

Data and methods. We used observed daily precipitation data for the period 1957–2016, obtained from the National Meteorological Information Center of the China Meteorological Administration. The dataset is constructed from over 2400 station observations across China at a resolution of 0.5° × 0.5° (Shen et al. 2010). We calculated R20mm and RX5day (Sillmann et al. 2013) to estimate the characteristics of extreme precipitation in June–July. We conducted a lag–lead correlation between the June–July extreme precipitation and the December–February (DJF) ENSO index during the preceding winter. The DJF oceanic Niño index (ONI, 3-month running mean of ERSST.v4 SST anomalies in the Niño-3.4 region), based on centered 30-year base periods updated every 5 years, was used as an indicator of the ENSO.

Simulations from six climate models involved in phase 5 of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012) that adequately capture climate variability in the Yangtze–Huai region were used to attribute the June–July extreme precipitation over Yangtze–Huai (see Table ES20.1). We used simulations for the period 1912–2005 with natural forcing and all forcings. We obtained the simulated RX5day and R20mm data from the Canadian Centre for Climate Modelling and Analysis (www.cccma.ecgc.ca/data/climdex/index.shtml). Data from NCEP/NCAR Reanalysis 1 were used to depict large-scale atmospheric circulation. We used several statistical techniques to assess the severity and causes of the extreme precipitation:

1) To estimate the univariate return period, we used the generalized extreme value (GEV) distribution for parametric fitting. We used the Kolmogorov–Smirnov (K–S) goodness-of-fit test to verify the distribution (Wilks 2006). The return periods (R) for RX5day and R20mm were estimated from the GEV distribution and defined as $R = 1 / [1 - F(x)]$, where $F(x)$ is the cumulative probability of June–July RX5day or R20mm in 2016. Then, after using the Akaike Information Criterion (AIC; Akaike 1974) to identify the most appropriate copula function (smallest AIC), the T-copula function was used to estimate the probability of concurrence of high RX5day and R20mm.

2) To assess the influence of the 2015/16 El Niño on the 2016 extreme precipitation, we used the non-stationary GEV distribution with the ENSO index in the preceding winter as a covariate. The location parameter of the GEV distribution was linearly regressed to the DJF ENSO index (Sun et al. 2017; Zhang et al. 2010). Then, the probability ratios ($PR = P_1/P_2$) were used to estimate the influence of ENSO. $P_1$ and $P_2$ represent the probabilities of exceeding the June–July RX5day threshold in two different scenarios.
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was estimated from the GEV distribution with the parameter fit to the winter 2015/16 ENSO index; $P_2$ was calculated from the GEV distribution fitted to the ENSO index from the neutral years.

3) To quantify the human-induced changes in the odds of extreme events, we employed the fraction of attributable risk (FAR = 1 − $P_1$/$P_2$) and the corresponding probability ratios (Fischer and Knutti 2015; Stott et al. 2005). We estimated the anthropogenic influence by setting $P_1$ to be the probability of exceeding the 2016 RX5day in the all-forcings scenarios, with $P_2$ being the equivalent for the natural-forcing scenarios. To estimate the influence of El Niño conditions during the preceding winter on the June–July extreme precipitation, we calculated the probability ratio (PR) with $P_1$ from the El Niño all-forcings simulations and $P_2$ from the neutral all-forcings simulations. The sample method (90% of samples were randomly selected for each time) was performed 1000 times per period to estimate the PR uncertainty.

Results A. Observed 2016 June–July extreme rainfall in historical context. The regional averages for the 2016 June–July RX5day (127.04 mm) and R20mm (7.91 days) were the third highest since records began in 1957, with 45.1% and 47.9% growth relative to the baseline period, as demonstrated by the distinct 45–2947 years and 51 years (95% confidence level: 23–234 years), respectively, but the concurrency of the two events was close to being a 1-in-181-year event (Fig. 20.1a). The maximum changes in RX5day were concentrated in the middle and lower reaches of the Yangtze–Huai region approximately every 116 years (95% confidence level: 45–2947 years) and 51 years (95% confidence level: 23–234 years), respectively, but the concurrency of the two events was close to being a 1-in-181-year event (Fig. 20.1a). The maximum changes in RX5day were concentrated in the middle and lower reaches of the Yangtze River Basin, where there were positive anomalies greater than 100% (Fig. 20.1b). More regions were affected by severe precipitation in 2016 compared with the baseline period, as demonstrated by the distinct rightward shift in the 2016 histogram for RX5day (Fig. 20.1b). Successive days of heavy precipitation were mainly concentrated in late June and early July. The water levels in five main hydrological stations surpassed the alert level for long durations, triggering widespread, severe flooding in the middle and lower reaches of the Yangtze River Basin (Fig. ES20.2).

Results B. Attribution to El Niño and anthropogenic influences. The 2015/16 El Niño was one of the strongest on record, comparable to the 1972/73 event (L’Heureux et al. 2017). The ENSO index during the preceding winter was significantly correlated ($p < 0.05$) with the June–July extreme precipitation and flooding in the Yangtze–Huai region (Fig. 20.1c), and the correlation map has field significance ($p < 0.05$) as suggested by the field significance test (Livezey and Chen 1983; Fig. ES20.1b). The risk of occurrence of the 2016 extreme precipitation event was increased by the preceding winter El Niño, with a 1.5- to 4-fold increase in risks relative to preceding neutral conditions for most areas in the Yangtze–Huai region (Fig. 20.1d). Comparing precipitation extremes between the preceding El Niño and neutral seasons in the all-forcings simulations, we found that about 72% of the risk of the June–July 2016 RX5day could be attributed to the influence of El Niño, indicating that the El Niño event produced a greater than threefold increase in the likelihood of the extreme precipitation event (Figs. ES20.2a,b). The western Pacific subtropical high (WPSH) generally shifts southward and has a westward extension during El Niño decay (Huang and Wu 1989; Wang et al. 2000), which is conducive to water-vapor transmission to the Yangtze–Huai region and the induction of persistent heavy precipitation in the Yangtze River Basin (Figs. 20.1e,f). The circulation systems in June–July of 1998 and 2016 were characterized by a stronger than normal WPSH with its high ridge extending more westward. The high ridge of the WPSH in 2016 was slightly eastward compared to that in 1998 owing to some inconsistences of sea surface temperature patterns (L’Heureux et al. 2017); however, the intensity of the WPSH in 2016 was slightly stronger than that in 1998. An anomalous anticyclone dominated over the northwestern Pacific in the lower troposphere and induced intensified water vapor transport from the western Pacific to the Yangtze–Huai region (Yuan et al. 2017); this transport was linked to the occurrence of extreme precipitation.

We compared the likelihood of occurrence of the 2016 June–July RX5day event in different CMIP5 experiments. When the 2016 June–July RX5day was marked as the threshold, precipitation extremes like those experienced during June–July 2016 in the Yangtze–Huai region were 35% more likely because of anthropogenic climate change. This is equivalent to an approximately 1.5-fold (5%–95% uncertainty range: 0.6–4.7) increase in the probability of occurrence owing to anthropogenic influences. The compound effects of both anthropogenic climate change and the preceding strong El Niño can explain 91% (5%–95% uncertainty range: 66%–99%) of the risk of such event conditional on the preceding winter El Niño state between all-forcings and natural-forcing simulations. That is, anthropogenic climate change...
and El Niño together resulted in a tenfold increase in the risk of this extreme event (Fig. 20.2b).

**Conclusions.** Model and observational analyses showed that the extreme precipitation event that occurred in June–July 2016 in the Yangtze–Huai region of China, featuring high intensity and frequency of precipitation, was strongly correlated with the preceding 2015/16 El Niño conditions and with anthropogenic factors. The El Niño conditions during the preceding winter strongly increased the probability of summer extreme precipitation over the Yangtze–Huai region and baseline period (1961–90; blue). Embedded figure shows spatial distribution of percentage change (%) in Jun–Jul RX5day in 2016 relative to mean RX5day during baseline period (1961–90). (c) ENSO index during preceding winter and area-averaged Jun–Jul RX5day were significantly correlated at 95% confidence level \( r = 0.365 \). (d) Spatial distribution of probability ratio, with preceding winter ENSO index as covariate, representing difference in probability of 2016 RX5day event occurring during decaying El Niño conditions versus during neutral conditions. (e),(f) Mean Jun–Jul integrated water-vapor flux \( g \ m^{-1} s^{-1} \) of layer from surface to 300 hPa and 500 hPa geopotential height (white contours) for (e) five strongest La Niña years and (f) five strongest El Niño years. Red and orange contour lines in (f) are for 588 dagpm in Jun–Jul 2016 and 1998, respectively.
via an enhancement and westward extension of the WPSH. The models showed a 35% contribution of anthropogenic factors to the 2016 extreme precipitation. Together, anthropogenic climate change and El Niño may result in a tenfold increase in the risk of occurrence of this extreme event. The frequency of extreme El Niño events are projected to increase with a warming climate (Cai et al. 2014), which may induce more frequent and more severe episodes of extreme precipitation in the future.
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Introduction. From 30 June to 6 July 2016 Wuhan City, which has approximately ten million residents, received a record-breaking weekly rainfall of 574 mm, reaching a maximum of 1087.2 mm in the downtown areas. This intense rainfall resulted in a disastrous flood that killed 237 people, left 93 people missing, and caused at least $22 billion in damage (U.S. dollars), making it the second most expensive weather-related natural disaster in China’s history.

The 2016 Wuhan extreme precipitation was a part of Mei-yu rain (called Baiu in Japan), which has been shown to become particularly heavy in the summer following an El Niño event (Huang et al. 2000; Lin and Lu 2009; Jin et al. 2016). Two ENSO-related processes were proposed to explain this phenomena: 1) the persistent western North Pacific anticyclonic anomaly in the lower troposphere due to the ENSO-related wind–evaporation–SST feedback (Wang et al. 2000; Lau and Weng 2001; Lim and Kim 2007; Chou et al. 2009; Jin et al. 2016; Zhang et al. 2016), and 2) the southward displacement of the Asian jet stream in the upper troposphere due to the increasing meridional temperature gradient and the thermal wind balance that are forced by the ENSO-related warming in the tropical troposphere (Seager et al. 2003; Lin and Lu 2009; Lin 2010). Both processes can transport more moisture to the middle–lower valley of the Yangtze River and induce more precipitation extremes.

The meridional propagation of the Mei-yu front can be quantified by the pattern of R7x (defined as the wettest period over seven consecutive summer days; Fig. 21.1a). The Mei-yu front is typically located over the south coast of China in May, propagates north to the Yangtze River basin by June and to northern China by July, and retreats in August with the end of the East Asian monsoon (Chang et al. 2000).

Using the R7x from the observed and simulated precipitation data, this study tried to answer two questions: 1) How extreme is the 2016 Wuhan extreme precipitation in historical context? 2) What are the relative impacts of the recent El Niño event and human-induced warming on the precipitation extreme?

Data and methods. The latest daily precipitation from 1961 to 2016 at ~2400 meteorological stations (Fig. ES21.1) were used in this study. To better show the spatial variability of precipitation, hourly precipitation in 2016 at ~50,000 auto weather stations in China were used in Fig. 21.1a. These datasets have undergone a series of quality control tests including outlier identification, internal consistency checks, and spatial and temporal consistency checks (Ren et al. 2010; Shen and Xiong 2016).

The Niño-3.4 index derived from HadISST over the region (5°S–5°N, 170°–120°W; Rayner et al. 2003) was calculated for December–February (DJF). Model data were extracted from the CMIP5 archive (Taylor et al. 2011). We evaluated their performance in capturing the observed variabilities of precipitation and the DJF Niño-3.4 index via a Kolmogrov–Smirnoff test ($p > 0.05$; failure to reject the null hypothesis that the modeled precipitation has the same distribution as the observed). The simulations with standard deviations greater than 1.47°C (1.5σ) in the Niño-3.4 index were excluded, because the overestimated ENSO variability can result in its spurious relationship with the East Asia summer rainfall (Fu et al. 2013).

To separate the influences of the El Niño and La Niña events, we further evaluated and selected the all-forcing (ALL) simulations with a significantly positive relationship ($p < 0.1$) between the detrended precipitation and DJF Niño-3.4 time series. The years with the DJF Niño-3.4 index above (below) 0.98°C
(1σ) in the observation and model simulations were regarded to be El Niño (La Niña) years (Black and Karoly 2016; King et al. 2016; Lehner et al. 2016). As a result, 13% (11%) of the years from the twelve models were selected (Table ES21.1).

These CMIP5 models provide 35 simulations with all-forcings (ALL) and natural forcings only (NAT). The ALL runs were extended through 2016 with the Representative Concentration Pathways (RCP) 8.5, because the projected greenhouse gas forcing of RCP8.5 is more consistent with present values than other RCPs (Peters et al. 2013). Values of R7x were estimated with fewer simulations, as three of the models did not provide the necessary daily rainfall data. We further used model data from a pair of multidecadal ensemble experiments using the latest Met Office HadGEM3-A-based attribution system (N216 L85, 0.83° × 0.56° resolution; Christidis et al. 2013). This attribution system adopts the latest operational dynamical core (Wood and Stainforth 2010) and land surface model (JULES; Best et al. 2011), as well as an updated set of forcings consistent with the CMIP5 generation (Jones et al. 2011). Additionally, this attribution system comprises two sets of 15 stochastic physics experiments spanning the period 1960–2015, one set with all-forcings and the other with natural forcings only. The observed sea surface temperature and sea ice data from HadISST provided a better

Fig. 21.1. (a) Spatial pattern in precipitation accumulation (R7x, in station dots) and 10-m wind field (in black arrows) during 2016 Wuhan extreme precipitation (30 Jun to 6 Jul 2016). Cyan pentagram shows Wuhan City, China. Blue lines indicate first-class rivers in China. Black rectangle denotes study region (29°–32°N, 112°–118°E). (b) Time series of R7x for black boxed region. 2016 is marked in pink square. (c) R7x for black box region during 1961–2016 is illustrated with DJF Niño-3.4 index. Right axis denotes normalized value (1961–2016 average of R7x). Correlation coefficient is 0.36 (p < 0.01), which is almost same as that from detrended series (0.37, p < 0.01). (d) GEV fit (in red line) of R7x with 95% confidence intervals (dashed lines). (e) Scaled GEV fit of R7x in which location parameter (thick red line) and scale parameter (difference between red lines) depend exponentially on global mean air temperature anomaly with ratio of two parameters being constant.
estimation of the boundary conditions for the two sets of runs (Christidis et al. 2013).

For consistency with our observational analysis, the model data are area-averaged over the study region (29°–32°N, 112°–118°E; Fig. 21.1a). In addition to R7x, we also did the analysis for monthly (July) precipitation. We applied several statistical techniques to assess the 2016 Wuhan extreme precipitation:

1) A Kolmogorov–Smirnoff test (K–S) was conducted to determine how well the distributions of the simulated precipitation and Niño-3.4 index matched the observed distribution.

2) Both the generalized extreme value (GEV; Schaller et al. 2016) and scaled GEV (van der Wiel et al. 2017) were performed to fit the observed precipitation. In the scaled GEV fit, the location and scale parameters depend exponentially on the global mean air temperature anomaly with the ratio of the two parameters being constant (van der Wiel et al. 2017; more details in the online supplement). The scaled GEV can reflect the influence of global warming on the odds of precipitation extremes. Only the GEV was conducted to fit the modeled precipitation here. Their uncertainties (5%–95%) were estimated with a 1000-member bootstrap.

3) The fraction of attributable risk (FAR = 1 – PNAT/PALL) method (Stone and Allen 2005) was used to ascertain the influence of anthropogenic climate change. Bootstrapping (with replacement) was performed 1000 times to estimate the FAR uncertainty.

4) The scaling factors of the simulated extreme precipitation to best match the observations by two-signal analyses of the optimal fingerprinting (OF) method were estimated to evaluate the impact of anthropogenic climate change (Hegerl et al. 1997; Allen and Stott 2003; Ribes et al. 2013). The observed precipitation was regressed onto the multimodel mean precipitation response to NAT and anthropogenic forcings (ANT = ALL – NAT) simultaneously (Wan et al. 2015). A total of 114 chunks, each 55 years long, were obtained from 12 preindustrial control simulations to estimate internal variability (Table ES21.1). Uncertainty ranges (5%–95%) for the scaling factors were evaluated via Monte Carlo simulations. The signal of human-induced warming is considered detected if the scaling factor is significantly greater than zero (Min et al. 2011).

**Results.** Figure 21.1a illustrates the rainbelt of R7x related to the northward propagation of the Mei-yu front, originating from the South China Sea. Following the 2015/16 strong El Niño event, the study region received a record-breaking average R7x of 456.28 mm. The R7x exhibits a significantly positive correlation with the DJF Niño-3.4 index ($r = 0.36$, $p = 0.01$; Fig. 21.1c).

The R7x over this region shows a significant increasing trend of 8.88 mm decade$^{-1}$ (Fig. 21.1b). Therefore, we considered the covariance of R7x and global warming and found the location parameter of the scaled GEV for the observed R7x exhibits an upward trend (Fig. 21.1e). A GEV fit of the observed R7x denotes that the 2016 Wuhan extreme precipitation was close to a 1-in-106-year event (Fig. 21.1d). Under the global mean air temperature of 1961, the precipitation extreme like the 2016 Wuhan extreme precipitation (normalized value of 149.69%) is a 1-in-272-year event (Fig. 21.2a). However, it becomes a 1-in-28-year event when the observations are shifted up with global mean air temperature of 2016 (Fig. 21.2a).

To assess the influence of human-induced warming, we compared the changes in the likelihood of the R7x anomaly from the ALL and NAT runs (Fig. 21.2a). Given the El Niño events, 64% [95% confidence intervals (CI): 45%–71%; 26% (95% CI: 20%–39%)] for the HadGEM3-A-based system] of the attributable risk of such an event as the 2016 Wuhan extreme precipitation is attributed to human-induced warming (Figs. 21.2a and ES21.3a). Given the La Niña events, such events do not occur in NAT scenarios (as indicated by all the green squares below the observed 2016), whose intense precipitation tail agrees well with that scaled with the global mean air temperature of 1961 (Fig. 21.2a). However, such events do exist in La Niña years in the ALL simulations (Fig. 21.2a).

Compared with the likelihood of the R7x anomaly between El Niño and La Niña events in the ALL simulations, we found a 144% [95% CI: 119%–182%]; 216% (95% CI: 192%–253%)] for the HadGEM3-A-based system] increase in the likelihood of such an extreme event in El Niño years (Figs. 21.2a and ES21.3a).

Furthermore, the best estimate of scaling factor of the R7x for anthropogenic forcings is 0.92 (CI: 0.08–1.91; 0.86 with CI 0.18–1.63 in the HadGEM3-A-based system), as derived via two-signal analyses (Figs. 21.2b and ES21.2), suggesting the robustness of detectable human influence on the increasing likelihood for such an event as the 2016 Wuhan extreme precipitation. However, the signal of the natural forcings cannot be detected using the OF method (Fig. 21.2b), likely due to its mixture of the El Niño and La Niña years.
We found that the scaling factors of the R7x for anthropogenic forcings are comparable for the CMIP5 models and the HadGEM3-A-based system via the use of OF method. However, the different attributable risks of such an event as the 2016 Wuhan extreme precipitation to anthropogenic climate change are derived by the FAR method, which may be due to various sensitivities of extreme precipitation to El Niño events between the CMIP5 models and the HadGEM3-A-based system.

Conclusions and discussion. Our analysis based on R7x indicates that the record-breaking extreme precipitation event of 2016 in China’s Wuhan is a 1-in-28-year event in the climate of 2016. It is a 1-in-272-year event in the climate of 1961. CMIP5-based FAR analyses suggest that approximately 60% of the risk of such an event can be attributed to human-induced warming. El Niño has substantially increased the likelihood of such an event as the 2016 Wuhan extreme precipitation by 144%. This study helps to advance our understanding of the role of human-induced warming and El Niño in intense precipitation over East Asia.

If monthly (July) precipitation was used as the index of such an event (normalized value of 260.07% in 2016), 75% [(95% CI: 54%–86%); 21% (95% CI: 17%–29%) for the HadGEM3-A-based system] of the risk can be attributed to human-induced warming using the CMIP5 models (Figs. ES21.3b and ES21.4a), which is consistent with the results based on R7x (Figs. 21.2a and ES21.3a). However, such events do not occur during La Niña years, and anthropogenic forcings make monthly precipitation extremes occur infrequently (Figs. ES21.3b and ES21.4a). Additionally, the signal of human-induced warming in monthly precipitation was significantly detected by the optimal fingerprinting method in the CMIP5 models (Fig. ES21.3c), but not in the HadGEM3-A-based system (Fig. ES21.4b).

We found that the FAR of such events due to human-induced warming in the CMIP5 models is higher than those in the HadGEM3-A-based system, but the increases in the likelihoods of such events in El Niño years compared to those in the La Niña years are smaller in the CMIP5 models than those in the HadGEM3-A-based system. Both the CMIP5 and HadGEM3-A-based system adopt consistent anthropogenic forcings. However, the CMIP5 coupled models have large uncertainties in the modeling of internal variability, and CMIP5 models might be more sensitive to anthropogenic forcings than the HadGEM3-A-based system. The HadGEM3-A-based system tends to better capture the influence of ENSO due to the use of the observed sea ice and sea surface temperature, the latest operational dynamical core (Wood and Stainforth 2010) and its land surface model (Best et al. 2011). Despite all this, the HadGEM3-A-based system does not adopt a fully coupled atmosphere–ocean system, which may introduce some uncertainty when deriving the scaling factor.
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22. DO CLIMATE CHANGE AND EL NIÑO INCREASE LIKELIHOOD OF YANGTZE RIVER EXTREME RAINFALL?

XING YUAN, SHANSHAN WANG, AND ZENG-ZHEN HU

Anthropogenic climate change has increased the risk of 2016 Yangtze River extreme summer rainfall by 17%–59%, and the increase could reach 37%–91% in El Niño years.

Introduction. In June–July 2016, a barrage of extreme rainfall hit the middle and lower reaches of Yangtze River in eastern China, which caused severe urban inundations in large cities such as Wuhan and Nanjing, and resulted in direct economic loss of 70 billion RMB (about $10 billion U.S. dollars). Similar to the 1998 Yangtze River extreme rainfall, the 2016 extreme rainfall coincided with the decaying phase of 2015/16 super El Niño through Pacific–East Asian teleconnection which enhanced the west Pacific subtropical high (WPSH) and weakened the East Asia summer monsoon (EASM), resulting in an anomalously anticyclonic circulation pattern over the northwestern Pacific that brought lots of atmospheric moisture from the Pacific to the Yangtze River (Wang et al. 2000; Yuan et al. 2017). A possible mechanism for the lag-impact of El Niño/Southern Oscillation (ENSO) on East Asia summer climate is the Indo–western Pacific Ocean capacitor (IPOC), where the North Indian Ocean warming after El Niño plays an important role (Xie et al. 2016). The spatial distribution of the 2016 extreme rainfall, however, is different from that in 1998 with a northward shift of the ENSO-forced teleconnection (Figs. 22.1e,f), which raises the question of whether the climate change and El Niño increase the likelihood of Yangtze River extreme rainfall. This paper will examine the 2016 extreme rainfall in a historical context, and investigate the effects of anthropogenic climate change and natural climate variability (e.g., ENSO) on the likelihood of the extreme rainfall.

Data and methods. Daily rainfall observations from 2474 China Meteorological Administration (CMA) stations provided by CMA National Meteorological Information Center (NMIC) were interpolated into 0.25-degree grid cells during June–July of 1951–2016 by using the inverse quadratic distance weighting method (Yuan et al. 2016). Detecting the human influence on precipitation change is a grand challenge especially at regional or local scales (Hu et al. 2003; Zhang et al. 2007). Therefore, daily rainfall at 0.25-degree grid cells were averaged over the middle and lower reaches of Yangtze River (27°–34°N, 110°–123°E) for a more robust analysis. The area-averaged maximum 10-day rainfall amounts (RX10day) during each June–July, which is a good indicator for flooding, was selected to represent the extreme rainfall over Yangtze River. The generalized extreme value (GEV) distribution was used to fit the extreme rainfall distribution and to estimate the return period in this study. To analyze the ENSO impact on the extreme rainfall, the extended reconstructed sea surface temperature version 4 (ERSSTv4; Huang et al. 2014) monthly data during 1854–2016 was used as SST observations in this study. An El Niño event was defined as the mean Niño-3.4 (5°S–5°N, 120°–170°W) SST anomaly during preceding December–February (DJF) exceeding 0.95°C (1σ) of the Niño-3.4 SST time series; a La Niña event was defined by a mean SST anomaly of less than −0.95°C. Note that the same criterion (> 0.95°C) was also applied for the model simulations for the ENSO identification.

Daily rainfall and SST simulations from 14 atmosphere–ocean coupled general circulation models (CGCMs; see Table ES22.1 for the model list) provided by the Coupled Model Intercomparison Project Phase
(CMIP5; Taylor et al. 2012) were used in this study. For each CGCM, several pairs of realizations driven by all (ALL) and natural only (NAT) forcings during 1950–2005 were used. A number of evaluation tests were carried out to identify models: 1) as compared with observation, variability of both simulated consecutive 10-day rainfall averaged over middle and lower Yangtze River should pass the Kolmogorov–Smirnov test with \( p < 0.05 \); 2) standard deviations of model simulated Niño-3.4 SST
should be less than 1.43°C (1.5σ of observed Niño-3.4 SST); and 3) both ALL and NAT experiments should produce a positive correlation between DJF Niño-3.4 and June–July RX10day. After evaluation, six CMIP5 models with 12 realizations (red bold in Table ES22.1) were selected to determine the effects of anthropogenic climate change and ENSO on the Yangtze River extreme rainfall. The fraction of attributable risk (FAR; Stott et al. 2004) method that compares the event tail probabilities (P) between CMIP5/NAT and CMIP5/ALL simulations (FAR = 1−P_{NAT}/P_{ALL}), was used to assess the contribution of anthropogenic climate change. For instance, a value of FAR = 0.5 suggests that the risk of an extreme event is doubled over natural conditions due to anthropogenic climate change. Bootstrapping was performed 1000 times to estimate the FAR uncertainty.

Results. Figure 22.1a shows the spatial distribution of 10-day accumulated rainfall anomaly during 26 June–5 July in 2016. Extreme rainfall was found to have occurred over the middle and lower reaches of Yangtze River, with anomaly exceeding 300–400 mm within 10 days. Moreover, the area-averaged 10-day rainfall anomaly in 2016 is ranked as the first during recent 66 years (1951–2016) according to the CMA/NMIC observations (bar plot in Fig. 22.1b). Figure 22.1c shows that the RX10day extreme rainfall index in 2016 is also ranked as the first during 1951–2016, with a return period of 88 years (>8 years at 95% confidence level).

The Yangtze River extreme rainfall occurred in the context of the 2015/16 super El Niño. Actually there were statistically significant correlations between Yangtze River extreme summer rainfall and preceding Niño-3.4 index. Figure ES22.1 shows that the RX10day index during summer positively correlated with the Niño-3.4 index in the preceding cold seasons, with the highest correlation for DJF Niño-3.4 index. To assess the El Niño impacts spatially, the RX10day at each 0.25-degree grid cell were regressed against Niño-3.4 index during preceding DJF (Wu et al. 2003). Figures 22.1d–f show the regressed RX10day for the periods of 1951–76, 1977–99, and 2000–16, respectively, where the ENSO forced teleconnection pattern shifts from southeastern China to the middle and lower reaches of Yangtze River after 2000, resulting in a pattern (Fig. 22.1f) that is similar to the 2016 extreme rainfall (Fig. 22.1a). This suggests the northward shift of the ENSO forced teleconnection may increase the risk of extreme rainfall over Yangtze River. The cause of the shift is still unclear, and one possibility is the decadal internal variability, such as interdecadal Pacific oscillation (IPO). For example, Song and Zhou (2016) found that the IPO plays a dominant role in the decadal variation of the relationship between ENSO and East Asian summer monsoon during the twentieth century.

Figure ES22.1 also shows that although the correlation is statistically significant, it is actually very weak (less than 0.25). This implies that other factors, such as sea–ice, land surface processes, stratosphere, and unforced internal variability due to the chaos of the weather, may play a role. Moreover, Gao et al. (2014) argued that only a small fraction of monthly precipitation in eastern China is predictable. He et al. (2016) also indicated that only about 18% of the interannual variation of rainfall over East Asian land can be explained by SST. Tropical Indian and Pacific Oceans each account for approximately 6% of the total variance of rainfall. These studies document the dominant role of atmospheric internal dynamical processes in variation of East Asian summer rainfall. In fact, Sterl et al. (2007) showed that changes in the strength of ENSO teleconnection could be very small and only detectable on centennial time scales.

To explore the causality of the risk change, CMIP5 model simulations with ALL and NAT-only forcings were used. Similar to other CGCM applications (Yuan and Wood 2013; Wang et al. 2017), CMIP5 models seem to overrepresent the ENSO–seasonal mean rainfall teleconnection (not shown) and under-represent the ENSO–extreme rainfall teleconnection (Fig. ES22.2). Models’ simulations on the teleconnection pattern, however, can be improved to some extent with the consideration of anthropogenic forcings (Fig. ES22.2), suggesting that anthropogenic climate change may play an important role in influencing the likelihood of the Yangtze River extreme rainfall.

Therefore, the probability density functions (PDFs) for RX10day of CMIP5 model simulations, were calculated by fitting GEV distributions. The FAR for the RX10day heavier than the 2016 case is 0.38 (±0.21), with the return period decreased from 72 years [95% confidence interval (CI): 34–238 years] to 45 years (CI: 24–120 years) under the influence of the anthropogenic climate change (Fig. 22.2a). For the results during El Niño years (Fig. 22.2b), there is a more robust difference between the simulations with and without anthropogenic forcings, with FAR changed to 0.64 (±0.27). Figure 22.2b also shows that an extreme rainfall event like that in 2016 is most likely to occur in El Niño years with ALL forcings (red square), and least likely in La Niña years without
anthropogenic forcings (blue plus). The results for El Niño years without anthropogenic forcings (purple square) and La Niña years with all forcings (green plus) are between them. Under ALL forcing conditions, El Niño years increase the likelihood of having extreme rainfall from La Niña years by 416% (±200%).

Conclusions. Extreme rainfall hit the middle and lower reaches of Yangtze River during the summer of 2016, where the anomaly exceeded 300–400 mm within 10 days, ranking as the heaviest 10-day rainfall since 1951. In fact, the observed ENSO-extreme rainfall teleconnection shows a northward shift after 2000 and may increase the risk of extreme rainfall over the Yangtze River, although such northward shift of the teleconnection is compatible with natural variability. By using CMIP5 model simulations, it is found that the likelihood of Yangtze River extreme rainfall such as that occurring in 2016 has increased by about 38% (±21%) due to anthropogenic climate change, and the likelihood can be increased by 64% (±27%) in El Niño years. There are large uncertainties, however, both because of complicated causes of Yangtze River extreme rainfall, and the deficiencies in current CMIP5 models in representing ENSO, ENSO-teleconnection, and extreme rainfall processes.
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Fig. 22.2. (a) Return periods for Yangtze River RX10day anomaly from CMIP5 simulations under ALL and NAT forcings during 1950–2005. (b) As in (a), but during El Niño or La Niña years (see text for definitions).


Anthropogenic influences are estimated to have reduced the likelihood of an extreme cold event in midwinter with the intensity equal to or stronger than the record of 2016 in eastern China by about two-thirds.

Introduction. A strong cold surge occurred during 21–25 January 2016 affecting most areas of China, especially eastern China (Fig. 23.1a). Daily mean temperatures dropped by up to 10°C–18°C within this event at individual stations in this region (CMA 2017) and broke daily minimum temperature \( (T_{\text{min}}) \) records at many stations (Fig. 23.1b). The area averaged anomaly of \( T_{\text{min}} \) over the region \( (20^\circ–44^\circ\text{N}, 100^\circ–124^\circ\text{E}) \) for this pentad was \(-4^\circ\text{C} \) (2.2 standard deviations) relative to the 1961–90 normal. This was the lowest temperature recorded, for 21–25 January, since modern meteorological observations started in 1960 (Fig. 23.1c). According to press reports (CMA 2017), 1.18 billion people were in the area where daily mean temperatures fell by more than 6°C within this event. On 24 January, the snowline even reached Guangzhou and the Pearl River Delta in southern China. This was the lowest latitude recorded since 1951. A sharp temperature drop, low temperatures, and associated freezing rain and snow caused widespread disruptions to transport, power supply, and public services, and damage to agriculture in southern China (http://mt.sohu.com/20160210/n437184257.shtml; last accessed 19 March 2017).

Cold extremes have been gaining wide attention in many parts of midlatitude Eurasia and North America in recent years (e.g., Mori et al. 2014; Trenary et al. 2016; McCusker et al. 2016). It is controversial whether they are related to Arctic warming. Some studies suggested that greenhouse-gas-induced global and Arctic warming may enhance the meandering of the jet stream thus increasing the probability of cold extremes in certain regions (Francis and Vavrus 2015), and that the Arctic warming in the Barents–Kara Seas is closely connected to the cooling in eastern Asia (Kug et al. 2015) and robust Arctic sea–ice influence on recent increases in Eurasian cold winters (Mori et al. 2014). However, other studies have suggested that the Arctic warming does not cause midlatitude cooling (e.g., McCusker et al. 2016; Sun et al. 2016).

Given the impact of this cold event in China and the controversy whether Asian midlatitude cold surges are becoming more likely as a consequence of Arctic warming, it is compelling to investigate how much anthropogenic forcing agents have affected the probability of cold events with an intensity equal to or larger than the January 2016 extreme event. We use the Met Office Hadley Centre system for attribution of extreme weather and climate events (ACE; Christidis et al. 2013; Burke and Stott 2017) and station observations to investigate the effect of anthropogenic forcings on the likelihood of such a cold event.

Data. We used observational data for \( T_{\text{min}} \) from 744 national Reference Climatic and Basic Meteorological Stations from the China National Meteorological Information Centre for the period 1960–2016. From 1960 to 2013, the updated temperature dataset
developed by Li et al. (2015) is used. This dataset was homogenized using the Multiple Analysis of Series for Homogenization (MASH) method (Szentimrey 1999) and was improved in terms of physical consistency among diurnal temperature records (Li et al. 2015), such that the temperature observations were quality-controlled and adjusted for most nonclimatic biases due to the changes in the local observing system, such as station relocation. After 2013, it is updated directly from those stations that have continuous records to January 2016.

We used simulations of the Hadley Centre Global Environmental Model version 3 Global Atmosphere 6.0 (HadGEM3-GA6; Walters et al. 2017) at N216
resolution. Daily outputs of $T_{\text{min}}$ at approximately 0.56° × 0.83° horizontal resolution are used. Fifteen members of the historical (all forcings) 1961–90 period (histClim) are compared with observations to estimate the model bias. Two ensembles of 525 members with and without anthropogenic forcings are provided for January 2016 to estimate the risk of such a cold event. One of these ensembles (histALL) uses historical anthropogenic and natural forcings and is an extension of the previous 15-member histClim runs. The other ensemble (histNAT) uses natural forcings only and is a continuation of a historical natural ensemble of 15 members, complementary to the histClim runs. Beyond the initial conditions of this continuation, the only difference between each of the 525 members in these experiments is the stochastic physics seed, and they are therefore considered equivalent. The boundary conditions for the histNAT experiments (see online supplement) are the same as in previous experiments using an earlier version of Met Office attribution system (Christidis et al. 2013).

Methods. For each station, the observed daily $T_{\text{min}}$ anomaly relative to 1961–90 was calculated, from which the pentad-mean $T_{\text{min}}$ anomaly for 21–25 January (PT$_{\text{min}}$) of each year was computed. These PT$_{\text{min}}$ were gridded into 2° × 2° grid boxes for the region (20°–44°N, 100°–124°E) by simply averaging the available station data within a 2° × 2° grid box. This region was chosen because the PT$_{\text{min}}$ had a large negative anomaly in most stations of this region (Fig. 23.1a). We also calculated the regional average winter (December–February, DJF) $T_{\text{min}}$ anomalies over the region.

To make observations and simulations comparable, the following steps were adopted: 1) For both histALL and histNAT ensembles, daily anomalies (relative to 1961–90 normal for histClim) were computed removing any constant model bias; 2) PT$_{\text{min}}$ for 2016 in histALL and histNAT runs were calculated and a land–sea mask applied; 3) These masked anomalies were regridded to the same 2° × 2° grid box as the observations using linear interpolation and masked by the observational gridded data; 4) Gridded observations were then masked by this simulated data; 5) The area-weighted average PT$_{\text{min}}$ of both the observations (Fig. 23.1c) and the 525 histALL and histNAT runs were then computed.

To estimate the attributable risk (Stott et al. 2004, 2016) of such an extreme cold event in midwinter, area-weighted average $T_{\text{min}}$ anomalies of 9 non-overlapping pentads from the coldest period in the climatology (1 January to 15 February) from the 525 histALL and histNAT runs were calculated and fitted to probability distribution functions (PDFs). Goodness-of-fit was tested for Gaussian and generalized extreme value (GEV) distributions. The GEV fit was found to be the most appropriate (Fig. ES23.1) and return periods of an event like the one in 2016 were estimated from this GEV fit. The shape, scale, and location parameters of the GEV fit for histALL (histNAT) runs are −0.28, 2.35, and −0.21 (−0.31, 2.25, and −1.39), respectively.

Results. Figure 23.1a shows that during this extreme cold event, most stations in eastern China recorded negative PT$_{\text{min}}$, with the largest negative anomalies below −4°C. The PT$_{\text{min}}$ broke the historical low temperature records for the same pentad at more than twenty stations, and many more recorded the second and third coldest pentad since 1960 (Fig. 23.1b). The linear trend in the regional average PT$_{\text{min}}$ (RAPT$_{\text{min}}$; Fig. 23.1c) is 0.078°C decade$^{-1}$ with 95% confidence interval (−0.26, 0.45), which is not statistically significant. This trend slope and significance testing is based on the nonparametric Sen’s slope and Mann–Kendall test taking into account the first-order autocorrelation estimated by an iterative method (Wang and Swail 2001; WS2001). The 2016 RAPT$_{\text{min}}$ is the coldest 21–25 January in the record, which started 1960, beating the previous record in 1984 (Fig. 23.1c). Figure 23.1d shows that this cold event occurred in a background of the warmest winter T$_{\text{min}}$ since 1960, showing a warming trend of 0.56 (−0.05, 1.0054) °C decade$^{-1}$ estimated also by WS2001, and that El Niño tends to be associated with warm winters (four-out-of-five El Niño years since 1982).

Figure 23.2a shows an overall mean shift toward warmer anomalies in histALL relative to histNAT indicating that human influences have reduced the risk of extreme cold events. To estimate the attributable risk ratio, we defined a threshold of −4°C based on the observed RAPT$_{\text{min}}$ for 2016. The probability (P0) of an event equal to or colder than this threshold in midwinter in histNAT is 6.8%, whereas in histALL (P1) it is only 2.3%. The risk ratio (P1/P0) is approximately 34%, which suggests that human influences have reduced the risk of such an extreme cold event by about 66%. We estimated the uncertainty of P1/P0 by resampling the PDF 1000 times (Pall et al. 2011). Results show that P1/P0 lies between 31.1% and 37.8% (one standard deviation), suggesting that human influences reduced the probability of such a cold event by approximately two
thirds (Fig. 23.2b). The estimated return period of RAPT_min like January 2016 is one-in-15 years with only natural forcings while it is extended to one-in-43 years with anthropogenic forcings (Fig. 23.2c).

**Conclusions and discussion.** Cold winters in China are expected to become rarer in a warming climate. By employing high quality station observations and model simulations, we estimate that anthropogenic influences have reduced the occurrence probability of an extreme cold event with the intensity equal to or stronger than the record in 2016 by approximately two-thirds. Conversely, if there were no anthropogenic influences, the probability of an extreme cold pentad in 2016 would be more than double. The return period of such a record cold event is estimated to have been extended by about 28 years due to human influences. Our results are in line with McCusker et al. (2016) and Sun et al. (2016) and agree with Trenary et al. (2016) that despite severe cold surges and record-breaking extreme cold-day occurrences during 2016, winters have become warmer. Our results also imply that even under human-induced warming, extreme cold events can still occur as a result of natural variability, such as Arctic Oscillation, which was believed to be responsible for the reporting event (Cheung et al. 2016).
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24. ANTHROPOGENIC INFLUENCE ON THE EASTERN CHINA 2016 SUPER COLD SURGE

YING SUN, TING HU, XUEBIN ZHANG, HUI WAN, PETER STOTT, AND CHUNHUI LU

Introduction. A super cold surge during the winter of December 2015 to February 2016 was widely reported by Chinese media. This cold surge originated from the Siberian High and swept across the country on 21–25 January 2016, bringing very strong winds and a large and sudden fall in temperature. During the cold surge, air temperatures dropped more than 12°C over 18% of the country and by 6°C over more than 80% of the country. More than 95% of the country experienced frigid winter weather with minimum temperatures below 0°C (Jiang et al. 2016). Record-breaking minimum temperatures were reported at many observing stations, with temperature at −46.8°C observed in the Inner Mongolia autonomous region. The lives of more than one billion people were affected by this cold surge. Snowfall occurred in Guangzhou, the capital city in one of the southernmost provinces in China—the first ever snow event since the meteorological observing station was established. Extreme weather brought by the cold surge, such as heavy snowfall, freezing rain, and frost, caused significant impacts on transportation and electricity transmission systems, and on agriculture and human health (CMA 2017).

One would naturally expect a reduction in cold extremes as a result of global warming. Nevertheless, some studies have suggested that Arctic amplification of warming and Arctic sea ice loss may have contributed to the so-called “warm Arctic–cold Eurasia” pattern over the past few decades (e.g., Cohen et al. 2014; Mori et al. 2014). It has therefore been speculated that continued Arctic sea ice loss would cause more cold extremes in the continental midlatitudes. This does not seem to be the case in the United States where very cold winters have become less likely due to global warming (Wolter et al. 2015; Trenary et al. 2016). In China, a few recent studies have shown that the decrease in the intensity and frequency of cold extremes can be attributed to human influence (Yin et al. 2016; Lu et al. 2016) although the attribution of cold surge events has not yet been resolved. Here we examine a related question with regard to long-term change in extreme cold surges, such as the 2015 winter cold surge in eastern China, and possible causes of the change.

Data and methods. We use the gridded daily minimum temperature available from the China National Meteorological Information Center. The data is on a 0.5° × 0.5° grid and is based on the homogenized daily temperatures at 2419 stations (Cao et al. 2016). These data were converted to 2° × 2° resolution prior to subsequent analyses. As the cold surge mainly affected the eastern part of China that is within the East Asian monsoon region, we focus on three large north–south regions, including Northern China (NC; 36°–46°N, 104°–124°E), the lower Yangtze River Valley (YRV; 28°–36°N, 104°–124°E) and Southern China (SC; 18°–28°N, 104°–124°E). These regions are marked by the red boxes in Fig. 24.1a. We use the lowest regional average of daily minimum 2-m temperatures (T_Nn) in winter months (December–February) to represent the severity of a large-scale cold air outbreak. The regional averages were obtained by area weighting the gridded data available within each region. Regional anomalies of T_Nn relative to 1961–90 average are retained for the subsequent analyses.

Daily minimum temperatures simulated by the climate models participating in the Coupled Model Intercomparison Project Phase 5 (CMIP5) are also used. This includes 62 simulations from 16 models forced with the combined effect of anthropogenic and natural external forcings (ALL) and 26 simulations from 6 models forced with the natural external forcings only.
These simulations are used to estimate the model response to ALL and NAT forcings respectively. Pre-industrial control simulations from 28 models are also used in the estimation of natural variability. Details about the simulations and procedures for processing the model data are given in Table ES24.1 and the other online supplement material.

Our method is similar to Sun et al. (2014); it involves the detection and attribution analysis and estimate of relative risk of an event in the world with or without human influence. For the detection and attribution analysis, we consider spatial averages of daily minimum temperature over a large region which has a strong temporal persistence. Because of this, the minimum values sampled from area average daily minimum temperature over a winter have a symmetric probability distribution rather than an extreme value distribution. We therefore apply the total least square (TLS) method (Allen and Stott 2003) to regress the observations onto ALL and NAT signals computed as multimodel ensemble means of the relevant simulations. The regression is conducted on space–time series of 3-winter non-overlapping mean series for winters 1961/62 through 2011/12 over the three spatial domains. The use of a 3-winter mean series is a compromise for reducing temporal dimension as well as variability but still retaining climate response to volcanic forcing. The covariance matrix required for solving the regression problem is based on regularized covariance matrix described in Ribes et al. (2013) as this estimator is more robust. The regression coefficient is called the scaling factor, indicating the magnitude that simulated signal must be scaled to best match the observations. A signal is detected if the 90% confidence interval (CI) of the corresponding scaling factor is above zero. To estimate relative risk, we first multiply the ALL and the NAT signals by the

Fig. 24.1. (a) 2015/16 winter TNN anomalies (°C). Boxes indicate NC, YRV, and SC regions; see text for coordinates. (b) Time series of winter regional mean TNN anomalies (°C) in NC (green), YRV (black), and SC (red). The numbers indicate anomalies for 2015/16 winter.
corresponding scaling factors to obtain the observation-constrained best estimates of ALL and NAT response in winters 2013/14–2015/16. We use ensemble mean of RCP4.5 simulation to represent ALL signal in winters 2013/14–2015/16 (red dots in Figs. 24.2a–c). The NAT experiments end in 2012, so we simply use the NAT signal for winters 2009/10–2011/12 for winters 2013/14–2015/16 (blue dots in Figs. 24.2a–c). This is justified since there was no major difference in the levels of volcanic activity between the two three-year periods. The scaling factors are obtained from the two-signal detection analysis in which observations are regressed simultaneously to ALL and NAT signals. We then add the preindustrial control simulations to these best estimates to reconstruct extreme temperature series representative of the 2015/16 winter climate in the world with or without human influence. The probabilities of a cold surge of the magnitude of the 2015/16 winter event in the world with ($p_1$) or without ($p_0$) anthropogenic influence are the percentages of times when temperature anomalies are at or below the observed 2015/16 winter value in the relevant series. The relative risk or risk ratio (RR) is defined as $RR = p_1/p_0$. The CI of the risk ratio was estimated from 1000 random samples of scaling factors assuming the scaling factors follow normal distributions.

**Results.** Figure 24.1a shows the TNn anomalies in the 2015/16 winter. Negative anomalies were observed in most areas of eastern China (east of 105°E), with the largest anomalies below $-3.5^\circ$C appearing in central and northern China. This strong negative anomaly is in sharp contrast with continuous warming in winter mean temperature in recent decades (MOST 2016). In fact, the 2015/16 winter mean temperature was slightly higher than the 1971–2000 average (CMA 2017). The coldest TNn for the 2015/16 winter occurred during this cold surge (21–25 January 2016) in most stations (not shown). The anomalies of winter minimum regional mean daily minimum temperature in the three regions NC, YRV, and SC (Fig. 24.1b) were $-2.8^\circ$C, $-2.5^\circ$C, and $-1.6^\circ$C, respectively. They were ranked as the 3rd, 5th, and 7th coldest since 1961 for the respective regions.

Figures 24.2a–c show the observed and the simulated 3-winter mean non-overlapping series. The observed TNn has increased at the rates of $0.43^\circ$C decade$^{-1}$, $0.35^\circ$C decade$^{-1}$, and $0.41^\circ$C decade$^{-1}$ for NC, YRV, and SC, respectively, during 1961/62 winter through 2011/12 winter. The linear trends (dashed lines) in the simulated responses to ALL forcing are $0.25^\circ$C decade$^{-1}$, $0.17^\circ$C decade$^{-1}$, $0.15^\circ$C decade$^{-1}$, respectively, indicating that the models may have underestimated the observed changes. The NAT trends are $0.10^\circ$C decade$^{-1}$, $0.11^\circ$C decade$^{-1}$,
0.07°C decade⁻¹, respectively, suggesting a possibility for NAT forcing to contribute to the observed warming. Note however that models may have overestimated NAT response since CMIP5 underestimates volcanic aerosols for the 21st century (Santer et al. 2014). The scaling factors for anthropogenic forcing (ANT) and NAT are 2.45 (90% CI: 1.07–4.17) and 1.52 (90% CI: −0.68–3.47), respectively, in the two-signal detection analysis in which observed series is regressed to ALL and NAT simultaneously. This means that the observed changes in extreme winter temperature are mainly due to anthropogenic forcing. Natural external forcing may have contributed to observed trend but its contribution is not significantly different from zero. The observed TNn has a standard deviation of 1.91°C, 1.70°C, 1.54°C in NC, YRV, and SC, respectively. The best estimate of reconstructed series with both anthropogenic and natural forcings has a standard deviation of 2.28°C (90% CI: 1.64–2.93°C), 2.16°C (90% CI: 1.47–2.86°C), 1.74 °C (90% CI: 1.16–2.31°C), respectively. The fact that the observed variability is slightly smaller but also generally comparable to that in the reconstructed series indicates that it is possible to produce a credible estimate of the probability of extreme temperature based on reconstructed series.

As shown in Figs. 24.2d–f, the empirical probability density of TNn shifts towards warmer temperatures in the world under anthropogenic influence in all three regions, meaning that anthropogenic influence decreased the probability of cold surge. Table 24.1 summarizes the results. External forcing may have warmed TNn by 2.6°C, 2.0°C, and 1.6°C in NC, YRV, and SC, respectively, by 2015. That is to say, the 2015/16 winter cold surge would have been much stronger without anthropogenic induced warming. The risk ratio for the event of 2015/16 winter magnitude is 0.11, 0.27, 0.31 for NC, YRV, and SC, respectively, meaning that the anthropogenic influence may have respectively reduced the occurrence of such a cold event by 89% (90% CI: 54%–98%), 73% (90% CI: 37%–90%), and 69% (90% CI: 30%–86%).

**Conclusions and discussion.** The magnitude of winter cold surge has not increased in Eastern China. It has decreased due to anthropogenic influence. This is consistent with earlier findings of Yin et al. (2016) and Lu et al. (2016), who found that cold extremes in China have decreased due to anthropogenic influence. The recent super cold surge of Eastern China that occurred 21–25 January 2016 would have been much stronger if there was no human-induced warming. Alternatively, the occurrence for a cold surge with the magnitude of the 2015/16 winter event has been much reduced due to anthropogenic influence. Note that our quantification of anthropogenic influence on cold surge involves the comparison between ALL and NAT responses. As different sets of models are used in such a comparison, the results would also be impacted by this aspect of modeling uncertainty. Additionally, results can also be sensitive to the subsets of selected models because uncertainty in signal estimation becomes larger with a much-reduced number of simulations.
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| Table 24.1. Possible human influence on the cold surge like the 2016 January event. |
|---------------------------------|-----|-----|-----|
| **TNn**                        | NC  | YRV | SC  |
| Observed TNn anomaly            | −2.8°C | −2.5°C | −1.6°C |
| Warming attributable to ALL forcing | 2.6°C | 2.0°C | 1.6°C |
| Return period in a world without human influence | 14 years (90% range 10–19 years) | 12 years (90% range 9–15 years) | 9 years (90% range 6–14 years) |
| Return period in a world with human influence | 131 years (90% range 21–914 years) | 42 years (90% range 14–144 years) | 28 years (90% range 8–97 years) |
| Risk ratio (RR)                 | 0.11 (90% range 0.02–0.46) | 0.27 (90% range 0.10–0.63) | 0.31 (90% range 0.14–0.70) |
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25. THE HOT AND DRY APRIL OF 2016 IN THAILAND

NIKOLAOS CHRISTIDIS, KASEMSAN MANOMAIPIHHOON, ANDREW CIAVARELLA, AND PETER A. STOTT

The record temperature of April 2016 in Thailand would not have occurred without the influence of both anthropogenic forcings and El Niño, which also increased the likelihood of low rainfall.

Introduction. April is typically one of the hottest months in Thailand, marking the end of the dry season and the onset of monsoon rains. April heat reached unprecedented levels in 2016 (NASA 2016) and exacerbated the adverse socio-economic impacts from a prolonged drought that started in early 2015 and persisted until mid-2016, evidently favored by the presence of a strong El Niño (Singhrattna et al. 2005). The severe drought affected 41 Thai provinces, had devastating effects on major crops, such as rice and sugar cane, and incurred a total loss in the agricultural production of about half a billion U.S. dollars (Ministry of Agriculture and Cooperatives; MOAC 2016). Moreover, the extreme heat culminating in the April heat wave resulted in an estimated six-fold increase in heatstroke cases relative to 2014 (Ministry of Public Health; MOHP 2017), while record-breaking peak electricity demand was also reported (Electricity Generating Authority of Thailand; EGAT 2016), and extensive forest fires ravaged the country (Forest Fire Control Division; FFCD 2017).

This work considers possible drivers of the exceptionally high temperature and low rainfall over land in the region of Thailand (5°–20°N, 95°–110°E) in April 2016. We concentrate on the effect of anthropogenic forcings and the El Niño Southern Oscillation (ENSO), investigating how they influence the occurrence of extremes similar to 2016. The study focuses on the month of April when the heat peaked. In that month, temperatures in excess of 44°C set new records in some regions, and the severe weather and its impacts were extensively reported in the national press. Although our study does not consider the drought in which the event was embedded, or its hydrological impacts, we examine streamflow data from the Royal Irrigation Department of Thailand for the country’s two main river basins (see online-supplemental material), as this provides a context for the April event. For each month since 1950, normalized streamflow values are computed from the station data as the mean flow during the year ending at that month. The resulting streamflows reveal that in both basins the drought was greatly intensified after mid-2015. At least 7 months leading up to April 2015 ranked in the top ten since the 1950s in terms of severity (Figs. 25.1a,b; only recent years plotted for clarity).

Methods. We define extreme events using thresholds (Stott et al. 2016) and identify hot and dry events as those instances when the temperature rises above and the rainfall falls below the 2016 observed values. Our analysis sets out to answer three attribution questions: 1) How does anthropogenic climate change modify the likelihood of hot and dry events under the 2016 El Niño conditions?; 2) What would the anthropogenic effect on the likelihood be under any ENSO conditions?; and 3) How does ENSO affect the likelihood of extreme events in the current climate, already influenced by anthropogenic forcings? Local surface processes which may drive or amplify heat waves are better studied with regional and hydrological models, and their effect is not explicitly addressed here. Regional temperature and rainfall time series constructed with the CRUTEM4 (Jones et al. 2012) and GPCC (Schneider et al. 2014) datasets show that April 2016 was the hottest (Fig. 25.1c) and fourth driest (Fig. 25.1d) since 1900. Using these observations, we demonstrate the clear influence of ENSO on temperature and rainfall by grouping the data in consecutive bins and computing the mean Southern Oscillation Index in the years corresponding to each bin (Figs. 25.1e,f). El Niño favors warmer and drier conditions, so the markedly strong El Niño in 2015–16 (L’Heureux et al. 2017) is expected to have made a considerable contribution to the extreme conditions in April 2016.
Our analysis uses the Hadley Centre event attribution system (Christidis et al. 2013), which provides ensembles of simulations with the HadGEM3-A model for the actual climate with all external forcings included (“factual” experiment) and a hypothetical natural climate without the effect of human influence (“counterfactual” experiment). The system was recently upgraded to high resolution (N216 and 85 vertical levels; Ciavarella et al. 2017, *manuscript submitted to Wea. Climate Extremes*).

Observed oceanic conditions were prescribed in the factual simulations using the HadISST dataset (Rayner et al. 2003). A model-based estimate of the ocean’s warming calculated as the average across 51 simulations from 19 coupled models that provided data to the CMIP5 archive (http://portal.nersc.gov/c20c/experiment.html) was subtracted from the observations in the counterfactual simulations and the sea–ice was adjusted accordingly (Christidis et al. 2013). The system provides ensembles of 525 simulations of March–May 2016 for each experiment, which include strong El Niño conditions through the prescribed boundary conditions. We also use shorter, 15-member ensembles of factual and counterfactual simulations over the period 1960–2015 and extract the last 15 years to approximate the near present-day climate. For each experiment, we extract the month of April and compute the monthly and regional mean temperature and rainfall. This yields samples of 525 months per variable and experiment for year 2016 and 225 months for the recent past (years 2001–15). With these we subsequently construct temperature and rainfall distributions and estimate the probability of a hot or dry April using our pre-specified thresholds and the return period, calculated as the reverse of the probability. Extreme probabilities are derived.
with the generalized Pareto distribution and their uncertainties with a Monte Carlo bootstrap procedure (Christidis et al. 2013). Model evaluation assessments were also carried out (see online supplemental material), which suggest that HadGEM3-A represents well the climatological distribution of April temperature and rainfall in the region and also provides realistic probability estimates for extreme events.

**Results.** First, the effect of anthropogenic forcings under the observed El Niño conditions is examined. Temperature and rainfall distributions are constructed from the model simulations of April 2016 (Figs. 25.2a,b). The thresholds used to define extreme events are also marked on the distribution plots. The modeled rainfall data were bias corrected to have the same mean as the observations in the period 1961–90. The temperature threshold is set to be 3.3 standard deviations above the modeled climatological mean, as estimated from observations for April 2016. Human influence (i.e., the overall effect of anthropogenic emissions of well-mixed greenhouse gases, aerosols and ozone, as well as land-use changes) is shown to increase the chances of both dry and hot events. The associated reduction in the return time of extremes is shown in Fig. 25.2c. The likelihood of extremely low rainfall is estimated to increase by a factor of 2 (best estimate). However, the anthropogenic effect on temperature is far more pronounced, and we find that April temperatures as high as in 2016 cannot occur in the natural climate, even under the influence of a strong El Niño. The joint probability of hot and dry
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**Fig. 25.2.** Normalized distributions of the April mean temperature (°C) and rainfall (mm) in the region of Thailand with (red) and without (green) anthropogenic climate change constructed with HadGEM3-A data for (a),(b) 2016 and (d),(e) 2001–15. Distributions are also shown for El Niño (dark red) and La Niña (blue) conditions in (g),(h) recent years. Year 2016 is marked by the vertical line. (c), (f), and (i) illustrate estimates of the return times of extreme events corresponding to different model experiments or ENSO phases. The best estimate (50th percentile) is marked by a cross and the 5%–95% uncertainty range by whiskers.
events occurring simultaneously is also computed, and it is estimated that in the factual climate the return time is 105 years (5%–95% range: 53–263 years), while in the counterfactual world the likelihood is too small to be accurately estimated. Our results are to some extent affected by a known caveat arising from the uncertainty in the counterfactual boundary conditions (Christidis and Stott 2014; Solomon and Newman 2012), sometimes sampled by using several estimates of the oceanic warming from individual models. A computationally cheaper approach would be using improved boundary conditions derived from observations (Christidis and Stott 2014; Seager and Hoerling 2014). In this work, we use boundary conditions from a multimodel ensemble instead, which should (to some extent) alleviate errors from individual models.

The anthropogenic effect on extreme events irrespective of the ENSO phase is investigated next, based on the temperature and rainfall distributions for the recent past (Figs. 25.2d,e). Although human influence increases the likelihood of extremes, their probabilities are much smaller (Fig. 25.2f). We again find that the NAT experiment cannot reproduce the extreme April heat of 2016, which is also rare in the actual climate (Fig. 25.2d), but becomes more likely in years with a strong El Niño (Fig. 25.2a).

Finally, the influence of the ENSO phase on the likelihood of extremes in the current climate is also examined. We partition the simulated, near present-day data between positive and negative ENSO phases and construct the distributions for the two phases (Figs. 25.2g,h). As expected, El Niño conditions increase the chances of extreme events, which are not found to occur in La Niña years. The chance of extreme temperature events is small even under El Niño conditions (Fig. 25.2i), but apparently increases during stronger episodes (Fig. 25.2a).

Conclusions. Our analysis demonstrates that anthropogenic climate change results in a clear shift of the April temperature distribution toward warmer conditions and a more moderate, albeit distinct, shift of the rainfall distribution toward drier Aprils in Thailand. The synergy between anthropogenic forcings and a strong El Niño was crucial to the breaking of the temperature record in 2016, which our results suggest would not have occurred if one of these factors were absent. Rainfall as low as in 2016 is found to be extremely rare in La Niña years. The joint probability for hot and dry events similar to April 2016 is found to be relatively small (best estimate of about 1%), which implies that in addition to the drivers examined here, other possible causes could have also played a role, like moisture availability and transport (especially in the context of the prolonged drought), atmospheric circulation patterns, and the effect of other non-ENSO modes of unforced variability.
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26. THE EFFECT OF INCREASING CO₂ ON THE EXTREME SEPTEMBER 2016 RAINFALL ACROSS SOUTHEASTERN AUSTRALIA

PANDORA HOPE, EUN-PA LIM, HARRY HENDON, AND GUOMIN WANG

The effect of increasing atmospheric CO₂ on the extreme September 2016 rainfall across southeastern Australia was minimal, with changes in circulation and static stability driving a tendency towards drier conditions.

Introduction. In 2016 Australia experienced extreme, widespread rainfall, with flooding and wild weather impacting some agriculture and power generation. It was particularly wet through winter and into early spring, with the wettest September for eastern Australia ever recorded (Bureau of Meteorology 2016a,b; King 2017; Fig. 26.1d).

Extreme rainfall on a range of time scales is expected to become more extreme in a warmer world (e.g., Allan and Soden 2008; Held and Soden 2006) particularly at subdaily time scales (Westra et al. 2014), but also on daily (CSIRO and Bureau of Meteorology 2015) and monthly time scales (Watterson et al. 2016). Observed trends toward higher intensity rainfall have been found in many regions around the globe (Westra et al. 2013). While thermodynamic arguments alone might suggest that rainfall will increase in a warmer world, the circulation will also respond due to a range of factors (Bony et al. 2013; Colman and McAvaney 1997; He and Soden 2016; Johnson and Xie 2010; Seager et al. 2010; Vecchi et al. 2006), generally working to reduce rainfall in the subtropics.

In Australia, while there is some indication that the intensity of subhourly rainfall is increasing (Chen et al. 2013; Westra and Sisson 2011), the signal is not clear on daily or longer time scales (Gallant et al. 2012).

However, attribution studies of extreme events can elucidate the role of increasing levels of atmospheric CO₂ on extreme rainfall. The extreme rainfall across eastern Australia in September 2016 provides an excellent case study to help understand how increasing CO₂ is influencing extreme rainfall in Australia.

The event. Across central and eastern Australia, many regions had their highest September rainfall on record in 2016, resulting in the wettest September for eastern Australia ever recorded with an average of 84.0 mm, 8.9 mm greater than the previous record and more than three times the mean. It was the wettest September on record for New South Wales and the Northern Territory, as well as for the Murray–Darling basin (MDB) in southeastern Australia, Australia’s “food-bowl” (Fig. 26.1d).

In this study, we focus on the important agricultural MDB region, which covers most of the non-coastal southeast, and a particular two-week period, [15–28 September] when various climate features were skillfully predicted by the Australian Bureau of Meteorology’s dynamical forecast system, POAMA2, which is the base model for this investigation. For the MDB, these two weeks in 2016 were the second wettest on record (compared to all 15–28 September periods) with a sum of 49.3 mm of rain, for comparison with model results, the anomaly was +2.8 mm day⁻¹, compared to the 2000–14 average of 0.7 mm day⁻¹. Thus these two weeks in September 2016 provide an excellent example of an extreme rainfall episode to examine the influence from increasing levels of CO₂.

At the time in 2016, all of the key climate drivers of eastern Australian rainfall were in a state that would favor wet conditions (e.g., Lim et al. 2016). The Indian Ocean Dipole (IOD) of September 2016 was strongly negative (Lim and Hendon 2017), with its eastern node the second warmest on record (ERSSTv4 data; www.bom.gov.au/climate/enso/wrap-up/archive/20161011.archive.shtml). Also, the September 2016 Southern Oscillation Index (SOI) was strongly positive (13.5; www.bom.gov.au/climate/current/soihtm1.shtml)
and Niño-3.4 was at near-La Niña levels, depending on the definition (Lim and Hendon 2017). SAM was strongly positive in the first three weeks of September 2016 but weakened later in the month (www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/aao/aao.shtml). The intensity of the IOD negative was found to be important for the high rainfall across Australia in 2016 (King 2017). In this study, we particularly focus on the factors that contribute to local rainfall generation including high humidity, unstable conditions, and favorable circulation.

Method. POAMA2 is the operational seasonal forecast system of the Australian Bureau of Meteorology (Wang et al. 2005). It has the BAM3 atmospheric model, (T47, L17; Colman et al. 2005), ACOM2 ocean model (Schiller et al. 2002) with a resolution of 2° longitude and a telescoping meridional resolution of 0.5° equatorward of 8° latitude, gradually increasing to 1.5° near the poles and 25 levels.

POAMA2 forecasts are initialized with realistic atmosphere, land, and ocean conditions that are generated from separate atmosphere/land surface (Hudson et al. 2011) and ocean (Yin et al. 2011) data assimilation systems. Sea–ice and ozone are set to their respective climatological annual cycles. Ensembles of 11 are produced using perturbed initial conditions with a coupled breeding technique (Hudson et al. 2013). Three versions of the model (called a, b, c) are used to increase the ensemble to 33 members. Model versions a and c differ in their boundary layer physics, and b is the flux-corrected version (Cottrill et al. 2013).

Thirty-three-member ensemble forecasts were initialized on 8 September with realistic atmosphere (including observed CO$_2$ concentration), ocean, and

Fig. 26.1. (a) Forecast rainfall anomaly (mm day$^{-1}$) from 2000–14 climatology) for 15–28 Sep 2016, using 11 members of model version a. (b) Difference between 2016 forecast rainfall (mm day$^{-1}$) under current levels of CO$_2$ (401.03 ppm; www.esrl.noaa.gov/gmd/ccgg/trends/data.html) and 1960 CO$_2$ levels (315 ppm), using 11 members of model versions a, b, c (33 total). (c) Climatological rainfall difference (mm day$^{-1}$) for current minus low CO$_2$ levels, using 11 members of model version a. Stippling in (b) and (c) indicates significant differences (10% level). (d) Outline of MDB region, over rainfall deciles for Sep 2016 (relative to 1901–2016), and (e) ensemble mean rainfall forecast (mm day$^{-1}$) time series for last two weeks of Sep under current (red bars) and low CO$_2$ (blue bars) conditions for MDB region. Lines show ensemble spread across 11 members.
land conditions, and verified for 15–28 September 2016, POAMA2 generally captures September rainfall in the MDB well (Langford and Hendon 2013), and these two particular weeks were chosen because not only was the rainfall forecast well (Fig. 26.1a), but the important, strong negative IOD and associated circulation were also forecast very well (Figs. ES26.1a,d). A second, “low CO2”, 33-member ensemble forecast was initialized with the same initial conditions, but with the influence of the last 55 years of CO2 increase removed following Hope et al. (2016) and Wang et al. (2016). The CO2 signal removed from the initial conditions was calculated for the ocean first (D Ocean), being the difference of the last five years of two sets of 30-year, free-running simulations with atmospheric CO2 set to 1960 (315 ppm) or 2014 (~400 ppm) values. The anomalies D Atmos and D Land were calculated from the restart files valid at the end of two-month forecasts initialized with either observed initial conditions or those with D Ocean removed, and corresponding levels of atmospheric CO2.

Two sets of hindcasts were generated for the period 2000–14 to compute the two climatologies that represent the climate states with current and low CO2 using the same experimental method as described above, but only using version a of POAMA2 (Fig. 26.1e), resulting in 165 forecasts. The climatological pattern of change in SSTs (Fig. ES26.1c) aligns with the observed warming seen across the globe in the CMIP5 climate models, with particular alignment to those forced with only greenhouse gases (Bindoff et al. 2013).

To determine how increasing levels of CO2 alter rainfall through circulation changes, we analyze the components of the moisture budget as done in Seager et al. (2010). They propose that the changes in the moisture budget due to increasing CO2 are caused thermodynamically by changes in specific humidity and dynamically by changes in circulation. The thermodynamic and dynamic contributions are further separated into advective and divergent components. In our analysis for the last two weeks of September 2016, we found that the change in the moisture budget due to the change of wind divergence largely explained the forecast pattern of rainfall change produced under differing levels of CO2. Therefore, we focus on the moisture transport by the CO2-induced change of wind divergence.

**Did increased atmospheric CO2 alter the rainfall amount?** The ensemble mean forecast 2016 rainfall anomaly under current levels of CO2 (Fig. 26.1a) shows wet conditions across all of Australia. The area mean forecast anomaly for the model MDB region (25°–40°S, 140°–156°E) is +2.1 mm day−1, similar to the observed anomaly of +2.7 mm day−1, and the wettest in the modeled climatology (red bar at 2016 in Fig. 26.1e). Other forecast features align with observed conditions, including the heavy rain and the high sea surface temperatures (Fig. ES26.1a) to the north of Australia associated with the negative IOD, weak La Niña, and the pressure anomalies associated with positive SAM (http://poama.bom.gov.au/).

The rainfall forecast under low levels of CO2 is slightly higher than under current levels of CO2, thus the forecast rain under current conditions minus that under 1960 CO2 levels (Fig. 26.1b) is slightly drier over most of the continent. The difference over the MDB region is −0.35 mm day−1. The impact of CO2 on the 2016 forecasts resembles the underlying rainfall change due to the last 55 years of CO2 increase as shown by the September 2000–14 climatological difference in current minus low CO2 rainfall (Figs. 26.1c,e), confirming that our 2016 experiments capture the modeled canonical response to changing CO2 levels. This analysis suggests that the rainfall might have been even greater without increased levels of CO2, although the difference is not statistically significant (at 10% level).

We next briefly explore whether there was a shift in the intensity of the daily rainfall. The frequency distributions of predicted daily rainfall intensities for both 2016 (Fig. ES26.2a) and the climatology (Fig. ES26.2b) do differ between forecasts under current or low CO2 conditions. We see a greater proportion of days with very little rainfall (0–1.5 mm day−1) and reduced proportion of days with moderate rainfall (2–5 mm day−1) under current CO2 levels. There are no discernible differences in the tails of the distributions of either the predicted event or the climatologies (Fig. ES26.2). The structure of this shift might mean that under current conditions, greater energy is required to instigate rainfall, but this could be pursued in a further study.

**Did increased CO2 alter the physical processes responsible for the rainfall?** To better understand the regional physical processes responsible for the high rainfall in 2016 and their response to CO2, we consider the forecast changes in available moisture, the circulation, and the atmospheric stability. The forecast 2016 precipitable water was extremely high over north and eastern Australia (Fig. 26.2a), moisture convergence over eastern Australia was strong (Fig. 26.2b: note
units of mm day\(^{-1}\)), and static stability was decreased as evidenced by large negative anomalies of midlevel atmospheric buoyancy (N) extending across Australia (Fig. 26.2c).

For these weeks in September, the influence resulting from the last 55 years of increasing CO\(_2\) acted to increase the forecast precipitable water through most of the tropics including northern Australia (Fig. 26.2d), but there was little change over the MDB region. This is consistent with the current minus low CO\(_2\) climatological difference (2000–14) in precipitable water (Fig. 26.2g). From the moisture budget analysis of the 2016 forecasts, the CO\(_2\)-induced change of moisture transport by wind divergence led to drying over southeast Australia, more so than in the climatological difference (Fig. 26.2h). Higher static stability was also simulated across Australia with increasing levels of CO\(_2\) in 2016 (Fig. 26.2f), though this shift was weaker than that in the climatological difference (Fig. 26.2i). CMIP5 ALL-forcing historical simulations for 1960–2010 show atmospheric responses indicative of increased static stability, with a stronger warming trend in the upper troposphere (~0.35°C decade\(^{-1}\)) than in the lower troposphere (~0.27°C decade\(^{-1}\)) in the region of 20°S–20°N (Bindoff et al. 2013), which is weaker but still consistent with the temperature response in POAMA2 experiments shown here, possibly as these are forced with the CO\(_2\) change only.

**Concluding remarks.** A drier future is projected for the MDB in September at the end of the century by most climate models (CSIRO and Bureau of Meteorology, 2015; Hope et al. 2015), and results suggest that increasing levels of CO\(_2\) over the last 55 years have already led to circulation and stability changes that would promote slightly drier conditions than in the 1960s, even for an extreme, two-week rainfall event. This study highlights the influence of changing levels of CO\(_2\) alone, perhaps thus aligning more strongly with expected future changes and historical trends in models forced only with greenhouse gases compared to those attribution methods or models with all forcings (Bindoff et al. 2013).
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27. NATURAL VARIABILITY NOT CLIMATE CHANGE DROVE THE RECORD WET WINTER IN SOUTHEAST AUSTRALIA

Andrew D. King

Warmth in the east Indian Ocean increased the likelihood of the record wet July–September in southeast Australia by at least a factor two. The role of climate change was minimal.

Introduction. In July–September 2016, southeast Australia suffered from record-breaking wet conditions (Fig. 27.1a). This three-month wet period featured several significant extratropical low pressure systems culminating in a major system crossing the region that resulted in a power blackout across South Australia. While this wet period had many negative consequences, including multiple flood events, it also provided much-needed rainfall for farmers in a region of Australia home to a large volume of the country’s food supply.

The 2016 wet extreme is not part of a trend towards wetter conditions (Fig. 27.1a). The event was associated with large quantities of moisture being advected from the eastern Indian Ocean, a region that was experiencing well-above average sea surface temperatures (Fig. 27.1b). This moisture interacted with extratropical weather systems crossing the south of the country (Bureau of Meteorology 2017). There was lower surface pressure than normal over southeast Australia (Fig. 27.1c), reflecting an equatorward movement in the storm track, and the moisture content of the atmosphere was higher than normal (Fig. 27.1d) in July–September 2016.

This study examines the roles of both human-induced climate change and natural climate variability in this event. The influences of these two factors on the circulation patterns conducive to unusually wet seasons and moisture availability are considered.

Data and methods. The observed precipitation anomalies (1961–90 baseline) are derived from the Australian Water Availability Project product (AWAP; Jones et al. 2009). Over regions of the continent with relatively dense station coverage, like southeast Australia (SEA; 33°–45°S, 135°–155°E), AWAP performs well in capturing extreme rainfall variability and trends (King et al. 2013). The sea surface temperatures (SSTs) over the east Indian Ocean (EIO) region (0°–20°S, 90°–120°E) were extracted from HadISST (Rayner et al. 2003), and anomalies were also calculated from 1961–90. For both SEA rainfall and EIO SSTs the anomalies are calculated from the area-averaged time series for the July–September (JAS) period.

The mean sea level pressure (MSLP) and total column water vapor (TCWV) anomalies associated with the 2016 event were both calculated from the ERA-Interim reanalysis (Dee et al. 2011) with a 1981–2000 baseline period. The MSLP and TCWV anomalies were also calculated from the SEA-region area-average, over both land and sea grid boxes, whereas the rainfall anomalies were for land-only boxes. To estimate trends in these indices over a longer period, the ERA-20C reanalysis (Poli et al. 2016), which extends back to 1900, was used.

To assess the influence of anthropogenic climate change and natural climate variability from the EIO region, CMIP5 models (Taylor et al. 2012) were used. Simulations under both natural and anthropogenic forcings for the past (historical; 1860–2005) and future (RCP8.5; 2006–2100), and model simulations including only natural forcings (historicalNat; 1860–2005) were analyzed. Sixteen climate models, with at least three historical simulations, were analyzed initially (Table ES27.1). After evaluation (see online supplement information), nine of 16 CMIP5 models remained for further analysis (Table ES27.1).

The role of climate change was estimated through calculating the change in likelihood of wet JAS periods like 2016 (using a threshold of +30% rainfall anomaly) between the current world (2006–26 in RCP8.5 simulations) and a natural world (1901–2005 in historicalNat simulations). This is a relatively weak
threshold chosen to increase statistical power. Uncertainties on the estimated change in likelihood were calculated by bootstrap resampling half of the simulations in each ensemble 10,000 times. Future changes in rainfall anomalies under a high greenhouse gas emissions scenario were also investigated (2040–60 in RCP8.5). This period was chosen to represent a near-future scenario with a little more than 2°C of global warming.

The influence of the warmth in the EIO SSTs was estimated by comparing the likelihood of wet JAS periods like 2016 (same threshold as previously) in seasons of above- and below-average detrended EIO SST anomalies in the current world ensemble (2006–26 in RCP8.5). Again, uncertainties on this change in likelihood were estimated through bootstrapping.

Due to a lack of TCWV model data, the climate change and EIO SST relationships with MSLP and TCWV over SEA and the surrounding region were investigated using ERA-20C instead. Correlations (Spearman rank) between EIO SSTs and SEA-average MSLP and TCWV were calculated and subsequent relationships with precipitation anomalies were assessed. The influence of climate change on these variables was examined through trends over 1900–2010 while the effect of warm EIO SST anomalies was investigated by compositing MSLP and TCWV detrended anomalies under warm EIO SST conditions (above +0.2°C detrended) and all other EIO SST values. Note that this does not constitute an attribution of changes in circulation and moisture to climate change and Indian Ocean SSTs, but it provides an indication of these relationships.

There is a warming trend in the EIO (Fig. 27.1b), but I focus on detrended EIO anomalies since these have a stronger relationship with SEA rainfall. The likely reason is due to the EIO being a source of Rossby waves influencing circulation over SEA (van Rensch and Cai 2014), so the EIO SST relative to other equatorial regions is of greater importance than the absolute EIO SST.

**Results. The role of anthropogenic climate change.** Human-induced climate change does not appear to be having a significant influence on the likelihood of wet JAS periods in SEA (Fig. 27.2a). High uncertainty exists even in the sign of the change in likelihood of wet JAS periods between the natural world and the
current world based on the 10,000 bootstrapped sub-ensembles. The probability distributions of rainfall anomalies in the natural world and current world are not significantly different. The future world distribution is slightly wider (Fig. 27.2a) due to weak opposing trends in different models (not shown).
The influence of climate change appears to be toward an increase in MSLP (Fig. 27.2c; conducive to a decrease in JAS rainfall in SEA) and an increase in TCWV (Fig. 27.2e; conducive to an increase in JAS rainfall). These effects appear to be largely canceling each other out as demonstrated by the lack of a trend in observed (Fig. 27.1a) and simulated (Fig. 27.2a) rainfall over SEA. The tendency towards higher pressure over southern Australia is well-documented and is related to a poleward movement in the extratropical storm track during austral winter that is predominantly due to greenhouse gas emissions (e.g., Arblaster and Meehl 2006; Delworth and Zeng 2014), although it may, in part, also be related to stratospheric ozone depletion. Over the coming decades the storm track is expected to continue to move polewards due to increased greenhouse gas emissions, even as ozone levels recover (e.g., Bengtsson et al. 2006).

Human-induced climate change is also increasing the ability of the atmosphere to hold water vapor through the Clausius–Clapeyron effect. I do not consider shorter-term extreme rainfall for which the moisture availability and circulation changes may be less balanced.

**The role of the east Indian Ocean.** There is a shift in the probability distributions between SEA rainfall associated with cool and warm EIO SST anomalies whereby warmer conditions favor wetter JAS periods. The warmth in the EIO increased the likelihood of the record wet JAS period in SEA by at least a factor two using the +30% rainfall anomaly threshold (Fig. 27.2b). No events under cool EIO conditions reach the observed JAS 2016 anomaly, and there were just five events above the +30% threshold in that ensemble.

Unlike the climate change influence, the effect of warm conditions in the EIO is to enhance conditions associated with wetter periods. Warmer conditions in the EIO tend to be associated with lower MSLP over the Great Australian Bight (Fig. 27.2d; conducive to higher JAS rainfall in SEA), and higher TCWV (Fig. 27.2f; also conducive to higher JAS rainfall). The water vapor relationship with SST anomalies in the EIO is stronger than the MSLP response to the SSTs (Fig. ES27.1). The EIO is a source region for an equivalent-barotropic Rossby wave train which influences MSLP to the south of Australia (van Rensch and Cai 2014), thus affecting atmospheric circulation in the region. In addition, moisture is advected over the continent during warm episodes in the EIO through northwest cloud bands and these often reach southern Australia and interact with frontal systems.

**Conclusions.** While the effect of human-induced climate change on this event appears to be minimal, it is estimated that the anomalous warmth in the EIO increased the likelihood of the wet July–September in southeast Australia by at least a factor two. Warmth in the EIO tends to both increase moisture availability and decrease surface pressure, resulting in rainfall increases. In contrast the effects of climate change on circulation and moisture largely cancel each other out.

It is interesting to note that a “mis-attribution” statement was possible in this study if the analysis had been designed more simplistically. I found a positive correlation between EIO SSTs and SEA rainfall, and I also show that EIO SSTs are increasing. Given that this trend is in part related to anthropogenic climate change (e.g., Roxy et al. 2014), an incorrect attribution of the record high rainfall in SEA to human influences could have been made. Also, a simplistic argument that human-caused climate change increases atmospheric water vapor, thus increasing the likelihood of wetter events, would have also been incorrect in this case. The circulation response to anthropogenic climate change is reducing the likelihood of high rainfall over SEA and counteracting the effect of increasing water vapor content. This study highlights the need for carefully designed attribution analyses.
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28. A MULTIFACTOR RISK ANALYSIS OF THE RECORD 2016 GREAT BARRIER REEF BLEACHING

Sophie C. Lewis and Jennie Mallela

Anthropogenic greenhouse gases likely increased the risk of the extreme Great Barrier Reef bleaching event through anomalously high sea surface temperature and the accumulation of thermal stress.

Introduction. The 2016 global coral bleaching event was severe: 93% of the northern, 700km stretch, of the Australian Great Barrier Reef (GBR) coral was bleached and by June, >60% of this coral was killed in association with heat stress (Hughes et al. 2017; Fig. ES28.1). Bleaching occurred during an extended period of unprecedented global-average heat (Mann et al. 2016). Coral heat stress is accumulated through the magnitude and duration of temperatures above a threshold. A short-duration, high-magnitude event, or a long-duration low-magnitude event can cause bleaching, which is also moderated by thermal stress in preceding seasons (Ainsworth et al. 2016).

While heat stress impacts bleaching risk, coral reef health and resilience also integrates multiple environmental and biotic factors. Resilience is predetermined in part by ecosystem health that depends on historical disturbance events, the present day water quality (e.g., exposure to runoff) and the functional redundancy of the resident reef biota (Bellwood et al. 2003). These factors are also affected by anthropogenic activities (e.g., greenhouse gas emissions, overfishing, pollution), local weather, and large-scale modes of variability (ENSO). The 2016 ENSO episode was among the most severe recorded and may have impacted GBR bleaching.

The integration of multiple interrelated factors by reef ecosystems represents important considerations for attribution of bleaching. This study explores these complexities through a multifactor analysis of climatic and environmental influences contributing to the 2016 GBR bleaching.

Approach. Model and observational datasets were analyzed for ecosystem-relevant climatic and environmental variables (see online supplement). We investigate the influence of anthropogenic greenhouse gases (GHGs) and ENSO conditions on anomalously warm SSTs in the wider Coral Sea region that encompasses the GBR. Although the GBR occupies just a fraction of the Coral Sea region, its seasonal temperatures are highly correlated (Weller et al. 2008). We use CMIP5 climate model data (Taylor et al. 2012; Table ES28.1) to examine bleaching from a climate perspective. We use observational data from HadCRUT4 gridded (Morice et al. 2012) and NOAA OISSTV2 observed sea surface temperatures (SSTs; Reynolds et al. 2002) datasets. We explore a suite of climatic metrics (Fig. 28.1), motivated by the bleaching observed through early 2016 aerial surveys (Cressey 2016; Normile 2016), and

Table 28.1. Qualitative assessment of climatic and environmental factors contributing to the GBR bleaching events, with letters denoting primary (P) and secondary (S) influences that potentially made bleaching more likely to occur, and factors that potentially made bleaching less likely (L). Although influences are interrelated (for example, water quality is impacted by local rainfall, human activities, and the resulting runoff), they are broadly categorised as ‘anthropogenic,’ ‘multiple,’ or ‘natural.’

<table>
<thead>
<tr>
<th>Category</th>
<th>Factor</th>
<th>2016</th>
<th>2011</th>
<th>1998</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthropogenic</td>
<td>Climate forcings (greenhouse gases)</td>
<td>P</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Multiple</td>
<td>Local water quality</td>
<td>L</td>
<td>P</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Local climate variability</td>
<td>S</td>
<td>P</td>
<td>—</td>
</tr>
<tr>
<td>Natural</td>
<td>ENSO conditions</td>
<td>S</td>
<td>S</td>
<td>P</td>
</tr>
</tbody>
</table>
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the record high Coral Sea SSTs (region shown in Fig. 28.2a; Bureau of Meteorology 2016) and significant El Niño conditions observed in 2016.

Analysis of a broad suite of reef-relevant climate metrics allows deeper investigation of the climatic drivers of coral thermal stress. Ainsworth et al. (2016) recently demonstrated that background warming promotes thermal tolerance in reef-building corals and potentially mitigates bleaching events. As such, a suite of climatic metrics is required. Metrics are:

**Metric 1. (Immediate heat stress):** Assessed by JFM SSTs in the Coral Sea (Fig. 28.1a). Although both maximum and minimum SSTs are relevant to reef ecosystems, only mean SSTs are provided in CMIP5 (ts variable).

**Metric 2. (Antecedent and coincident heat stress):** Assessed by the combination of MAM and antecedent (December–February, DJF) SSTs in the Coral Sea (Fig. ES28.2a; Glynn and D’croz 1990).

**Metric 3. (Cumulative stress):** Assessed by anomalously high extended Coral Sea SSTs diagnosed by degree heating week (DHW; Liu et al. 2003) in each month (Fig. 28.1b).

**Metric 4. (Regional conditions):** Assessed by SSTs in the Niño-3.4 region in JFM (Fig. 28.1c).

We further explore bleaching by examining local environmental data. Local stressors, such as degraded water quality, potentially reduce coral resilience to episodic thermal stress and drive bleaching occurrence (Mallela et al. 2016; Carilli et al. 2009; Wooldridge 2016a). By necessity, this study does not explicitly consider all climate and environmental factors that influence coral reef health, including the impact of tropical cyclone frequency and intensity, and natural shelf-edge upwelling. Data used are:

**Metric 5. Precipitation anomalies** (Fig. 28.2a), which are linked to cloud cover, temperatures and run off.

**Metric 6. Cloudiness anomalies** (Fig. 28.2b), as increased cloud cover potentially reduces UV exposure and ameliorates thermal stress.

**Metric 7. Chlorophyll-a concentrations** (Fig. 28.2c), which provide an estimate of the live phytoplankton biomass in the surface layer as a nutrient indicator.

**Metric 8. Concentration of particulate organic carbon** (Fig. 28.2d), as an indicator of water quality.

Climatic data are examined from an attribution perspective, using fraction of attributable risk (FAR) to quantify anthropogenic GHG influences on record
SST conditions in the Coral Sea (T1; and second hottest occurrence, T2 in 2004), with multimodel ensemble median and 10th percentile values given (see Lewis and Karoly 2013; 2014). Environmental data are examined from a qualitative perspective, providing information of environmental risk factors that impact reef resilience, and either promoted or inhibited bleaching during 2016. We also compare 2016 conditions with previous severe GBR bleaching events of 1997/98, 2001/02, 2005/06 and 2010/11, although the remotely sensed climatic and environmental datasets used here are of limited length, typically commencing in 2002.

Assessment of climatic factors. We compare the occurrence of threshold-exceeding events for Metrics 1–3 in the variously-forced CMIP5 experiments.

Metric 1. The frequency of JFM SST anomalies in the Coral Sea region exceeding T1 and T2 were compared for greenhouse gas (RCP8.5) and natural-only forced simulations (historicalNat; Fig. 28.1d). There is a significant increase in the likelihood of Metric 1 when anthropogenic forcings are included (Median FAR T1 = 0.85; 10th percentile FAR T1 = 0.80).

Metric 2. The 2016 observed conditions for combined antecedent and coincident SST anomalies (DJF, together with MAM conditions) do not occur in CMIP5 without anthropogenic forcings (Fig. ES28.2a).

Metric 3. An increase in accumulated heat in the Coral Sea region (as diagnosed by DHW; Fig. 28.1e) is evident in the RCP8.5 experiment, relative to the historicalNat experiment for °C-weeks above the 2016 values, including above the bleaching risk threshold of 4°C-weeks (Liu et al. 2013), although the FAR value is low (T4°C-weeks = 0.24).

Metric 4. Although Pacific Ocean conditions (Power et al. 1999) influence Australian climatic variability, the relationship between El Niño episodes and positive Coral Sea SST anomalies is weak in observations and CMIP5 simulations both including and excluding anthropogenic influences (Fig. ES28.2). In historicalNat experiments, the likelihood of extreme Coral Sea JFM SST anomalies is increased during El Niño events.

Fig. 28.2. Satellite-derived observational products for JFM precipitation anomalies in the Coral Sea region for (a) 2016 and (b) 1998 (mm hr⁻¹; relative to 1998–2016 climatology from TRMM rainfall retrievals for 1998–2016), (c) cloud area fraction (%; daytime) from AIRS/Aqua retrieval, 1° × 1° for 2002–16), (d) chlorophyll-a concentration (mg m⁻³; from MODIS–Aqua 4-km monthly data), and (e) particulate organic carbon (mg m⁻³; from MODIS–Aqua 4-km monthly data). The general location of the GBR is shown in (a).
Niño phases (Median FAR T1 = 0.94; 10th percentile FAR T1 = 0.88, relative to La Niña). The distribution of Coral Sea temperatures during El Niño episodes without greenhouse gases is similar to La Niña events in the RCP8.5 experiment.

Assessment of environmental factors. Potential environmental and local coral stressors were examined qualitatively.

Metric 5 and 6. Lower than average JFM rainfall was observed in the Coral Sea region in 2016 (Fig. 28.2a). Regional rainfall can impact coral through several mechanisms; increased land-based rainfall impacts runoff levels and water quality (Graham et al. 2015), while decreased rainfall may be associated with reduced cloud cover and increased temperatures (Nicholls 2003). In 2016, reduced Coral Sea rainfall may have increased the risk of bleaching, in combination with increased temperatures. Reduced cloud cover fraction was also observed in 2016, which can impact bleaching through increasing UV exposure (Fig. 28.2b; Leahy et al. 2013).

Metric 7 and 8. Concentrations of chlorophyll-a and particulate organic carbon (Figs. 28.2b,c) were considered as metrics of local water quality and drivers of bleaching risk during JFM. Corals located at sites with better water quality (reduced particulates and nutrient levels) were less prone to bleaching during previous events (Mallela et al. 2016). In 2016, nutrient loads occurred relative to previous years, which may indicate improved water quality and a lower bleaching risk, compared to the long-term average.

Assessment of bleaching drivers. We examined inter-related climatic and environmental conditions in the Coral Sea that altered the risk of GBR bleaching in 2016 (Table 28.1). Analysis demonstrates that anthropogenic GHG-forced trend in regional SSTs had a dominant impact on bleaching resulting in the record high antecedent and coincident SSTs in 2016 (Metrics 1 and 2), and accumulated heat over this period (Metric 3). A combination of natural climate variability and the 2016 El Niño episode also contributed to ocean conditions resulting in the bleaching (Metrics 4, 5, and 6). Hence, the 2016 extreme thermal stress was due to the added effects of natural variability and ENSO imposed on a regional anthropogenic increase in SSTs.

The Coral Sea ocean conditions resulting in the 2016 GBR bleaching were the result of a confluence of increased risk from anthropogenic GHG-forced trend in regional SSTs, weak El Niño forcing and natural variability (Table 28.1). Differences relative to the 1997/98 massive but less severe bleaching event (~43%; Hughes et al. 2017), were extremely strong eastern equatorial Pacific El Niño conditions (Figs. ES28.1a,b). The differences in the flavor of El Niño contributed to local SSTs lower in 1998 than 2016 and higher precipitation (Figs. 28.2a,b). Higher local temperatures than 1997/98 were observed in 2001/02 (~56%) and 2005/06 when bleaching again occurred (Fig. 28.1a).

In contrast, during the 2010/11 bleaching, record high rainfall (Bureau of Meteorology 2012) and runoff contributed to freshwater, rather than thermal stress. While differences in anthropogenic GHG forced trend in regional SSTs were negligible between 2016 and 2015, the additional impacts from the El Niño–Coral Sea SST relationship, combined with other natural climate variability influences, were sufficient to trigger the record 2016 bleaching.

Our study demonstrates that GHG warming of regional sea surface temperatures was the primary increase in risk for the 2016 GBR bleaching. This assessment indicates the risk of future bleaching may become more likely with further greenhouse warming, and that local environmental factors, such as water quality and upwelling will have increasingly limited capacity to remediate anthropogenic drivers of temperature-induced bleaching (Wooldridge 2016b). Furthermore, explorations of drivers of reef bleaching require explicit consideration of biological processes, environmental stressors, ENSO dynamics, anthropogenic warming and their interactions, as bleaching events likely have different drivers.
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Some cold extremes through an effect on circulation features, offsetting or counteracting the effect of the rising mean temperature. There is a hypothesized link between climate change and a shift in circulation linked to increased cold extremes in the northern hemisphere (e.g., Cohen et al. 2014; Zhang et al. 2016; Mann et al. 2017). In some regions of southern Australia, frost frequency and the length of the frost season has been increasing despite an increase in mean temperature in all seasons (Crimp et al. 2016). The driver of the increase is not completely clear but may be linked to circulation changes forced by greenhouse gases. An increase in pressure around the midlatitudes has been attributed to greenhouse gases (e.g., Gillett et al. 2013). This trend has included an intensification of the subtropical ridge, but the ridge has only a weak connection to frost risk through promoting clear skies. The link to frosts may be more a function of the particular mean sea level pressure (MSLP) anomalies.

Cold outbreaks and frost risk in SWWA are often associated with a positive MSLP anomaly over the Indian Ocean west of Australia and a negative MSLP anomaly across southern and southeastern Australia, advecting cold air from the south of Australia over SWWA (Ashcroft et al. 2009; Pook et al. 2011). Numerous days in September 2016 showed this MSLP signature, expressed as slow moving blocking highs in the Indian Ocean sector at ~40°S. An important question, therefore, is whether this circulation anomaly was made more likely due to greenhouse forcing. The peak of blocking in the southeast Australian sector in winter is projected to weaken and move eastward (Grose et al. 2017). However, blocking in the Indian Ocean sector in spring may have a different response. Indeed, exceptionally high MSLP south of Australia in August 2014 was more likely due to human influence (Grose et al. 2015), and this was linked to blocking highs.
While there have been studies on trends in frosts (e.g., Crimp et al. 2016), there have been no previous studies showing a link between a particular cold extreme event or frosts and human influence. Here we examine the SWWA September frosts and whether the MSLP and blocking may have offset or countered the mean warming effects.

Methods. We examined daily minimum temperature, MSLP, the blocking index and blocking events using the Tibaldi and Molteni (1990) index in ERA-Interim reanalysis (Dee et al. 2011), the global weather@home modeling system version 2 (Guillod et al. 2017) and the seasonal climate forecasting system Predictive Ocean Atmosphere Model for Australia (POAMA; Hope et al. 2016; Wang et al. 2016).

We examined the difference in circulation between 165 weather@home simulations of September 2016 with observed forcings (Factual simulations) and 287 weather@home simulations of a counterfactual September 2016 without human influence (Counterfactual simulations). Ensembles were generated by running the model with perturbed atmospheric initial conditions. The Factual simulations used observed SSTs and sea ice, as well as present-day atmospheric composition (long-lived greenhouse gases, ozone, and aerosols). The Counterfactual simulations used SSTs modified to remove different estimates of the warming attributable to anthropogenic forcing and preindustrial atmospheric composition. Estimates of the SST changes due to anthropogenic forcing were separately calculated using twelve CMIP5 models (Taylor et al. 2012) and the mean of those models (Table ES29.1). These patterns are the difference between the SSTs in the CMIP5 models’ historical and historicalNAT simulations and are not the same as warming in observed datasets. The number of simulations from each model did not yield a sufficient sample size, so we examine 287 Counterfactual simulations as a group. Climatologies of 1986–2015 for Factual and Counterfactual were also examined.

POAMA forecasts were initialized after the first week of September 2016 and run for the last 3-week period of the month, see Hope et al. (2018) for more detail. Two 44-member ensemble forecasts were made—one under current levels of carbon dioxide (Factual) and another that removes the influence of the last 55 years of carbon dioxide increase on the ocean warming, atmospheric radiation balance, and land (Counterfactual; see Wang et al. 2016). Note that the POAMA system accounts for changes in greenhouse gases; it does not account for changes in ozone or aerosol. Climatologies for the years 2000–14 under both high and low levels of carbon dioxide were also examined.

The seasonal means of weather@home geopotential height in the region are similar to reanalysis (Guillod et al. 2017), and some midlatitude circulation features relevant to extreme temperatures in the northern hemisphere are well reproduced but with too many short-lived blocking events (Mitchell et al. 2017). The Tebaldi and Molteni blocking index and frequency of detections near SWWA is fairly similar between weather@home and ERA-Interim.
POAMA is similar to reanalysis in terms of broad circulation (Wang et al. 2016), but underestimates the strength and frequency of blocking (Marshall et al. 2014).

Results. Examining the observed circulation component of the frost risk, we see enhanced September MSLP west of SWWA and a low anomaly in southeast Australia and a southerly 850-hPa wind anomaly of 2.3 m s\(^{-1}\) at the south coast of SWWA (Fig. 29.2a), which is consistent with the typical cold outbreak events (Ashcroft et al. 2009). The monthly MSLP anomaly reflects the presence of persistent highs adjacent to SWWA on many days (not shown), particularly through the middle of the month. In daily data, MSLP was enhanced at 70°–110°E by up to 18 hPa and/or diminished in the region 110°–140°E with southerly wind anomalies over SWWA on many of the days.

Monthly weather@home MSLP was higher in Factual compared to Counterfactual west of SWWA (Fig. 29.2b), creating a higher monthly southerly 850 hPa wind anomaly at the south coast of SWWA (Counterfactual mean was 2.1 m s\(^{-1}\); Factual mean was 2.4 m s\(^{-1}\), giving an enhancement of +0.3 m s\(^{-1}\)). Even though these wind anomalies do not penetrate inland, they suggest greater transport of cold air into the broader region and an enhancement of the circulation anomaly favoring frost nights in SWWA. The negative MSLP anomaly in southeast Australia was

![Fig. 29.2. MSLP, wind, and blocking in ERAint and models in Sep 2016; (a) ERAint monthly MSLP anomaly from 1979–2016 mean, arrows indicate the 850-hPa wind anomaly; (b) Factual–Counterfactual MSLP difference in weather@home mean, stippling shows where the difference is significant at the 10% level (t test), arrows show the Factual–Counterfactual 850-hPa wind difference; (c) as in (b) in POAMA; (d) ERA-Interim daily blocking index anomaly from 1979–2016 mean, black outlines indicate detected blocking events (no minimum event length threshold applied) and black circles indicate frost events at the approximate longitude of SWWA; (e) Factual–Counterfactual Blocking mean blocking event detections (detections day\(^{-1}\)) in weather@home, stippling shows where the difference is significant at the 10% level (t test).]
not enhanced in Factual compared to Counterfactual (Fig. 29.2b). In daily data, there was higher MSLP west of SWWA and a southerly 850-hPa wind anomaly over SWWA in the ensemble mean of Factual compared to Counterfactual in 14 of the 30 days, with some anomalies over 2 hPa (Fig. ES29.2). POAMA shows a similar MSLP difference in Factual–Counterfactual for the month as weather@home, and an enhancement of the southerly wind anomaly at the south coast of SWWA (1.7 m s⁻¹ in Counterfactual; 2.1 m s⁻¹ in Factual, giving an +0.4 m s⁻¹ anomaly; Fig. 29.2c). The wind signal over the wheat belt itself is weaker in POAMA than in weather@home; however, the MSLP signal west of SWWA is stronger.

Enhancement of MSLP west of SWWA was also found in the difference between the weather@home 1986–2015 Factual September climatology and the equivalent for Counterfactual, and between the POAMA 15-year September climatology of 2000–14 under current levels of carbon dioxide relative to the climatology with low levels (not shown). The consistency between the 2016 results and the climatologies suggests that the pattern is related to the change in the mean state of the atmosphere. The fact that POAMA shows a change similar to weather@home suggests that the changes in global carbon dioxide levels are of most importance in driving this signature, rather than ozone or aerosol changes (POAMA accounts only for changes in greenhouse gases; weather@home accounts for all forcings).

The blocking index was higher than average near SWWA on many days in September 2016, with seven blocked days detected within 60°–140°E (Fig. 29.2d). Blocking was typically positive to the west of SWWA on the day of or prior to frosts (Fig. 29.2d). On 24 days during the month, there were significantly more blocking days detected in Factual simulations than in Counterfactual somewhere in the sector (stippled red regions in Fig. 29.2e), with only five days where there were significantly fewer (stippled blue). For example, on 25 September 2016 the mean detections at 140°E in Counterfactual is 0.03 detections day⁻¹, and this was enhanced by up to 0.04 detections day⁻¹ in Factual. We don’t expect the modeled timing of blocks to be precisely in phase with observations, so the exact timing of these differences is not the focus, but the weather@home results indicate a greater detection of blocked days on average across the region throughout.

weather@home showed warmer daily minimum temperatures and fewer frost risk days in the Factual simulations compared to the Counterfactual simulations (significant at the 5% level), suggesting that the frost risk was lower due to human influence (Fig. ES29.3). Using a FAR analysis, experiencing 13 frost nights at a site in the wheat belt was in fact 45% less likely in Factual compared to Counterfactual. POAMA simulations also showed lower numbers of frost-risk days in Factual compared to Counterfactual (not shown). If the models simulated all the relevant processes regarding daily Tmin with sufficient fidelity, then these results suggest that the circulation influence due to human influence did not fully offset the effect from a warmer mean temperature, so the net human influence was for fewer frosts. However, it is also likely that the models did not simulate all the dynamics required to produce frost nights, so the forced circulation difference may not have been expressed correctly in daily Tmin. For example, the coarse resolution of the model may prevent the simulation of relevant mesoscale meteorological processes, and indeed the frequency in the Factual is lower than in the observed (Figs. 29.1a and ES29.3b).

**Conclusion.** Differences in MSLP, winds, and blocking between Factual and Counterfactual simulations from two modeling systems suggest that the circulation pattern associated with cold outbreaks was enhanced by human influence over southwest Western Australia in September 2016. However, the results also suggest warmer temperatures may have offset or countered this effect of the circulation driver on the overall frost risk for the month. Further work is needed to support this preliminary finding, including an assessment of the simulation of the circulation features and of minimum temperatures.
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30. FUTURE CHALLENGES IN EVENT ATTRIBUTION METHODOLOGIES

PETER A. STOTT, NIKOS CHRISTIDIS, STEPHANIE C. HERRING, ANDREW HOELL, JAMES P. KOSSIN, AND CARL J. SCHRECK III

Since these reports began five years ago, they have played an important part in the development and remarkable advancement of the science of event attribution. At the start of this endeavor, only a few events had been studied, geographical coverage was limited, and the focus had been mainly on extreme temperature events. Now, the range of events covered includes rain storms, droughts, tropical storms, and wildfires, as well as heat waves.

The website Carbon Brief has produced a graphical inventory of studies from this report along with other peer-reviewed literature. It shows a growing geographical coverage over the last five years and a developing wealth of evidence pointing to the significant effects of human-induced climate change on many extreme events. The majority of attribution studies have been published in these annual reports. This demonstrates the important role these reports have taken, thanks to the continuing engagement by the scientific community in this endeavor.

The breadth and depth of these articles demonstrate a notable developing maturity of this science. At the same time, a few important challenges still remain, and this latest report highlights three of these. They are: 1) the role of methodological choices in determining the outcome of event attribution studies; 2) the need to better assess the influence of human-induced climate change on the impacts of extreme events; and 3) the growing needs of a wider range of stakeholders to inform decision making.

First, it is becoming increasingly apparent that different methodological choices can lead to important differences in the results of event attribution studies. To take one example from this report, the study of the air pollution episode in Europe in December 2016 (Vautard et al. 2018) found different results depending on the type of climate model used. With a multimodel ensemble, a significant human-induced effect was found on the stagnant winter time conditions that prevailed over northwestern Europe during that month, but this was not found with two single-model ensembles. The record 2016 heat in Asia was found not to be possible without human-caused climate change, and the authors concluded the fraction of attributable risk (FAR) to climate change was effectively 1. This result is based on the atmospheric general circulation model (AGCM) simulations using the observed sea surface temperatures (SST). Thus, it is suggested that “the observed heat anomaly have zero probability of occurrence with the certain, observed, SST variability pattern.” However, it is not clear how the FAR would be impacted if the uncertainty of the natural variability of SST were considered.

Attribution results are potentially sensitive to methodological choices. Thus, it is important to clearly communicate the methodological choices used in the results of event attribution studies. To take one example from this report, the study of the air pollution episode in Europe in December 2016 (Vautard et al. 2018) found different results depending on the type of climate model used. With a multimodel ensemble, a significant human-induced effect was found on the stagnant winter time conditions that prevailed over northwestern Europe during that month, but this was not found with two single-model ensembles. The record 2016 heat in Asia was found not to be possible without human-caused climate change, and the authors concluded the fraction of attributable risk (FAR) to climate change was effectively 1. This result is based on the atmospheric general circulation model (AGCM) simulations using the observed sea surface temperatures (SST). Thus, it is suggested that “the observed heat anomaly have zero probability of occurrence with the certain, observed, SST variability pattern.” However, it is not clear how the FAR would be impacted if the uncertainty of the natural variability of SST were considered.

Attribution results are potentially sensitive to methodological choices. Thus, it is important to clearly communicate the methodological choices used in the results of event attribution studies. To take one example from this report, the study of the air pollution episode in Europe in December 2016 (Vautard et al. 2018) found different results depending on the type of climate model used. With a multimodel ensemble, a significant human-induced effect was found on the stagnant winter time conditions that prevailed over northwestern Europe during that month, but this was not found with two single-model ensembles. The record 2016 heat in Asia was found not to be possible without human-caused climate change, and the authors concluded the fraction of attributable risk (FAR) to climate change was effectively 1. This result is based on the atmospheric general circulation model (AGCM) simulations using the observed sea surface temperatures (SST). Thus, it is suggested that “the observed heat anomaly have zero probability of occurrence with the certain, observed, SST variability pattern.” However, it is not clear how the FAR would be impacted if the uncertainty of the natural variability of SST were considered.

Attribution results are potentially sensitive to methodological choices. Thus, it is important to clearly communicate the methodological choices used in the results of event attribution studies. To take one example from this report, the study of the air pollution episode in Europe in December 2016 (Vautard et al. 2018) found different results depending on the type of climate model used. With a multimodel ensemble, a significant human-induced effect was found on the stagnant winter time conditions that prevailed over northwestern Europe during that month, but this was not found with two single-model ensembles. The record 2016 heat in Asia was found not to be possible without human-caused climate change, and the authors concluded the fraction of attributable risk (FAR) to climate change was effectively 1. This result is based on the atmospheric general circulation model (AGCM) simulations using the observed sea surface temperatures (SST). Thus, it is suggested that “the observed heat anomaly have zero probability of occurrence with the certain, observed, SST variability pattern.” However, it is not clear how the FAR would be impacted if the uncertainty of the natural variability of SST were considered.

Attribution results are potentially sensitive to methodological choices. Thus, it is important to clearly communicate the methodological choices used in the results of event attribution studies. To take one example from this report, the study of the air pollution episode in Europe in December 2016 (Vautard et al. 2018) found different results depending on the type of climate model used. With a multimodel ensemble, a significant human-induced effect was found on the stagnant winter time conditions that prevailed over northwestern Europe during that month, but this was not found with two single-model ensembles. The record 2016 heat in Asia was found not to be possible without human-caused climate change, and the authors concluded the fraction of attributable risk (FAR) to climate change was effectively 1. This result is based on the atmospheric general circulation model (AGCM) simulations using the observed sea surface temperatures (SST). Thus, it is suggested that “the observed heat anomaly have zero probability of occurrence with the certain, observed, SST variability pattern.” However, it is not clear how the FAR would be impacted if the uncertainty of the natural variability of SST were considered.

Attribution results are potentially sensitive to methodological choices. Thus, it is important to clearly communicate the methodological choices used in the results of event attribution studies. To take one example from this report, the study of the air pollution episode in Europe in December 2016 (Vautard et al. 2018) found different results depending on the type of climate model used. With a multimodel ensemble, a significant human-induced effect was found on the stagnant winter time conditions that prevailed over northwestern Europe during that month, but this was not found with two single-model ensembles. The record 2016 heat in Asia was found not to be possible without human-caused climate change, and the authors concluded the fraction of attributable risk (FAR) to climate change was effectively 1. This result is based on the atmospheric general circulation model (AGCM) simulations using the observed sea surface temperatures (SST). Thus, it is suggested that “the observed heat anomaly have zero probability of occurrence with the certain, observed, SST variability pattern.” However, it is not clear how the FAR would be impacted if the uncertainty of the natural variability of SST were considered.
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events to human-induced climate change. Traditionally, those who are part of the impacts community have focused on assessing the extent to which impacts such as changes in ecosystems can be attributed to variations in climate, however caused. Ultimately, however, if we wish to make statements about links between impacts and human-induced climate change we need to differentiate possible natural climatic effects from human-induced ones. This is a challenge. We have been keen to encourage contributions to this latest report that address impacts. The submissions provide important new information but also illustrate the challenges in making such links.

Brainard et al. find that coral reef and seabird communities were disrupted by the record-setting sea surface temperatures of the central equatorial Pacific during the 2015/16 El Niño. This, by linking a particular meteorological event to impacts on marine ecosystem, is in itself an important conclusion. But this conclusion by itself would not be sufficient to be included in this issue because it does not assess the link to anthropogenic climate change. However, by making a link to a companion paper in this issue by Newman et al., which shows evidence that record warm central equatorial Pacific temperatures during the 15/16 El Niño reflect an anthropogenically forced trend, Brainard et al. are able to make an indirect two-step link to human-induced climate change. Such a two-step approach as illustrated here in Brainard et al. has been recognized by IPCC as a suitable method for attributing impacts (Hegerl et al. 2009). The value of this type of information to the marine resource management community is included as a Perspectives piece co-authored by the NOAA National Marine Fisheries chief scientist (Webb and Werner 2018). The authors describe the value of attribution results that assess the different drivers impacting living marine resources when making management decisions, in particular for considering potential future impacts to resources such as fisheries stocks.

Third, as the science matures and a mounting focus builds on possible links between extreme events and climate change, with a view to better adapting and to better partitioning the costs of climate change, there is increasing interest in applying this science. In the legal field, for example, there is an argument that attribution studies can be used to help courts determine liability for climate-related harm (Marjanan et al. 2017). In the past, beyond the scientific community, these results have primarily been used with stakeholders for whom very rapid analyses may be particularly relevant, for example those engaged in building resilience in the aftermath of an extreme event, or the media and other climate change science communicators. Today, stakeholders have expanded to include those involved in the regulatory, legal, and management frameworks who increasingly may find such approaches potentially useful.

While it represents a considerable challenge to provide robust results that are clearly communicated for stakeholders to use as part of their decision-making processes, these annual reports are increasingly showing their potential to help meet such growing needs. By taking a middle road in terms of timescale of delivery—longer than the very rapid results needed by the media but shorter than many academic contributions—and by using relatively standard approaches that have been previously peer reviewed, advances being made in these reports point the way forward toward a greater use of event attribution studies in decision-making contexts.
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Coral bleaching at Lizard Island
A panoramic image of the coral bleaching at Lizard Island in Australia
captured by the XL Catlin Seaview Survey in March 2016.