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ABSTRACT

Using Monte Carlo simulations, several methods for detecting a trend in the magnitude of extreme values are compared. Ordinary least squares regression is found to be the least reliable method. A Kendall's tau-based method provides some improvement. The advantage of this method over that of least squares diminishes when the sample size is moderate to small. Explicit consideration of the extreme value distribution when computing trend always outperforms the above two methods. The use of the $r$ largest values as extremes enhances the power of detection for moderate values of $r$; the use of larger values of $r$ may lead to bias in the magnitude of the estimated trend.

1. Introduction

Changes in climate variability and, in particular, in the intensity and frequency of climate extremes are likely to affect society more strongly than changes in the mean climate (Katz and Brown 1992). This observation has motivated many studies of extremes in the climate of the twentieth century (e.g., Groisman et al. 2001; Iwashima and Yamamoto 1993; Kunkel et al. 1999; Zhang et al. 2001a,b) and in the climate projected for the twenty-first century (e.g., Zwiers and Kharin 1998; Kharin and Zwiers 2000; Meehl et al. 2000).

Changes in extremes can be assessed by identifying changes in either frequency or intensity. Keim and Cruise (1998) describe a method for estimating a trend in the frequency of extreme events that is based on a simplified test introduced by Cox and Lewis (1966). Frei and Schär (2001) describe a closely related technique that uses a binomial distribution to model the counts of rare events and a logistic regression to estimate trend in the counts. Many other studies have investigated changes in the magnitude of the extremes. Some ascertain changes in return values by fitting separate extreme value distributions in different periods (e.g., Zwiers and Kharin 1998; Kharin and Zwiers 2000); others attempt to compute linear trends in extreme values (e.g., Kunkel et al. 1999; Zhang et al. 2001a).

The objective of this paper is to compare the performance of several methods for detecting significant linear trends in the magnitude of extreme values. We consider methods that utilize only the block maxima from the available time series of observations and methods that utilize the available data more effectively by modeling trends in the $r$ largest observations per block, where $r$ is greater than 1. The trend estimation methods are explained in section 2. These methods are evaluated by means of a Monte Carlo experiment, the design of which is described in section 3. Results are given in section 4, followed by conclusions and discussion in section 5.

2. Methods

Under fairly general conditions, the distribution of the maximum of a sample of identically distributed variables converges to one of three types of extreme value (EV) distributions as the length of the sample goes to infinity. This result, which is known as the “three types theorem,” was originally demonstrated by Fisher and Tippett (1928) and later was presented in a more general setting by Gnedenko (1943). The three types are the
Gumbel or EV-I distribution (Gumbel 1958), the Fréchet or EV-II distribution, and the Weibull or EV-III distribution.

After parameterization, the three distributions can be generalized as the generalized extreme value (GEV) distribution, with the distribution function

\[
G(y) = \begin{cases} 
\exp[-\exp[-(y - \mu)/\sigma]], \\
\exp[-[1 - \xi(y - \mu)/\sigma]^{1/\xi}], \\
\exp[-[1 - \eta(y - \mu)/\sigma]^{1/\eta}], 
\end{cases}
\]

The parameter \( \xi \) is referred to as the shape parameter; \( \mu \) and \( \sigma > 0 \) are the location and scale parameters, respectively.

The rate of convergence to these asymptotic distributions is affected by the shape of the upper tail of the distribution of the sampled random variable. For example, all distributions in the so-called exponential family belong to the “domain of attraction” of the Gumbel distribution, meaning that the distribution of the maximum of a large sample from a distribution in this family eventually converges to the Gumbel distribution as the sample becomes large. However, the rate of convergence is not the same for all members of the family, with much faster convergence for an exponentially distributed variable (Leadbetter et al. 1983) than for other members of the exponential family such as the Gaussian distribution.

A time series \((y_1, y_2, \ldots, y_n)\) with a linear trend can be represented by

\[
y_i = a + bt + \epsilon_i, \tag{2}
\]

where \( \epsilon_i \) denotes a stationary noise process, and \( a \) and \( b \) are regression parameters. The magnitude of trend is computed by estimating coefficient \( b \). A linear trend is said to have been detected if the estimate \( \hat{b} \) is significantly different from zero. When \( \epsilon_i \) follows a symmetric distribution with finite variance, \( b \) can be conveniently estimated by the method of least squares (OLS). If \( \epsilon_i \) is a Gaussian white-noise process, the statistical significance of the trend can be assessed using the Student’s \( t \) test. Appropriate modifications can be made to the test if \( \epsilon_i \) is not white (e.g., von Storch and Zwiers 1999). Extreme values do not fall into a symmetric distribution, and thus it follows that least squares is not likely to be the most reliable method for identifying trends in the series of extreme values. A distribution-free, Kendall’s tau–based estimator (Sen 1968) has frequently been used to estimate trend (Kunkel et al. 1999; Lins and Slack 1999; Zhang et al. 2001a,b), and the Mann–Kendall test is used to assess its statistical significance. A more rigorous method would be to model the extreme values with the method of maximum likelihood, with time being a covariate (e.g., Smith 1989; Coles 2001; Katz et al. 2002). We will consider all three methods for estimating trends in extremes (OLS, nonparametric Kendall’s tau, and maximum likelihood) in this paper.

\( a. \) Kendall’s tau

Without loss of generality, we assume that \( t_1 \leq t_2 \leq \ldots \leq t_n \) are the sampling times. Let

\[
N = \sum_{1 \leq i < j \leq n} \delta(t_j - t_i). \tag{3}
\]

where

\[
\delta(x) = \begin{cases} 
1 & \text{if } x > 0, \\
0 & \text{if } x = 0. \tag{4}
\end{cases}
\]

Then, among all values of \((t_j - t_i), 1 \leq i < j \leq n, \) only \( N \) values are nonzero. Consider the set \( \mathcal{R} \) of the \( N \) distinct pairs \((i, j)\) for which \( t_j > t_i \) and define

\[
W_{ij} = (y_j - y_i)(t_j - t_i), \quad (i, j) \in \mathcal{R}. \tag{5}
\]

We arrange the \( N \) values in (5) in ascending order of magnitude and denote the \( k \)th smallest value by \( W_k \) \((k = 1, 2, \ldots, N)\). The Kendall’s tau estimator of \( b \) is the median of \( W_k \), or

\[
\hat{b} = \begin{cases} 
\frac{W_{N/2+1}}{W_{N/2} + W_{N/2+1}} & \text{if } N \text{ is odd}, \\
\frac{(W_{N/2} + W_{N/2+1})/2}{W_{N/2}} & \text{if } N \text{ is even}. \tag{6}
\end{cases}
\]

That is, the trend is the median of all possible trend estimates obtained from pairs of observations obtained at distinctly different observing times. This estimator is statistically robust and is unbiased. When the time steps are equally spaced and random variables \( y_i \) are independent, this estimator has an asymptotic relative efficiency that is never less than 0.864 with respect to the least squares estimator (Sen 1968). The asymptotic relative efficiency is defined as the ratio between the asymptotic variance of the OLS estimator and that of the Kendall’s tau estimator. The statistical significance of the Kendall’s tau trend estimate can be assessed using the Mann–Kendall test (Mann 1945; Kendall 1955). Yue et al. (2002) showed that the power of the Mann–Kendall test in detecting significant trends depends on the underlying distribution.
b. Generalized linear regression

The likelihood function for the GEV distribution (1) is given by

\[
L = \prod_{i=1}^{\pi} \sigma^{-1} \exp \left[ - \left( 1 - \xi \frac{y_i - \mu}{\sigma} \right)^{\frac{1}{\xi}} \right]
\times \left( 1 - \xi \frac{y_i - \mu}{\sigma} \right)^{(1 + \xi)\frac{1}{\xi}},
\]

where \( y_1, y_2, \ldots, y_n \) are \( n \) extreme values. These are generally block maxima taken as the largest values from blocks of samples of the parent distribution (e.g., annual maxima of daily precipitation). The method of maximum likelihood can be used to estimate the three parameters of the GEV distribution by minimizing \(-\log(L)\). Covariates can be introduced into the GEV model by, for example, expressing the location parameter as

\[
\mu(t) = \alpha + \beta t. \tag{8}
\]

This allows for the estimation of linear trend in the location parameter (see, e.g., Smith 1989). Trend can also be considered for the scale parameter, typically with an equation of the form

\[
\log(\sigma(t)) = \theta + \varphi t. \tag{9}
\]

Note that this formulation ensures that the scale parameter remains positive. Trend in the shape parameter \( \xi \) is not considered in this study because we decided to avoid the complications that arise from allowing all three GEV parameters to vary in time. We assume that it is not likely for there to be significant change in the shape of the tails of the kinds of variables that are typically considered in climate studies over the period of record (less than 100 yr) that is ordinarily available for analysis. Situations in which the tail does lengthen, or shorten, modestly relative to the main body of the distribution can be dealt with approximately by varying the scale parameter.

The trend in the extreme values can be estimated by choosing \( \alpha, \beta, \) and \( \sigma, \theta, \) or \( \varphi \) to minimize \(-\log(L)\). The statistical significance of the trend is evaluated by using a likelihood ratio test to compare a model with trend with one that does not include trend. Let \( M_0 \) be a model for the extreme values with no trend (i.e., \( \beta = \varphi = 0 \)) and let \( M_1 \) be a model with trend. Also, let \( T \) and \( T^0 \) be the log likelihoods under the models \( M_1 \) and \( M_0 \). When trends are not present, the log likelihood ratio statistic (LRS)

\[
T = 2(T^1 - T^0) \tag{10}
\]

is asymptotically \( \chi^2 \) distributed (Cox and Hinkley 1974), with \( q \) being the difference in the number of free parameters in the two models. We reject hypothesis \( M_0 \) (there is no trend) at significance-level \( \alpha \) if \( T \) is bigger than the upper-\( \alpha \) point of the \( \chi^2 \) distribution. Further details can be found in Coles (2001). In the case of two parameter models, we are most interested in the existence of trends in the parameters that lie in the same direction. However, we note that it is possible for there to be opposing trends in the location and scale parameters that result in a very small trend in the extremes.

Note that the results of the likelihood ratio test are not always directly comparable with those of the OLS and Kendall–Mann tests. The latter are designed to detect change in the mean value of the extremes, which is given by \( \mu(t) + \sigma(t)(1 - \Gamma(1 + \xi)/\xi) \) when the extremes have a GEV distribution with location and scale parameters that may contain trend. The LRS, on the other hand, is designed to detect change in one or more of the parameters of the GEV distribution, either individually or in combination. These two types of tests do ask equivalent questions when it can be assumed that the scale and shape parameters are constant in time.

c. The r-largest method

As noted above, it may be possible to improve on the trend estimates made from block maxima by using multiple extremes per block, thereby utilizing the available record more completely. For example, annual maximum daily precipitation may be extracted from daily or even hourly observations, and, thus, fitting an extreme-value distribution with annual maximum daily precipitation may discard some potentially useful information about precipitation extremes. One possible solution is to use the \( r \)-largest values in a block for small values of \( r \). This is usually called the \( r \)-largest method.

By proper scaling, the \( r \)-largest-order statistics model gives a likelihood function with parameters that correspond to those of the GEV model for block maxima but that incorporates more of the observed extreme data. The likelihood function (7) for the \( r \)-largest values taken for every block becomes

\[
L = \prod_{i=1}^{\pi} \exp \left\{ - \left[ 1 - \frac{y_i^{(r)} - \mu}{\sigma} \right]^{\frac{1}{\xi}} \right\}
\times \prod_{i=1}^{\pi} \sigma^{-1} \left[ 1 - \frac{y_i^{(r)} - \mu}{\sigma} \right]^{\frac{1}{\xi}(\frac{1}{\xi} + 1)}, \tag{11}
\]

where \( y_i^{(r)} \) is the \( j \)-th order statistic in block \( i \). Trend in the extreme values can then be estimated by replacing \( \mu \) and \( \sigma \) with (8) and (9), respectively. Relative to a standard block-maxima analysis, the interpretation of the parameters is unaltered, but precision should be improved by the inclusion of extra information. The power of detection of trend would also improve, it is hoped.

The choice of \( r \) is a classic bias–variance trade-off: a small value of \( r \) results in a smaller sample of extremes and, thus, more uncertain parameter estimates and possibly lower power of detection trends. On the other hand, the GEV model is an approximation that, strictly speaking, holds only in the asymptotic limit. Errors in the approximation are likely to be more apparent for large
values of \( r \). These errors will be especially apparent in
the far tails of the distribution that lie beyond the range
of observations contained in the sample of extremes
(e.g., in applications for which it is necessary to estimate
long-period return values from short samples). In prin-
"et al. 2002). This can be a cause of concern when a
days with precipitation tend to occur in clusters (Katz
under such a scheme one would select the
``decluster'' the data (Todorovic and Zelenhasic 1970).
in a particular season. Thus, it may be appropriate to
annual cycle is strong, annual extremes may only occur
in a particular season. Thus, the annual extremes may
actually be drawn from a seasonal sample that represents
a period much shorter than 1 yr. For this reason, we
also considered seasonal extremes. We produced 1000
simulations of daily precipitation (using an exponential-
family distribution) with predetermined trends in the
extremes. Each simulation represents 50 or 100 yr of
daily precipitation data. A similar experiment was con-
ducted with simulated Gaussian-distributed temperature
data. Results were very similar to those reported below.

3. Monte Carlo simulation

Our Monte Carlo simulation experiment was designed
to mimic a real situation that a climatologist might en-
counter in which the objective is to estimate trend in
annual extremes. In many places of the world where
the annual cycle is strong, annual extremes may only occur
in a particular season. Thus, the annual extremes may
actually be drawn from a seasonal sample that represents
a period much shorter than 1 yr. For this reason, we
also considered seasonal extremes. We produced 1000
simulations of daily precipitation (using an exponential-
family distribution) with predetermined trends in the
extremes. Each simulation represents 50 or 100 yr of
daily precipitation data. A similar experiment was con-
ducted with simulated Gaussian-distributed temperature
data. Results were very similar to those reported below.

The daily precipitation time series are simulated in
two steps. The first step is to simulate the frequency of
precipitation days for each year (season). To produce a
realistic level of interannual variability, we used a nor-
mal distribution, with its mean and standard deviation
computed from observational data, to simulate the num-
er of wet days for each year (season). The second step
is to simulate the precipitation amounts for the wet days.
We use an exponential distribution for this purpose, be-
cause 1) this distribution has been used to simulate daily
precipitation amounts in a popular weather generator
(Richardson 1981) and 2) the true trend in the mean of
simulated extremes is then easily prescribed, as shown
below.

The cumulative distribution function of an exponen-
tial random variable \( X \) is given by

\[
F_X(x) = \begin{cases} 
0 & \text{if } x \leq 0, \\
1 - e^{-x/\lambda} & \text{if } x > 0.
\end{cases} \tag{12}
\]

Note that we follow the notational convention used in
the statistical literature, where upper-case symbols desig-
nate random variables, and the corresponding lower-
case variables indicate realizations of those variables.
The mean and variance of \( X \) are

\[
\mu_x = \lambda \quad \text{and} \quad \sigma_x^2 = \lambda^2,
\tag{13}
\]

respectively. Let \( X_1, \ldots, X_m \) represent \( m \) simulated daily
precipitation amounts in a year. For convenience, they
have been simulated so that they are independent, iden-
tically distributed, exponential random variables. Let \( Y \)
be the annual maximum daily precipitation, that is, the
maximum of \( \{X_1, \ldots, X_m\} \). Then, \( Y < y \) if and only
if \( X_i < y \) for each \( i = 1, \ldots, m \). Using independence,
we obtain that

\[
P(Y < y) = \prod_{i=1}^{m} P(X_i < y) = F^m(y; \lambda)
= (1 - e^{-y/\lambda})^m \approx \exp(-me^{-y/\lambda})
= \exp[-e^{-y/\lambda + \log(m/\lambda)}] = \exp[-e^{-y - \mu/\lambda}].
\tag{14}
\]

This is the Gumbel distribution function with a location
parameter \( \mu = \lambda \log(m) \) and a scale parameter \( \sigma = \lambda \).

The mean of the Gumbel distribution described above
is given by

\[
\mu_y = \mu + \gamma \lambda = \lambda \log(m) + \gamma \lambda,
\tag{15}
\]

where \( \gamma \) is an Euler’s constant (\( \gamma = 0.577 \)). It is clear
that the mean can be affected by trend in both the loca-
tion and scale parameters. A trend in the number of
wet days in a year \( (m) \) would result in a trend in the location
parameter whereas a trend in the intensity of
precipitation \( (\lambda) \) would cause a trend in both the location
and scale parameters of the Gumbel distribution. If there
is no change in the frequency of precipitation events
(i.e., if \( n \) is fixed), the trend in the mean of the extremes
is only a function of the trend in the intensity. For the
sake of simplicity, we consider only such trend, but we
note that in the real world there is observational evi-
dence of changes in both frequency (e.g., Zhang et al.
2001b) and intensity (Karl and Knight 1998).

The baseline frequency and intensity parameters used
in our simulation study were estimated from a Canadian
station (Kemano) located at 54.05°N, 128.63°W in British Columbia. The annual number of wet days at this station has a mean of 123 days and a standard deviation of 27 days. The average precipitation intensity is 12 mm day⁻¹. The average annual maximum daily precipitation is about 65 mm when computed using (15). We use the summer data for the seasonal time series. The average number of wet days in this case is 31 with a standard deviation of 5 days. The precipitation intensity is 7 mm day⁻¹. This results in a long-term mean seasonal maximum daily precipitation of about 28 mm. Linear trends of various magnitudes were imposed on the intensity parameter \( l \). The resulting trends computed from (15) are considered to be the “true” trends in our evaluation of trend detection methods.

Three statistics have been used to aid comparison among the different methods. They are the bias, root-mean-square error (rmse), and variance. The bias is the difference between the true trend and various trend estimates described above. The rmse is the square root of average of bias squared. Variance is the standard deviation of trend estimate in a particular simulation.

4. Results

For the annual series, the number of times that a statistically significant trend was detected at the 5% level in 1000 simulations is plotted in Figs. 1 and 2. Results are displayed for \( n = 50 \) and 100 and for the different methods discussed in section 2. Note that Fig. 1 includes results for the \( r \)-largest method when \( r = 1 \) and \( r = 2 \). For clarity, comparable results for \( r = 5 \) are displayed in Fig. 2. When using the \( r \)-largest method, we considered trend in the location parameter with a trend described by (8) and in the scale parameter as in (9). We also considered trend in both the location and scale parameters, because the simulated extreme values time series would have linear trends in both parameters.

When there is no trend in the time series, the number of times a significant trend is detected by the various methods is generally less than the nominal level of 5%. Exceptions occur for some of the \( r \)-largest methods when \( r > 1 \) and when trends are allowed in both location and scale parameters. Those methods detect trend significantly more often than 5% of the time when none is present. We examined their results in detail and found that “significant” trends of opposite sign were often identified in the location and scale parameters, yielding almost zero trend in the mean. This finding suggests that caution is needed in interpreting results when a two-parameter-trend model has been used.

The linear least squares (OLS) trend estimates have the largest variance among the methods considered. The power of trend detection obtained with this method is also generally low. Both effects are the result of violating the distributional assumption that underlies the
OLS method. The Kendall’s tau–based method is found to be more powerful than the OLS method when the sample size is large (100). The r-largest methods with trend in the location parameter consistently outperform both the OLS and Kendall methods, suggesting the usefulness of doing proper modeling. The number of detections by the r-largest method increases with r as can be seen by comparing Fig. 1 and 2. This emphasizes the importance of making better use of the information available in the data. The importance of larger sample sizes is undeniable: the power of detection is always larger even when the magnitude of trend is halved if the sample size is doubled.

We expected that the r-largest method with trend in both parameters would perform the best because the trend imposed in the simulation data should result in trend in both the location and scale parameters. Our simulations indicated that these “better” methods were not as powerful as the methods that only consider trend in the location parameter, however. This suggests that the potential gain in the power of detection from including a trend in scale parameter is lost because of the need to estimate an extra parameter. Another possibility is that, in the case of the scale parameter, the signal-to-noise ratio may be too small to allow reliable detection. It is also possible that (9) may not approximate the prescribed linear trend in the scale parameter well enough. This may not be the main reason, however. We replaced (9) with \( \log[r(t)] = \theta + \varphi t^{1/2} \) and \( \log[r(t)] = \theta + \varphi t^{1/4} \) and did not gain improvement in the power of detection. The rate of detection should not be used as the sole criterion in selecting a method for trend analysis of extremes, however, because a more powerful method may also have a larger bias (i.e., reject the null hypotheses of no trend more frequently than expected when there is, in fact, no trend).

The biases, variances, and root-mean-square errors of the trend estimates from the different methods for \( n = 100 \) are presented in Table 1. In agreement with Fig. 1, the variance and rmse of the OLS estimates are larger than those of Kendall’s tau. The variances of the estimate made with the r-largest method with trend in the location parameter only are smaller than these of OLS and Kendall’s tau, and the bigger the r is, the smaller the variance is. However, the rmse are not always smaller, because the trend estimated by those methods only reflects changes in the scale parameter and, hence, is biased toward smaller values by design. The bigger the r value is, the bigger the bias is. The r-largest estimates with trend in both location and scale parameters have substantially less bias, but this comes at the cost of larger variance that may actually increase the rmse.

The results for the seasonal series are similar to those for annual series, except that the differences among the GEV models, Kendall’s tau, and linear least squares are smaller. The difference between seasonal and annual extreme results is likely due to the difference in the intensity of the precipitation extremes that were simulated on these two time scales. The somewhat less intense summer extremes, coupled with the shorter summer sample, result in trends that are somewhat less detectable. As a result, the simulations discriminate between the different methods less strongly.

The mean 1000-yr return value estimate obtained from 1000 simulations of the series annual extremes in which there is no trend is almost identical regardless of
TABLE 1. Comparison between biases (bias), variances (var), and root-mean-square errors (rmse) of linear trends, calculated by fitting different models to 1000 simulated samples of size 100. The models are identified with the same label as in Fig. 1. Unit for bias, var, and rmse are millimeters. Trend is represented by percentage change in the mean over a 100-yr period.

<table>
<thead>
<tr>
<th>Trend</th>
<th>OLS</th>
<th>Kendall</th>
<th>gev.mu</th>
<th>gev.mu.sig</th>
<th>rlar2.mu</th>
<th>rlar2.mu.sig</th>
<th>rlar5.mu</th>
<th>rlar5.mu.sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Var</td>
<td>5.1</td>
<td>4.5</td>
<td>4.0</td>
<td>5.0</td>
<td>3.0</td>
<td>4.5</td>
<td>2.2</td>
<td>4.8</td>
</tr>
<tr>
<td>Rmse</td>
<td>5.1</td>
<td>4.5</td>
<td>4.0</td>
<td>5.0</td>
<td>3.0</td>
<td>4.6</td>
<td>2.2</td>
<td>4.8</td>
</tr>
<tr>
<td>10</td>
<td>-1.5</td>
<td>-1.4</td>
<td>-2.0</td>
<td>-1.0</td>
<td>-2.3</td>
<td>-1.4</td>
<td>-3.3</td>
<td>-1.6</td>
</tr>
<tr>
<td>Var</td>
<td>5.5</td>
<td>5.0</td>
<td>4.9</td>
<td>5.7</td>
<td>3.4</td>
<td>5.0</td>
<td>2.3</td>
<td>4.5</td>
</tr>
<tr>
<td>Rmse</td>
<td>5.7</td>
<td>5.2</td>
<td>5.2</td>
<td>5.9</td>
<td>4.1</td>
<td>5.3</td>
<td>4.0</td>
<td>4.8</td>
</tr>
<tr>
<td>20</td>
<td>0.0</td>
<td>0.2</td>
<td>-1.2</td>
<td>0.9</td>
<td>-2.6</td>
<td>1.1</td>
<td>-4.3</td>
<td>0.4</td>
</tr>
<tr>
<td>Var</td>
<td>6.1</td>
<td>5.4</td>
<td>5.0</td>
<td>5.9</td>
<td>3.6</td>
<td>5.2</td>
<td>2.5</td>
<td>5.0</td>
</tr>
<tr>
<td>Rmse</td>
<td>6.1</td>
<td>5.4</td>
<td>5.3</td>
<td>6.0</td>
<td>4.5</td>
<td>5.3</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>30</td>
<td>0.3</td>
<td>-0.2</td>
<td>-1.9</td>
<td>0.8</td>
<td>-3.8</td>
<td>1.9</td>
<td>-6.5</td>
<td>1.4</td>
</tr>
<tr>
<td>Var</td>
<td>6.3</td>
<td>5.4</td>
<td>5.3</td>
<td>6.1</td>
<td>3.8</td>
<td>5.5</td>
<td>2.5</td>
<td>5.0</td>
</tr>
<tr>
<td>Rmse</td>
<td>6.3</td>
<td>5.4</td>
<td>5.6</td>
<td>6.2</td>
<td>5.4</td>
<td>5.9</td>
<td>7.0</td>
<td>5.3</td>
</tr>
<tr>
<td>40</td>
<td>-0.1</td>
<td>-1.0</td>
<td>-3.8</td>
<td>0.7</td>
<td>-6.7</td>
<td>2.1</td>
<td>-8.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Var</td>
<td>6.3</td>
<td>5.4</td>
<td>5.7</td>
<td>6.2</td>
<td>4.0</td>
<td>5.8</td>
<td>2.9</td>
<td>5.2</td>
</tr>
<tr>
<td>Rmse</td>
<td>6.3</td>
<td>5.5</td>
<td>6.9</td>
<td>6.2</td>
<td>7.9</td>
<td>6.2</td>
<td>9.2</td>
<td>5.5</td>
</tr>
</tbody>
</table>

whether $r = 1$ (GEV) or $r = 30$. For the simulated seasonal data, the 100-yr return values drop quickly for $r > 10$. The mean 1000-yr return value is about 5% smaller than that obtained from the GEV model when $r > 5$. This suggests that choosing $r = 5$ is probably appropriate for seasonal and annual extremes when characteristics of the extremes are similar to those of the simulated extremes, and a larger value of $r$ may be appropriate for annual extremes.

In agreement with our findings from the simulated data, the mean 200-station 100-yr return value derived from the annual maxima of observed daily precipitation varies less than 5% when $r$ ranges from 1 to 30. However, the mean 200-station 1000-yr return value is about 10% smaller than that obtained with the GEV model, even when $r = 2$. This suggests that the behavior of the observed extremes is somewhat different from the simulated extremes. Clearly, $r$ should be selected conservatively if the objective is to estimate return values for periods that are substantially longer than the period of record.

5. Conclusions and discussion

We have compared the ability of several methods to detect trends in extreme values. Our comparison was made with the aid of a Monte Carlo simulation experiment. The extreme values we simulated contain linear trends in both the location and scale parameters.

The OLS method, which requires the residual time series to be normally distributed, has very poor power because of the violation of the distributional assumption. A Kendall rank correlation–based method, which does not require a distributional assumption, has been frequently used as an alternative to OLS in the literature. It outperforms OLS only when the sample size is large.

A generalized linear regression method, which explicitly incorporates trend into the parameters of the generalized extreme value distribution, has stronger power of detection when compared with the OLS and Kendall methods. The GEV method that considers trend only in the location parameter does a better job than a method that considers trends in both location and scale parameters, suggesting the advantage of using a more parsimonious model.

The $r$-largest method that uses more than one extreme per (annual) block significantly improves the performance of the GEV method. The magnitude of trend is, however, underestimated when only including a trend term in the location parameter, and the larger the value of $r$ is, the bigger the bias is. As always, one should try to reduce the number of parameters to be estimated when computing trend with $r$ largest methods. A practical approach would be to estimate trend in one parameter at a time and to use a more complex model that includes trends in multiple parameters only when significant trends have been separately detected in the individual parameters.

Extreme values are scarce by definition, meaning that estimates are often required for levels of a process that are greater than have already been observed. This calls for a proper analysis of extremes. Our analysis demonstrates very clearly the advantage of using extreme-value theory in analyzing trends for extremes. There have been relatively few studies that have used extreme-value theory to model, detect, or project trends in extremes of weather and climate. In addition, making effective use of the available information is important to trend detection in extremes. Thus, the use of an $r$-largest method is encouraged. It should be cautioned, however, that a large value of $r$ will amplify errors in the GEV approximation of the behavior of extremes from finite samples. These errors will, in turn, lead to bias in the estimation of trends and return values. Thus, moderation should be exercised in the choice of $r$. One must also make sure that the observed extreme values lie within the domain of attraction of the GEV distribution by testing the residual against a GEV distribution.
A final note is that our simulation experiments did not directly account for variations in the persistence (serial correlation) of real-world precipitation. Introducing serial correlation into the simulations would, in effect, reduce the size of the sample from which the annual or seasonal extreme has been drawn. Although we have focused primarily on extremes taken from annual samples of independent, identically distributed rainfall amounts, we draw the same conclusions from the much smaller seasonal samples. Therefore, the guidance that we provide on the relative performance of the different trend assessment techniques and the choice of \( r \) should also hold for moderately serially correlated data.
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