Quantifying Climate Feedbacks Using Radiative Kernels
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ABSTRACT

The extent to which the climate will change due to an external forcing depends largely on radiative feedbacks, which act to amplify or damp the surface temperature response. There are a variety of issues that complicate the analysis of radiative feedbacks in global climate models, resulting in some confusion regarding their strengths and distributions. In this paper, the authors present a method for quantifying climate feedbacks based on “radiative kernels” that describe the differential response of the top-of-atmosphere radiative fluxes to incremental changes in the feedback variables. The use of radiative kernels enables one to decompose the feedback into one factor that depends on the radiative transfer algorithm and the unperturbed climate state and a second factor that arises from the climate response of the feedback variables. Such decomposition facilitates an understanding of the spatial characteristics of the feedbacks and the causes of intermodel differences. This technique provides a simple and accurate way to compare feedbacks across different models using a consistent methodology. Cloud feedbacks cannot be evaluated directly from a cloud radiative kernel because of strong nonlinearities, but they can be estimated from the change in cloud forcing and the difference between the full-sky and clear-sky kernels. The authors construct maps to illustrate the regional structure of the feedbacks and compare results obtained using three different model kernels to demonstrate the robustness of the methodology. The results confirm that models typically generate globally averaged cloud feedbacks that are substantially positive or near neutral, unlike the change in cloud forcing itself, which is as often negative as positive.

1. Introduction

Climate models exhibit a range of sensitivities in response to increased greenhouse gases due to differences in feedback processes that amplify or damp the initial radiative perturbation (Cubasch and Cess 1990). Analyzing these feedbacks is therefore of central importance to our understanding of climate sensitivity. However, the analysis of feedbacks in GCMs has a potential for ambiguity not present in the analysis of simple steady-state models, owing to the time dependence and correlations between different feedback variables.

There are two widely used, but very different, approaches for quantifying climate feedbacks in GCMs. The first method, introduced by Wetherald and Manabe (1988), uses offline calculations to compute the change in radiative fluxes that results from substituting
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one variable at a time from the perturbed climate state into the control climate. This procedure can be computationally expensive, and there are complexities in its implementation that often lead to spurious differences between feedback calculations performed by different groups (Colman 2003; Soden et al. 2004). The second method uses prescribed sea surface temperature (SST) perturbations to induce a change in top-of-atmosphere (TOA) radiative fluxes (Cess et al. 1990, 1996). The resulting changes in radiative fluxes are then used to infer the climate sensitivity of the model, with the difference between total- and clear-sky flux changes providing a measure of the contribution of clouds to this sensitivity. This method of feedback assessment does not isolate the effects of feedback variables other than clouds, such as water vapor and snow/ice albedo. Moreover, a substantial part of the change in cloud forcing does not result from a change in cloud properties, but from cloud masking of the clear-sky response so that the change in cloud forcing does not accurately reflect the cloud feedback (Zhang et al. 1994; Colman 2003; Soden et al. 2004).

In this study, we present an alternative method for calculating climate feedbacks that separates the feedback into two factors. The first, termed the “radiative kernel,” depends only on the radiative algorithm and the base climate. The second, termed the “climate response pattern,” is simply the change in the mean climatology of the feedback variable between two climate states. The product of these two quantities determines the climate feedback for that variable. We show that this technique provides a simple and accurate method for quantifying climate feedbacks. It can also be performed consistently across models; therefore inter-model differences in the estimated feedbacks arise solely from differences in their climate response and not from differences in methodology. The accuracy of this method is assessed by comparing kernel-based estimates of the feedbacks from those derived using a more conventional offline method. We further demonstrate the robustness of this procedure by comparing feedback estimates from three different radiative kernels.

2. Background

Given a direct radiative forcing $G$, the climate system restores radiative equilibrium at the top of the atmosphere by inducing a change in surface temperature $T_s$ and in other aspects of the climate. In this paper, we assume that the radiative forcing is known and does not change in response to the climate state. We also restrict attention to the analysis of models in which the stratosphere has been allowed to adjust to the changes in radiative forcing and tropospheric climate, allowing us to focus on the TOA rather than tropopause fluxes.

Let $R(\mu) = Q(\mu) - F(\mu)$ be the net TOA flux in some climate state, as a function of geographical position, time of year, and time of day, all denoted by the index $\mu$, where $F$ is the absorbed shortwave component. For simplicity, consider $R$ as a function of the column distribution of water vapor $w$, temperature $T$, a set of clouds properties $c$, and surface albedo $a$ so that $R = R(w, T, c, a)$. Owing to internal variability, particularly synoptic variability, one needs to average over an ensemble of realizations of these state fields, and, therefore, $R$; in practice, one time averages so as to retain the seasonal and diurnal cycles. We denote this average by an overbar: $\overline{R}(\mu)$.

Suppose that there are two climate states, $A$ and $B$, where $B$ is a perturbation from $A$ obtained by changing a set of parameters by small amounts. To separate the effects of changes in water vapor, for example, from changes in other inputs to the radiative transfer, the standard procedure, introduced by Wetherald and Manabe (1988), is to take water vapor from state $B$ and substitute it into the instantaneous flux computation for $A$, holding all other inputs ($T, c, a$) fixed, and then averaging:

$$\delta_a \overline{R} = \overline{R}(w_B, T_A, c_A, a_A) - \overline{R}(w_A, T_A, c_A, a_A).$$ (1)

Everything here is a function of $\mu$. Attention is often focused on averages over $\mu$, in particular on the global, annual mean of $\delta_a \overline{R}$. Assuming that the climatic radiative response is linear, the total perturbation arising from a change in climate can be written in terms of the partial radiative perturbations from each feedback variable, $\delta \overline{R} = \delta_a \overline{R} + \delta_t \overline{R} + \delta_c \overline{R} + \delta_a \overline{R} = -G$, which may be further separated into its longwave and shortwave components. A feedback parameter for each variable $X$ can then be written as

$$\lambda_X = -\frac{\overline{\delta X \delta \overline{R}}}{\delta X \delta T_s}$$

for $X = T, c, w, a$ such that $\delta T_s = -G/\lambda$, where $\lambda = (\lambda_w + \lambda_T + \lambda_c + \lambda_a)$, which may also be separated into its longwave and shortwave components.

We refer to this approach as the partial radiative perturbation (PRP) method. As pointed out by Colman and McAvaney (1997), a problem with PRP is that it assumes all fields are temporally uncorrelated with each other. Such an assumption can introduce substantial biases in the feedback estimates for fields that are highly correlated. For example, because clouds tend to be optically thick, their presence masks the impact of
changes in water vapor at or below the cloud level. Because clouds form during periods of elevated water vapor concentrations, the effect of cloud masking diminishes the impact of the water vapor on the TOA fluxes relative to what would occur under clear-sky conditions. By mixing water vapor and cloud profiles from independent simulations, the PRP method eliminates this correlation and biases both the cloud and water vapor feedback calculations.

3. A conceptual model of cross-field correlations

To understand this problem it is useful to have a simple thought experiment in mind, constructed in such a way that clouds and water vapor are correlated. Focus on longwave fluxes only and assume that high cloud is present a fraction \( f \) of the time. When it is present, the flux is always equal to the same constant, which we set to zero for convenience. When it is absent, the outgoing flux is a linear function of water vapor, \( \alpha + \beta w \), where \( \beta \) is negative so that the outgoing flux decreases with increasing vapor. The water vapor in the cloud-free region is \( w_1 \), while the vapor underneath the high clouds is \( w_2 \). The average incoming flux is simply

\[
\mathcal{R} = -(1-f)(\alpha + \beta w_1). \tag{2}
\]

Now consider a climate change in which the variables \( f, w_1, \) and \( w_2 \) change by small amounts. The resulting change in \( \mathcal{R} \) is a sum over cloud and water vapor feedbacks:

\[
\delta \mathcal{R} = \delta_c \mathcal{R} + \delta_w \mathcal{R}, \tag{3}
\]

where

\[
\delta_c \mathcal{R} = (\alpha + \beta w_1) \delta f \quad \text{and} \quad \delta_w \mathcal{R} = -(1-f) \beta \delta w_1. \tag{4}
\]

Note that the “cloud radiative forcing,” the difference between the actual flux and the clear-sky flux, is

\[
C_{RF} = f(\alpha + \beta w_2)
\]

so that the change in cloud forcing when the climate is perturbed is

\[
\delta C_{RF} = (\alpha + \beta w_2) \delta f + f \beta \delta w_2.
\]

The change in cloud forcing depends only on \( w_2 \), whereas the cloud feedback depends only on \( w_1 \).

Using PRP in this thought experiment, decorrelation implies that in computing \( \mathcal{R}(w_B, c_A) \), the radiation would see \( w_{2B} \) a fraction \( f_B \) of the time and \( w_{1B} \) a fraction \( 1-f_B \) of the time so that

\[
\mathcal{R}(w_B, c_A) = -(1-f_B)\left[\alpha + \beta f_B w_{2B} + (1-f_B) w_{1B}\right] \tag{6}
\]

and

\[
\delta_w \mathcal{R} = -\beta(1-f_A)(w_{1B} - w_{1A}) + f_B(w_{2B} - w_{1B}) \tag{7}
\]

or, assuming small perturbations and not distinguishing between \( A \) and \( B \) when multiplied by a perturbation quantity,

\[
\delta_w \mathcal{R} = -\beta(1-f)\delta w_1 - \beta(1-f)f(w_2-w_1). \tag{8}
\]

The last term in this expression corrupts the expected result in Eq. (5). We expect that \( w_2 > w_1 \) and that the strength of the water vapor feedback is overestimated by PRP. A key deficiency is that this added term is not a perturbation quantity. No matter how small in absolute terms, it will dominate, if the perturbation considered is small enough, and disrupt any careful attempt to study feedbacks as a function of the size of the perturbation.

The most direct approach to correcting this problem is to compute the effects of decorrelating \( w \) and \( c \) directly by using another realization of the unperturbed model \( A \). Taking \( c \) from the second realization (denoted by a prime) and \( w \) from the first, one obtains, in our thought experiment,

\[
\mathcal{R}(w_A, c_A') = -(1-f_A)[\alpha + \beta (f_A w_{2A} + (1-f_A) w_{1A})]. \tag{9}
\]

Now, substituting \( w_B \) for \( w_A \) and then differencing the two expressions, we compare two models in both of which the water and clouds have been decorrelated.

\[
\mathcal{R}(w_B, c_A) - \mathcal{R}(w_A, c_A') = -\beta(1-f_A)(w_{1B} - w_{1A}) + f_B(w_{2B} - w_{1B}) - f_A(w_{2A} - w_{1A}) \tag{10}
\]

or

\[
\mathcal{R}(w_B, c_A) - \mathcal{R}(w_A, c_A') = -\beta(1-f)\delta w_1 - \beta(1-f)f(w_2-w_1). \tag{11}
\]

In the process we have replaced the unwanted \( O(1) \) term with an \( O(\varepsilon) \) term.

A similar result can be obtained by symmetrizing the standard calculation in \( A \) and \( B \), as suggested by Col-
man and McAvaney (1997), by performing a two-sided PRP. That is, one computes

$$\frac{1}{2} \left[ R(w_B, c_A) - R(w_A, c_A) + \overline{R(w_B, c_B)} - \overline{R(w_A, c_B)} \right]. \tag{12}$$

In our conceptual model, this eliminates the $O(1)$ term once again, leaving behind a somewhat different $O(\varepsilon)$ error. After some manipulation we obtain

$$\delta_\mu R = -\beta (1 - f) \delta w_1 + \frac{1}{2} \left\{ -(1 - f) \beta \delta \left[ f(w_2 - w_1) \right] \right\} + \beta f (w_2 - w_1) \delta f. \tag{13}$$

4. Radiative kernels

Rather than replacing $w_A$ with $w_B$, as in the PRP method, a simple and attractive alternative is to replace $w_A$ with $w_A + \delta \overline{w}$, where $\delta \overline{w}$ is the difference in the mean water vapor between $B$ and $A$. The resulting vapor input into the radiative flux computation has the same ensemble mean as does $w_B$ but does not perturb correlations. In our thought experiment, the mean vapor is

$$\overline{w} = (1 - f) w_1 + f w_2,$$

so the change in vapor as the climate is perturbed is

$$\delta \overline{w} = \overline{w}_B - \overline{w}_A = \delta w_1 + \delta \left[ f(w_2 - w_1) \right]. \tag{14}$$

The result is that

$$\overline{R(w_A + \delta \overline{w}, c_A)} - \overline{R(w_A, c_A)} = -\beta (1 - f) \delta w_1 - \beta (1 - f) \delta \left[ f(w_2 - w_1) \right], \tag{15}$$

precisely the estimate obtained by explicitly decorrelating.

The technique of perturbing the mean has the advantage of requiring fewer computations of $R$ than does the two-sided PRP method. More importantly, it provides a method of cleanly separating the part of the flux response that is a function of the unperturbed climate from that part that is a function of the perturbation. Since $\delta \overline{w}$ is small, unlike the instantaneous $w_B - w_A$, and generalizing to include other variables, we can write

$$\overline{R(w_A + \delta \overline{w}, T_A, c_A, a_A)} - \overline{R(w_A, T_A, c_A, a_A)} \approx \frac{\partial R}{\partial \overline{w}} (w_A, T_A, c_A, a_A) \delta \overline{w} = K^w \delta \overline{w}. \tag{16}$$

The factor $K$ describes the differential response of TOA radiation to changes in $w$. The extraction of $K$, which depends only on the control climate, explicitly or implicitly underneath most discussions of water vapor feedback.

It is important to break up the flux response to water vapor perturbations into parts owing to perturbations in different levels of the troposphere since different physical mechanisms control the water vapor responses in these different areas. We could analyze the sensitivity to water vapor at different levels using explicit decorrelation, or the two-sided PRP method (Colman and McAvaney 1997), but the method of perturbing the mean provides a simpler framework for estimating these sensitivities.

To simultaneously consider the effects of water vapor at all levels in the vertical, we discretize and denote the column of vapor by a vector with elements $w_i$ and write

$$R(w_A + \delta \overline{w}_i, T_A, c_A, a_A) - R(w_A, T_A, c_A, a_A) \approx \sum_i \frac{\partial R}{\partial \overline{w}_i} \delta \overline{w}_i = \sum_i K^w_i \delta \overline{w}_i. \tag{17}$$

The vector of $K^w_i$ is a function of $\mu = (\text{geographical position}, \text{time of year}, \text{time of day})$. We refer to $K^w_i(\mu)$ as the water vapor response kernel. It provides the information needed to analyze a model’s water vapor feedback in a succinct form. To the extent that $K$ is insensitive to the model used to compute it, we can compare water vapor feedbacks in different models simply by multiplying $K^w_i(\mu)$ by the different vapor responses $\delta w_i(\mu)$.

Rather than use an additive constant to change the mean value of the vapor, one can use a multiplicative constant. This is equivalent to thinking of the logarithm of the water vapor as an input into $R$. Although it makes no difference for infinitesimal perturbations, linearity is a better approximation for perturbations of the size typically encountered in climate change studies if one uses $\ln(w)$ as the variable since absorption of radiation by water vapor is roughly proportional to $\ln(w)$.

We can compute the response to temperature perturbations in an exactly analogous fashion to water vapor:

$$R(w_A, T_A + \delta T, c_A, a_A) - R(w_A, T_A, c_A, a_A) \approx \sum_i \frac{\partial R}{\partial T_i} \delta T_i = \sum_i K^T_i \delta T_i, \tag{18}$$

and for surface albedo:

$$R(w_A, T_A, c_A, a_A + \delta \overline{a}) - R(w_A, T_A, c_A, a_A) \approx \frac{\partial R}{\partial \overline{a}} \delta \overline{a} = K^a \delta \overline{a}. \tag{19}$$
In our thought experiment, all of the methods described that avoid the major part of the contamination resulting from decorrelating \( w, T, c, \) and \( a \) still retain errors proportional to the size of the perturbation. In our conceptual model, tone can obtain the exact result immediately if one knows from the start that the only variables that \( R \) depends on are the vapor \( w_i \) in cloud-free areas and the cloud fraction \( f \). The question of how to proceed in general to find appropriate variables so as to minimize biases is an interesting one that we do not pursue here.

5. Results

To estimate these response kernels, we use a control integration of the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric model (version AM2p12b) as described in The GFDL Global Atmospheric Model Development Team (2004). The only difference from the model described in that paper is that we use climatological, seasonally varying sea surface temperatures and sea ice distributions. A radiative flux computation is performed eight times daily during a 1-yr simulation, while simultaneously archiving the full input into every radiative calculation. We then rerun the full radiative computation offline \( 2N + 2 \) times, where \( N \) is the number of model layers (24), perturbing in turn the temperature and specific humidity in each layer, followed by surface temperature and albedo. Experimentation indicates that one year is adequate for estimating the zonal and annually averaged kernels but that multiyear simulations would be needed to obtain accurate local maps of feedback strengths in some regions.

Instantaneous temperatures, including the surface skin temperature, are perturbed by 1 K. Instantaneous humidities are perturbed by a multiplicative factor that results from the increase in saturation specific humidity corresponding to a 1-K warming, while holding the relative humidity constant. As temperatures increase by \( \delta T \), mixing ratios must increase by \( \xi \delta T \), where

\[
\xi = \frac{w_i \, dw_i}{w_i \, dT}.
\]  

(20)

if they are to maintain a fixed mean relative humidity. Here \( w_i \) is the saturation specific humidity at the monthly-mean temperature and pressure for this point. To make it easier to compare \( K^T \) with \( K^w \) and to assist in the analysis of models in which changes in tropospheric relative humidity are small, we define \( K_i^w \delta w_i = K_i^w \delta w_i \) so that

\[
K_i^w \delta w_i = K_i^w \delta w_i.
\]

(21)

We make all these computations for clear skies (i.e., clouds instantaneously set to zero) as well as for the total-sky conditions simulated by the model. After perturbing each model layer in this way, we then mass average the resulting kernels, using the monthly mean pressure distribution, to compute the response to perturbations in 100-mb-thick layers.

We are interested in the sensitivity of the TOA flux to tropospheric perturbations. When we present tropospherically averaged results below, we integrate from the surface up to the tropopause, defined as 100 mb at the equator and decreasing linearly with latitude to 300 mb at the poles. In our experience, it is simpler and more accurate to consider TOA fluxes rather than tropopause-level fluxes, the latter being more sensitive to the precise definition of the tropopause due to the vertical gradient in flux near the tropopause. If not carefully accounted for, a change in height of the tropopause due to a climate perturbation will itself result in a nonnegligible change in “tropopause level” fluxes. In contrast, the vertical integration of the contributions to the TOA fluxes from the troposphere is less sensitive to this definition, as the contribution from layers near the tropopause is generally small. The results presented here are not sensitive to our choice of a simple pressure-based tropopause definition versus a lapse rate definition.

a. Temperature kernel

The temperature kernel, \( K^T \), describes the response of the longwave TOA fluxes to incremental increases in temperature of 1 K and has units of \( W \, m^{-2} \, K^{-1}/100 \) mb. The result is averaged over the year and over longitude to generate the latitude–pressure plot shown in Fig. 1 (top). To the extent that \( K^T \) has seasonal, diurnal, or longitudinal structure, this average would not be sufficient for computing the TOA flux response to a temperature perturbation with significant seasonal, diurnal, or longitudinal variations. The clear-sky analog of this plot is presented in Fig. 1 (middle). Owing to its much larger emissivity, the surface contribution is an order of magnitude larger than that from any individual 100-mb atmospheric layer and for display purposes is depicted as a separate figure (bottom).

If temperatures change uniformly, Fig. 1 illustrates the contribution of different latitudes and levels to the change in TOA longwave fluxes. The values are negative, indicating that an increase in temperature decreases the net incoming radiation (i.e., increases the outgoing longwave radiation). Under clear skies, the sensitivity of longwave fluxes to temperature changes is largest in the tropics owing to the greater sensitivity of
the Planck emission at higher temperatures. Low sensitivities occur near the tropopause at all latitudes and near the surface at high latitudes, reflecting regional differences in lapse rate and emissivity. The function $K_T$ is also strongly affected by clouds. Under total-sky conditions the longwave fluxes are most sensitive to temperatures at the level of cloud tops that are exposed to space. This results in an obvious maximum just beneath the tropopause, where convectively detrained cirrus anvils are common, and along the top of the cloud-topped boundary layer. By masking the surface, clouds also diminish the surface contribution to $K_T$. The vertically integrated global, annual mean of $K_T$ for clear- and total-sky conditions is $-3.6$ and $-3.3$ W m$^{-2}$ K$^{-1}$, respectively, indicating that by lowering the mean emission temperature, clouds also reduce the longwave flux sensitivity.

b. Water vapor kernel

Proceeding in the same way for the water vapor response, we show the results for $K_w$ for both total and clear skies in Fig. 2. Assuming that temperatures change uniformly and that the relative humidity remains constant, the function $K_w$ provides insight into the relative importance of different latitudes and levels to the strength of the longwave water vapor feedback. The values are predominantly positive, as the increase in water vapor acts to increase the net incoming longwave radiation at the TOA. In regions characterized by temperature inversions, such as near the surface at high latitudes, it is possible for an increase in water vapor to decrease, rather than increase, the net longwave flux. Under clear skies, one sees that the deep tropics dominate $K_w$, with rapidly diminishing contributions as one proceeds toward higher latitudes. The equatorial maximum arises, in part, from the enhanced absorption provided by self-broadening of the water vapor lines under moist, tropical conditions. Under clear skies, the vertical distribution of $K_w$ is

![Fig. 1. The zonal-mean, annual-mean temperature kernel $K_T$ under (top) total-sky and (middle) clear-sky conditions in units of W m$^{-2}$ K$^{-1}$/100 hPa. (bottom) The surface component of the kernel is shown separately for both total sky (solid) and clear sky (dashed).](image1)

![Fig. 2. The zonal-mean, annual-mean water vapor kernel $K_w$ under (top) total-sky and (middle) clear-sky conditions in units of W m$^{-2}$ K$^{-1}$/100 hPa. When multiplied by the vapor response (1 unit of vapor is required to maintain constant relative humidity for a 1-K temperature increase), a pressure average of $K_w$ yields the total effect of the column temperature perturbation on the TOA longwave flux.](image2)
relatively uniform within the tropical free troposphere, indicating that all levels would be of comparable importance to water vapor feedback if temperature changes are uniform and if relative humidity remains unaltered. However, clouds strongly modify the distribution of $K^w$ by preferentially masking the effects of lower level moistening. The result is to reduce the overall magnitude of $K^w$ while also shifting peak values to the tropical upper troposphere, and in particular to the dry regions of the subtropical belts where upper level clouds are scarce. The vertically integrated global, annual means of $K^w$ for clear- and total-sky conditions are 1.62 and 1.13 W m$^{-2}$ K$^{-1}$, respectively (Table 1). By masking underlying water vapor perturbations, clouds reduce the sensitivity of OLR to water vapor changes and increase the relative importance of upper-tropospheric moistening to the total feedback.

Water vapor also absorbs solar radiation, and the enhanced absorption under moister climates provides a smaller, but nontrivial, contribution to the total feedback from water vapor. The shortwave kernels for water vapor absorption corresponding to a uniform warming and constant relative humidity moistening are shown in Fig. 3. The values are again positive, indicating that the increased water vapor acts to increase the net incoming solar radiation (i.e., it results in increased solar absorption). The magnitudes are roughly a factor of 5–10 smaller than those computed for the longwave part of the spectrum, except at high latitudes. Owing to the weaker line strengths in the solar part of the spectrum, the shortwave sensitivity is largest in the lower levels where the vapor concentrations are largest. Maxima occur over the highly reflective snow and ice surfaces near the poles, which increase the probability of absorption by reflecting photons back up through the atmosphere. Similarly, clouds act to increase the strength of water vapor feedback in the solar spectrum by increasing atmospheric radiation pathlengths through reflections. The vertically integrated global, annual mean of the shortwave $K^w$ for clear- and total-sky conditions is 0.16 and 0.27 W m$^{-2}$ K$^{-1}$, respectively (Table 1). The presence of clouds serves to increase the height of peak sensitivity relative to clear-sky conditions while also diminishing the absorption at lower levels.

If temperature changes are uniform and relative humidities remain unchanged as the climate warms, the shortwave and longwave kernels can be summed to compute the total radiative sensitivity to water vapor perturbations. Under this idealized scenario, the shortwave plus longwave feedback is 1.78 W m$^{-2}$ K$^{-1}$ for clear-sky and 1.40 W m$^{-2}$ K$^{-1}$ for total-sky conditions. The humidity response in the free troposphere (above 800 hPa) is responsible for 90% of the water vapor feedback, of which roughly two-thirds originates in the tropics (30°N–30°S). The majority of this tropical free-tropospheric contribution (~40% of the total feedback) arises from the upper half of the tropical free troposphere (100–500 hPa).

c. Model-simulated response patterns

The temperature and humidity changes predicted by climate models are not spatially uniform. Climate models predict that warming in the tropics will be larger in the upper troposphere than in the lower troposphere and that there will be some local changes in relative humidity. To compute the feedback corresponding to a particular climate model projection, one simply multiplies the appropriate kernels by the model-predicted temperature $dT$ and water vapor $d\bar{w}$ responses. As an example, we use the zonal annual mean of $dT$, and $d\bar{w}$, from an idealized climate change experiment with the GFDL AM2p12b GCM, in which the climatological

---

**Table 1.** The global-mean vertically integrated values of the temperature and water vapor kernels for total-sky and clear-sky conditions. The kernels are integrated from surface to the tropopause and the results are expressed in units of W m$^{-2}$ K$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>Total sky</th>
<th>Clear sky</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>$-3.25$</td>
<td>$-3.56$</td>
</tr>
<tr>
<td>Water vapor [longwave (LW)]</td>
<td>1.13</td>
<td>1.62</td>
</tr>
<tr>
<td>Water vapor [shortwave (SW)]</td>
<td>0.27</td>
<td>0.16</td>
</tr>
</tbody>
</table>

---

**Fig. 3.** As in Fig. 2 but for the net downward shortwave radiation at the TOA.
SSTs are perturbed by \( \pm 2 \) K in all seasons (see Soden et al. 2004 for details of these experiments). Multiplying the four-dimensional response patterns by the corresponding four-dimensional total-sky kernels \( K_T \) and \( K_a \) in Figs. 1–3 for each month, latitude, longitude, and level, and then averaging over longitude and time, yields the height–latitude structure of total-sky TOA flux responses shown in Fig. 4 for temperature (top) and water vapor (middle). Compared to the uniform warming response (Fig. 1), the model-predicted flux response portrays greater sensitivity to the tropical upper troposphere, owing to the reduction in tropical lapse rate and resulting increase in Planck emission per unit warming of the surface. However, because this model closely follows a constant relative humidity moistening, the increased Planck emission is largely offset by the increased water vapor opacity (Fig. 4, middle). As shown below, this is a common feature of all current GCMs.

Figure 4 (bottom) shows the contributions to the water vapor feedback that result from departures from constant relative humidity in the model. The results are computed by multiplying the shortwave and longwave water vapor kernel by the difference of \( dT_i - d\omega_i \). The units are also in W m\(^{-2}\) K\(^{-1}\)/100 hPa. Positive values indicate regions where the relative humidity has increased as the surface warmed, resulting in an increase in the net upward radiation at the TOA relative to its constant relative humidity value. The model’s relative humidity does change in response to a surface warming and, locally, these changes can be large relative to the total water vapor feedback. For this particularly idealized scenario, the uniform surface warming has resulted in an increase in relative humidity in the equatorial free troposphere that is offset by decreases in relative humidity in the subtropical free troposphere. Other regions of increased relative humidity occur near the top of the troposphere due to the upward shift of the tropopause as the climate warms. Locally the midtropospheric changes can be as large as 25% of the overall water vapor feedback. However, when vertically integrated and globally averaged, the feedback is within 5% of that expected from a constant relative humidity change in water vapor.

**d. Surface albedo feedback**

We also compute a surface albedo kernel \( K_a \), which describes the response of downward shortwave radiation at the TOA to a 1% additive increase in surface albedo. In contrast to the four-dimensional temperature and water vapor kernels, after diurnally averaging the \( K_a \) is only a function of latitude, longitude, and month of year. Values of the total-sky \( K_a \) are greatest in low latitudes where the incident solar radiation is largest. Because clouds act to mask the effects of any underlying change in surface albedo, \( K_a \) tends to be smallest in regions of persistent cloud cover, such as the midlatitude storm tracks, and largest in regions that are relatively free of clouds, such as low-latitude deserts. The methodology is applicable to any cause of surface albedo change; however, there is potential for nonlinearity in the interaction between clouds and surface albedo, to the extent that large cloud responses follow the boundaries of the snow or ice cover. Shell et al. (2008) find that clear-sky shortwave flux changes in the mixed-layer version of the NCAR Community Atmospheric Model (which includes variations in sea ice) are underestimated by about a quarter in a doubled CO\(_2\) experiment. The underestimation is significantly reduced when 3-hourly values are used, as here, rather than monthly averages.

**e. Comparison to the PRP method**

Table 2 compares the climate feedbacks for temperature, water vapor, and surface albedo estimated using
The kernels with that obtained via the standard PRP method. Following Colman and McAvaney (1997) and as described above, two sets of substitutions are performed to remove the effects of field decorrelation. The results from inserting perturbed fields from the +2-K simulation with control fields from the −2-K simulation is referred to as the “forward PRP” in Table 2, and the opposite is referred to as “reverse PRP.” The last column lists the average of the two substitutions following Eq. (12) and contains the results to which the kernel feedbacks should be compared.

For simplicity, the change in TOA fluxes from the PRP method is compared to the kernel flux perturbations that have been integrated from the surface to the TOA. This eliminates the difficulties that arise from attempting to define flux changes at the tropopause in simulations for which the tropopause height changes in response to a climate perturbation.

For the forward perturbation, the water vapor feedback is ~6% larger than that estimated from the kernels. Because clouds tend to be associated with higher concentrations of water vapor, the forward decorrelation acts to exaggerate the impact of the change in water vapor. The reverse is true for the backward substitution, resulting in a ~10% underestimate of the water vapor feedback. However, the average of the forward and backward PRP substitutions acts to remove the first order effects of this decorrelation and agrees to within ~3% with the kernel estimate. Similar effects of decorrelation are seen for the temperature and surface albedo feedbacks. In all cases, the kernel-estimated feedback agrees to within 3% of the average of the forward and reverse PRP calculation. From the analysis of the thought experiment outlined above, the one-sided PRP calculations can be expected to become more inaccurate for smaller perturbations.

A limitation of the kernels is that the radiative effects of clouds, particularly the vertical overlap of clouds, are too nonlinear to accurately compute cloud feedback using this method. If one knows the total change in TOA fluxes as simulated by the model (and the magnitude of any imposed TOA radiative forcing) one can compute the cloud feedback as a residual (e.g., Soden and Held 2006). The results of this residual estimate of cloud feedback (listed in Table 2 under the kernel column) agree to within ~10% with the explicitly computed cloud feedback using the PRP method. Since there is no radiative forcing imposed in this ±2-K SST climate change experiment, this does not represent an additional source of error in the residual cloud feedback estimate. However, in simulations for which a radiative forcing is imposed, the uncertainties in radiative forcing may be comparable to or larger than the errors noted here. An alternative approach to estimating cloud feedbacks using these kernels is outlined in section 5h.

f. Intercomparison of kernels from different models

To the extent that the kernels themselves do not vary significantly between models, we can use precomputed kernels to easily convert the climatic changes in feedback variables into feedback strengths. In addition to being computationally simple, this also facilitates the comparison of feedbacks among different models.

To investigate the robustness of the kernels, plots on the left side of Fig. 5 compare the zonal-mean, annual-mean distribution of $K_T^T$ computed from the GFDL (top), NCAR (middle), and the Bureau of Meteorology Research Centre [BMRC; now the Centre for Australian Weather and Climate Research (CAWCR)] (bottom) climate models for total-sky conditions. The corresponding water vapor kernels $K_T^w$ are shown on the right side of Fig. 5. The models all show the same basic height–latitude structure, with maxima in $K_T^T$ following the distribution of cloud tops and maxima in $K_T^w$ located in the tropical upper troposphere. Local differences in the kernels typically range from 10% to 20%. The intermodel differences arise from both differences in the radiative transfer algorithms and differences in the base climatology between models. Given their strong impact on the TOA radiation, differences in the climatological distribution of clouds between the models are a key contributor to discrepancies in the kernels. For example, the GFDL model tends to have greater amounts of high cloud cover in the tropics, which results in larger values of $K_T^T$ in these regions owing to the increased emissivity from the cloud tops, and smaller values of $K_T^T$ from underlying layers due to the increased masking effects. Similar impacts of cloud cover differences between models are apparent in $K_T^w$.

When vertically integrated, the zonal-mean kernels agree to within ~10% (Fig. 6) with the notable exception of the high-latitude Southern Hemisphere where differences reach ~30%. When globally averaged, the ranges in $K_T^T$ and $K_T^w$ among the three models examined

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Kernel</th>
<th>Forward PRP</th>
<th>Reverse PRP</th>
<th>Average PRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>−4.06</td>
<td>−4.42</td>
<td>−3.64</td>
<td>−4.03</td>
</tr>
<tr>
<td>Water vapor</td>
<td>2.01</td>
<td>2.12</td>
<td>1.78</td>
<td>1.95</td>
</tr>
<tr>
<td>Surface albedo</td>
<td>0.15</td>
<td>0.17</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>Clouds</td>
<td>0.37</td>
<td>0.28</td>
<td>0.39</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 2. Comparison feedback calculations using the PRP method and kernel method for the GFDL AM2 under a ±2 K SST perturbation. All values are in units of W m$^{-2}$ K$^{-1}$. 
here are roughly 5% or less (Table 3). For reference, the global-mean, vertically integrated kernels for clear skies are also listed in Table 3 (in parentheses). Interestingly, the differences among clear-sky kernels are comparable in magnitude to the total-sky differences, suggesting that clouds are not the primary cause of discrepancy for the global-mean kernels. Note that the results for \( K^{a} \) in Table 3 are expressed in units W m\(^{-2}\) per 1% decrease in surface albedo.

To further investigate the extent to which differences in radiative transfer algorithms can contribute to the intermodel differences, a second set of kernels was computed for the CAWCR model using the same base climatology but with a newer radiative transfer algorithm based on the Sun–Edwards–Slingo (SES) parameterization (Sun and Rikus 1999) instead of the older algorithm, which is based on the Fels and Schwarzkopf (1975) (FS) and Lacis and Hansen (1974) (LH) parameterizations. These SES results are also listed in Table 3. Information on the GFDL and NCAR radiation codes can be found in The GFDL Global Atmospheric Model Development Team (2004) and Collins et al. (2006), respectively. The global-mean temperature kernels are very similar; however, the water vapor kernel is ~10% larger (more negative) for the SES kernel compared to the LH/FS kernel. Thus, it is possible that some of the difference between the GFDL, NCAR, and CAWCR kernels stems from differences in the parameterization of radiative transfer. However, it should be noted that the LH/FS code is based on a much older algorithm than those currently in use in these three models.

In principle, one would prefer to compute kernels using a line-by-line (LBL) radiative transfer code to avoid uncertainties in the parameterization of the narrowband transmission. But such calculations are computationally expensive. While there are many comparisons of fluxes between LBL and band models, there is relatively little discussion in the literature concerning the differences in the response of these fluxes to per-

**Fig. 5.** The annual-mean, zonal-mean temperature \( K^T \) and water vapor \( K^w \) kernels under total-sky conditions for the (top) GFDL, (middle) CAWCR, and (bottom) NCAR models in units of W m\(^{-2}\) K\(^{-1}\) /100 hPa.
turbations in temperature or water vapor. Recently, Huang et al. (2007) have compared the differential responses of OLR to temperature and water vapor perturbations from the GFDL narrowband radiation code used here with those obtained from line-by-line calculations for a limited number of profiles; the analysis was restricted to clear-sky fluxes. When vertically integrated, Huang et al. found differences between the flux responses in the LBL and narrowband GFDL radiation code of less than 1% for water vapor perturbations and less than 5% for temperature perturbations.

g. Feedbacks from the IPCC AR4 model simulations

Recently, Soden and Held (2006) estimated the range of feedback strengths in current models using the GFDL radiative kernels and an archive of twenty-first-century climate change experiments performed for the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4). In this subsection, we repeat their analysis using radiative kernels from the NCAR and CAWCR models to examine the sensitivity of the feedback estimates to different model representations of the kernels. Following Soden and Held, feedback calculations are performed for climate change simulations from 14 different coupled ocean–atmosphere models integrated with projected increases in well-mixed greenhouse gases and aerosols as prescribed by the IPCC Special Report on Emissions Scenarios (SRES) A1B scenario. This scenario corresponds roughly to a doubling in equivalent CO₂ between 2000 and 2100, after which time the radiative forcings are

<table>
<thead>
<tr>
<th>Model</th>
<th>Temperature</th>
<th>Water vapor (LW)</th>
<th>Water vapor (SW)</th>
<th>Surface albedo</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFDL</td>
<td>−3.25 (−3.56)</td>
<td>1.13 (1.62)</td>
<td>0.27 (0.16)</td>
<td>1.39 (2.11)</td>
</tr>
<tr>
<td>NCAR</td>
<td>−3.13 (−3.52)</td>
<td>1.19 (1.68)</td>
<td>0.23 (0.15)</td>
<td>1.35 (2.13)</td>
</tr>
<tr>
<td>CAWCR (FS/LH)</td>
<td>−3.17 (−3.58)</td>
<td>1.25 (1.76)</td>
<td>0.23 (0.17)</td>
<td>1.56 (2.22)</td>
</tr>
<tr>
<td>CAWCR (SES)</td>
<td>−3.14</td>
<td>1.35</td>
<td>0.26</td>
<td>1.61</td>
</tr>
</tbody>
</table>

FIG. 6. Zonal, annual mean of the vertically integrated temperature \( K^T \) (solid) and water vapor \( K^W \) (dashed) kernels under total-sky conditions for the GFDL (red), the CAWCR (blue), and the NCAR (green) models in units of \( \text{W m}^{-2} \text{K}^{-1} \).
held constant. Unfortunately, information on the radiative forcing for different models and different scenarios is not available from the IPCC AR4 archive. Therefore we use the IPCC Third Assessment Report (TAR) values of radiative forcing under this scenario \((4.3 \text{ W m}^{-2})\), which has an estimated uncertainty of 10%. We note, however, this may underestimate the true inter-model range in radiative forcing, particularly when aerosols are involved. For example, a recent study by Collins et al. (2006) noted that the intermodel range of longwave forcings at the top-of-atmosphere forcings from well-mixed greenhouse gases for the period 1860–2000 was \(1.5–2.7 \text{ W m}^{-2}\). Because uncertainty in radiative forcings used in the IPCC AR4 models directly impacts our residual-based estimates of cloud feedback, we also describe an alternative approach for estimating cloud feedback (section 5h) that is considerably less sensitive to the assumed value and spatial distribution of radiative forcing.

As in section 2, we set \(\Delta T_p = \Delta \overline{R}/\lambda\), where \(\lambda = \lambda_T + \lambda_C + \lambda_w + \lambda_u\) and the overbar indicates global averaging. The temperature feedback is further separated into two components: \(\lambda_T = \lambda_0 + \lambda_L\), where \(\lambda_0\) (Planck feedback) assumes that the temperature change is vertically uniform throughout the troposphere, and \(\lambda_L\) (lapse rate feedback) is the departure of the temperature change from that at the surface. For each variable \(x\), we compute the feedbacks as product of the radiative kernel and the climatic response: \(\lambda_x = K' dx\). The kernels are computed as described above. The model response \(dx\) for each variable \(x\) is computed by differencing the projected climate of years \((2000–10)\) from that of \((2100–10)\) and normalizing by the change in global-mean surface air temperature. Both \(K_x\) and \(dx\) are functions of latitude, longitude, altitude, and month. We do not consider here the possibility of rectification due to correlations between the diurnal cycles of \(K_x\) and \(dx\). Each \(\lambda_x\) is then vertically integrated from the surface to the tropopause (defined once again as 100 mb at the equator and decreasing linearly with latitude to 300 mb at the poles) and globally averaged to yield global feedback parameters.

![Figure 7](https://example.com/fig7.png)

**Fig. 7.** The global-mean water vapor, lapse rate, water vapor + lapse rate, surface albedo, and cloud feedbacks computed for 14 coupled ocean–atmosphere models (listed in Table 1 of Soden and Held 2006) using the GFDL (red), NCAR (green), CAWCR (blue) kernels. The global-mean change in cloud radiative forcing (CRF) per degree global warming (black dots) and the adjusted change in CRF based on each of the three kernels are also shown. Only 12 of the 14 models archived the necessary data for computing cloud feedbacks, and only 11 of the 14 archived the necessary data for computing the change in CRF.
4.3 W m\(^{-2}\) estimated radiative forcing for the A1B integrations over the twenty-first century is distributed uniformly in space and season. The sign convention is such that positive values indicate an amplification of the climate change (i.e., a positive feedback). The strength of \(\lambda_0\) (not shown) ranges from roughly \(-3.1\) to \(-3.2\) W m\(^{-2}\) K\(^{-1}\). This small uncertainty arises from different spatial patterns of warming; models with greater high-latitude warming, where the temperature is colder, have smaller values of \(\lambda_0\). On average, the strongest positive feedback is due to water vapor (~1.9 W m\(^{-2}\) K\(^{-1}\)), followed by clouds (~0.7 W m\(^{-2}\) K\(^{-1}\)) and surface albedo (~0.3 W m\(^{-2}\) K\(^{-1}\)). The troposphere warms faster than the surface in all models resulting in a negative lapse rate feedback (roughly \(-1\) W m\(^{-2}\) K\(^{-1}\)).

Overall, the feedback calculations are relatively insensitive to the choice of a particular model’s kernel, indicating that uncertainties in the radiative algorithms and in the distribution of radiatively active constituents in the base climate are small compared to the intermodel differences in climate response. The largest sensitivity is for the surface albedo, where the range from the CAWCR kernel is ~30% larger than that derived using the NCAR kernel. The larger sensitivity may reflect a smaller cloud masking of surface albedo changes in the CAWCR kernel compared to the GFDL and NCAR kernels. This is consistent with the better agreement between the CAWCR and GFDL/NCAR albedo kernels under clear-sky conditions relative to total-sky conditions (Table 3).

Since these estimates of cloud feedback are computed as a residual they contain two potential sources of error: 1) the accumulation of errors in the estimation of other feedbacks and 2) uncertainties in the estimate of the effective climate sensitivity that, in turn, depends upon errors in the estimated radiative forcing. For example, the larger values of surface albedo feedback derived using the CAWCR kernel result in systematically smaller values of cloud feedback for that kernel in comparison to that estimated from the GFDL and NCAR kernels. This uncertainty is enough to change the sign of cloud feedback in two of the models from weakly positive to weakly negative. However, the conclusion that cloud feedback in current models ranges from neutral to strongly positive does not appear to be sensitive to the choice of the radiative kernel. Uncertainties in the global-mean radiative forcing used in the models are ~10% (although regional differences are larger) and are also unlikely to change this basic conclusion.

Maps of the multimodel ensemble-mean feedbacks computed from the GFDL kernel are displayed in Fig. 8. Again, the sign convention is such that positive values indicate a positive feedback. The individual feedbacks for each model are expressed in terms of the TOA radiative flux response per degree global warming (W m\(^{-2}\) K\(^{-1}\)) before creating the multimodel ensemble mean. Maxima in the temperature and water vapor feedbacks occur in the tropics where the kernels exhibit their greatest sensitivity and where the largest upper-tropospheric temperature and water vapor responses occur. The similarity between the temperature and water vapor feedbacks reflects the close coupling between these variables even at the regional scale. Surface albedo feedbacks are naturally largest over snow and ice covered regions. The corresponding feedback maps for temperature, water vapor, and surface albedo under cloud-free conditions are shown in Fig. 9. As expected, the most prominent cloud masking of temperature and water vapor feedback occurs over tropical convective regions where high clouds are most frequent.

A rough estimate of the ensemble-mean cloud feedback (Fig. 8) is obtained by residual, assuming that the spatial response of the forcing is uniform. However, the forcing due to greenhouse gases is known to be nonuniform (Forster et al. 2007) and the existence of aerosol forcing in these A1B simulations makes this assumption particularly problematic. For example, the maxima over Southeast Asia, the southeast United States, and portions of Europe are likely artifacts of this assumption, motivating an alternative approach to estimating cloud feedbacks, to which we now turn.

h. Estimating cloud feedback from changes in cloud radiative forcing

Here we discuss an alternative method for computing cloud feedback by adjusting the model-simulated change in cloud radiative forcing to account for cloud masking effects. This method avoids the need to compute cloud feedback as a residual term and is less sensitive to uncertainties in the external radiative forcing imposed on the models.

Cloud radiative forcing is defined as the difference in the TOA fluxes between cloud-free and all-sky conditions:

\[ C_{RF} = R(T, w, 0, a) - R(T, w, c, a). \]  \hspace{1cm} (22)

The change in TOA flux (\(dR\)) can be decomposed into a change in cloud radiative forcing plus changes in clear-sky fluxes:

\[ dR = dC_{RF} + K_\gamma^0dT + K_w^0dW + K_d^0da + G^0, \] \hspace{1cm} (23)

where the \(K^0\)'s are the clear-sky kernels and \(G^0\) is the clear-sky forcing. Or, one can decompose \(R\) into a sum of the total-sky flux responses:
FIG. 8. Multimodel ensemble-mean maps of the temperature, water vapor, albedo, and cloud feedback computed using climate response patterns from the IPCC AR4 models and the GFDL radiative kernels.

FIG. 9. As in Fig. 11 but for the clear-sky feedbacks.
\[ dR = \delta_c R + K_T dT + K_W dW + K_a da + G, \] (24)

where \((\delta_c R)\) is the cloud feedback, \(K\) are the total-sky kernels, and \(G\) is the total-sky forcing. Equating (23) and (24) we can relate a change in cloud radiative forcing to a cloud feedback:

\[
\delta_c R = dC_{RF} + (K_T^0 - K_T)dT + (K^0_W - K_W)dW
+ (K^0_a - K_a)da + (G^0 - G).
\] (25)

The clear- and full-sky kernels needed to convert cloud forcing to cloud feedback have been described above. For model experiments in which there are forcing changes, the term \(G^0 - G\) must also be included. For a \(2 \times \text{CO}_2\) perturbation, using the GFDL radiation code and control climate, we estimate that cloud masking reduces the global average radiative forcing by \((G^0 - G)/G \approx 0.16\). For simplicity we assume the same proportionality of cloud masking occurs under the A1B scenario for which \(G \approx 4.3\ \text{W m}^{-2}\), resulting in \((G^0 - G) \approx 0.69\ \text{W m}^{-2}\). When estimating the spatial structure of the cloud feedback, we simply assume that the difference between clear- and full-sky forcing is spatially uniform. Because this difference is much smaller than \(G\) itself, this limitation is of much less concern than when attempting to compute cloud feedback as a residual form the full-sky computation alone.

Differencing the clear-sky and full-sky feedback maps from the IPCC AR4 models (Figs. 8–9) yields a multimodel estimate of the adjustments to \(dC_{RF}\) (Fig. 10) for the temperature (upper left), water vapor (upper right), and surface albedo (lower left) terms based upon the GFDL kernel. The sum of all three components (lower right) plus the estimated masking effects from the radiative forcing component represents the total offset, which should be added to a change in cloud radiative forcing to yield the corresponding estimate of cloud feedback.

Figure 11 compares the multimodel ensemble-mean cloud feedback from Soden and Held (2006), which was estimated as a residual using the total-sky kernel method (top) with the uncorrected change in cloud radiative forcing (middle). The results are restricted to the 11 models in the AR4 archive for which output necessary to calculate cloud feedbacks and cloud radiative forcing is available. There are similarities in the spatial patterns of these two fields, although the change in cloud forcing is clearly much smaller in magnitude than this residual estimate of cloud feedback. More-
over, the ensemble-mean $dC_{RF}$ is substantially negative ($-0.22 \text{ W m}^{-2} \text{ K}^{-1}$) for these models, whereas the estimated cloud feedback for the same subset of models is strongly positive (0.77 W m$^{-2}$ K$^{-1}$). The lower panel in Fig. 11 shows the change in cloud forcing after the cloud-masking adjustments have been added and using a spatially uniform value of $G^0 G^d - G \sim 0.69 \text{ W m}^{-2}$. The global-mean values are now in much better agreement and the similarity in spatial structure is more evident. Indeed, the two estimates of cloud feedback are in remarkably good quantitative agreement over most of the globe. The corrected CRF response resembles the direct residual approach except over East Asia and eastern North America and the downwind oceanic regions, where aerosol forcing is largest, suggesting that the corrected CRF response is able to remove much of this aerosol imprint, as desired. This improved estimate of the ensemble-mean cloud feedback is positive over all regions except for the high-latitude southern oceans and portions of the North Atlantic and Arctic Oceans. Maxima in cloud feedback tend to occur over the eastern side of the ocean basins where low clouds dominate and along the ITCZ. Prominent land maxima are found in over the Amazon and the southern half of Africa.

The global-mean $dC_{RF}$ and $\delta R$ for each of the 11 models are also presented in Fig. 7. After adjusting the $dC_{RF}$ for the effects of cloud masking, both the mean and intermodel distribution of the global means are in good agreement. Also note that the adjustments to the cloud radiative forcing are not sensitive to the kernel used to compute them. The global-mean offsets are 0.66 (GFDL), 0.68 (NCAR), and 0.48 W m$^{-2}$ K$^{-1}$ (CAWCR) and their spatial distributions are nearly identical as that shown for the GFDL model (Fig. 10), reflecting the similarity in the climatological distribution of cloud cover.

6. Summary

In this paper, we use radiative kernels as a tool for analyzing radiative climate feedbacks in models. Radiative kernels describe the differential response of the top-of-atmosphere radiative fluxes to incremental changes in the feedback variables. They enable a climate feedback to be decomposed into two factors—one that depends on the radiative transfer algorithm and the unperturbed climate state and a second that arises from the climate response of the feedback variables. This factorization isolates the components of the feedback that are intrinsic to the radiative physics from those that arise from a particular pattern of climate response. This also quantifies GCM feedbacks in a manner consistent with the simple analysis common in steady-state models.

We demonstrate several benefits to using radiative kernels. The separation of the radiative and climate response components of the feedbacks enables a better understanding of the underlying physical processes that give rise to the feedbacks. This is readily apparent for water vapor and temperature feedbacks, whose vertical response patterns are tightly coupled. Once the kernels
are computed, the calculation of model feedbacks is significantly easier to implement than current “partial radiative perturbation” methods and avoids biases that may arise from cross-field correlations. Because a single set of kernels can be used for different climate responses, the technique also provides an effective way of comparing feedbacks across models (as shown here for the IPCC AR4 simulations) or between different climate change scenarios.

A key limitation of the kernel method is that kernels for cloud feedbacks cannot be computed directly, and the PRP method remains an effective tool for further dissecting many aspects of cloud feedback. However, the kernels can be used to estimate the impacts of cloud masking on noncloud feedbacks (i.e., temperature, water vapor, and surface albedo), which have often led to confusion when interpreting changes in cloud radiative forcing (Zhang et al. 1994; Colman 2003; Soden et al. 2004). By differentiating the clear-sky and total-sky kernels, we show how changes in cloud radiative forcing can be adjusted to account for these effects. The method of adjusting the cloud radiative forcing is shown to provide a more robust method for describing the regional structure in cloud feedback than either the cloud radiative forcing or residual method. Our results support the picture that global-mean cloud feedbacks in the current generation of climate models are generally positive, or near neutral, unlike the changes in cloud forcing, which are often negative.
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