Intrinsic Variability of Sea Level from Global 1/12° Ocean Simulations: Spatiotemporal Scales
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Abstract
In high-resolution ocean general circulation models (OGCMs), as in process-oriented models, a substantial amount of interannual to decadal variability is generated spontaneously by oceanic nonlinearities: that is, without any variability in the atmospheric forcing at these time scales. The authors investigate the temporal and spatial scales at which this intrinsic oceanic variability has the strongest imprints on sea level anomalies (SLAs) using a 1/12° global OGCM, by comparing a “hindcast” driven by the full range of atmospheric time scales with its counterpart forced by a repeated climatological atmospheric seasonal cycle. Outputs from both simulations are compared within distinct frequency–wavenumber bins. The fully forced hindcast is shown to reproduce the observed distribution and magnitude of low-frequency SLA variability very accurately. The small-scale (L, 6-8) SLA variance is, at all time scales, barely sensitive to atmospheric variability and is almost entirely of intrinsic origin. The high-frequency (mesoscale) part and the low-frequency part of this small-scale variability have almost identical geographical distributions, supporting the hypothesis of a nonlinear temporal inverse cascade spontaneously transferring kinetic energy from high to low frequencies. The large-scale (L, 12°) low-frequency variability is mostly related to the atmospheric variability over most of the global ocean, but it is shown to remain largely intrinsic in three eddy-active regions: the Gulf Stream, Kuroshio, and Antarctic Circumpolar Current (ACC). Compared to its 1/4° predecessor, the authors’ 1/12° OGCM is shown to yield a stronger intrinsic SLA variability, at both mesoscale and low frequencies.

1. Introduction
The atmospheric and oceanic general circulations are barotropically and baroclinically (Eady 1949; Charney 1947) unstable and spontaneously generate geostrophic turbulence. In the ocean, this mesoscale turbulence emerges at the scale of O(10–100) km and O(10–100) days and in turn strongly interacts with the general circulation (e.g., Holland 1978). Mesoscale turbulence is also a well-known, strong manifestation of intrinsic ocean variability (i.e., it emerges without any atmospheric variability) at relatively small time and space scales. Mesoscale turbulence is now (partly) resolved in many ocean general circulation model (OGCM) global simulations, as well as in several recent coupled climate-oriented simulations. Bryan (2013) (and references therein) report various examples of how increases in OGCM resolution have substantially improved the fidelity of ocean simulations, and our understanding of...
dynamical processes underlying the multiscale oceanic variability. Beyond the inclusion of mesoscale phenomena into the resolved spectrum, the transition from laminar \((1^-2^°)\) to eddying \(\frac{1}{4}^°\) and finer\) OGCM resolutions also yields substantial modifications in the simulated variability at larger space and time scales. Comparing a series of global ocean–sea ice “hindcasts” at increasing resolution with observations, Penduff et al. (2010) showed how the transition from laminar to eddy-permitting regimes brings the interannual variability of the ocean sea level much closer to altimeter measurements, in terms of both spatial distribution and of magnitude (increase of low-frequency variance larger than 60% over half of the global ocean).

Increasing resolution yields an increase in Reynolds number, which was also shown to favor the spontaneous emergence of low-frequency intrinsic variability (LFIV) in the ocean. Quasigeostrophic and shallow-water model experiments implemented on flat-bottom rectangular geometries have demonstrated that an interannual to decadal LFIV may appear under constant (or seasonal) forcing devoid of low frequencies and affect various components of the general circulation, in particular within the main unstable currents: strength and trajectory of surface and subsurface currents, intensity of recirculation gyres, thickness and volume of mode water pools, etc. (Spall 1996; Hazleger and Drijfhout 2000; Simonnet and Dijkstra 2002; Dewar 2003; Pierini 2006; Berloff et al. 2007; Quattrociocchi et al. 2012).

OGCM simulations tend to confirm these idealized predictions and illustrate various imprints of the LFIV in realistic contexts: path of oceanic jets (Taguchi et al. 2007; Thompson and Richards 2011; Douglass et al. 2012), subtropical mode waters (Douglass et al. 2013), eastern boundary circulation patterns (Combes and Di Lorenzo 2007), and larger-scale circulation features such as the Atlantic overturning circulation (Thomas and Zhai 2013; Grégorio et al. 2015, hereafter GPSH) or wide areas of the Southern Ocean (O’Kane et al. 2013). Penduff et al. (2011, hereafter P11) provided evidence that the strong increase in sea level anomaly (SLA) interannual variance, reported by Penduff et al. (2010) when switching from \(2^°\) to \(\frac{1}{4}^°\) resolution, may be related to the strong LFIV that emerges only in the eddying regime. This intrinsic component is indeed spontaneously produced by the same \(\frac{1}{4}^°\) model without any interannual forcing.

Our experimental strategy remains similar to P11’s: a global OGCM is first driven by an atmospheric forcing containing a broad range of time scales to produce a realistic hindcast and then by a yearly repeated climatological atmospheric seasonal cycle to isolate the intrinsic variability. The present study further investigates the contribution of intrinsic processes to the SLA variability in the global ocean and extends P11’s work in three ways. First, we highlight the spectral distribution of atmospherically forced and intrinsic SLA variabilities within high- and low-frequency bands, at small and large spatial scales. Second, we are now using global simulations at \(\frac{1}{4}^°\) resolution in complement to P11’s \(\frac{1}{4}^°\) simulations, providing us with the opportunity to assess the impact of model resolution on intrinsic variability. Finally, the present analysis is performed over a 42-yr period instead of 12 yr.

Section 2 presents the model configurations and numerical experiments used in this study. The simulated low-frequency SLA variability is then compared to altimeter observations. Postprocessing and filtering methods are described in section 3. In section 4, we compare the spatial distributions of low-frequency SLA variabilities between both \(\frac{1}{4}^°\) experiments at small (\(<6^°\)) and large (\(>12^°\)) spatial scales. Section 5 presents the sensitivity of intrinsic variability to the increase in resolution from \(\frac{1}{4}^°\) to \(\frac{1}{12}^°\). Conclusions are given in section 6.

2 Numerical simulations and assessment

a. Numerical simulations

As done earlier by Taguchi et al. (2007), P11, and O’Kane et al. (2013), our approach consists in comparing two eddying global OGCM simulations with two different atmospheric forcings. Our first \(\frac{1}{12}^°\) simulation (the so-called \(T\) experiment) is driven by the full range of atmospheric time scales between 1958 and 2012. It is intended to simulate the total ocean variability, which combines the intrinsic and atmospherically forced components. Our second \(\frac{1}{12}^°\) simulation (the \(I\) experiment), driven during 85 yr by a repeated climatological atmospheric seasonal cycle, isolates the low-frequency intrinsic variability that emerges without any low-frequency forcing. Note that the \(\frac{1}{4}^°\) resolution climatological simulation described and studied in P11 has been reprocessed and will be compared to the \(\frac{1}{12}^°\) resolution simulation in section 5. This \(\frac{1}{4}^°\) \(I\) experiment was conducted over 327 yr.

All the simulations were performed in the framework of the Drakkar project\(^1\) using the Nucleus for European Modeling of the Ocean (NEMO; Madec 2008) ocean/sea ice numerical model. The \(\frac{1}{12}^°\) simulations use the ORCA12 configuration with NEMO version 3.4, the \(\frac{1}{4}^°\) simulation uses the ORCA025 configuration with NEMO2.3. The three simulations\(^2\) share the same 46-level vertical discretization, a partial cell representation

\(^1\) http://www.drakkar-ocean.eu

\(^2\) The \(\frac{1}{12}^°\) \(I\) and \(T\) experiments are referred to as ORCA12-GJM02 and ORCA12-MJM88 in the Drakkar database, respectively, and the \(\frac{1}{4}^°\) \(I\) experiment is referred to as ORCA025-MJM01.
of topography, and a momentum advection scheme that conserves energy and enstrophy (Barnier et al. 2006; Penduff et al. 2007; Le Sommer et al. 2009); a total variance diminishing (TVD) tracer advection scheme; an isopycnal Laplacian tracer diffusion operator; a vertical mixing scheme based on the TKE turbulent closure model (Blanke and Delecluse 1993); and a convective adjustment scheme based on enhanced vertical mixing in case of static instability.

The full and climatological forcing functions used to drive the 1/12° simulations come from the same original forcing dataset, which is referred to as the Drakkar forcing set (DFS4.4; Dussin and Barnier 2013); this 1958–2012 dataset is based on satellite observations (monthly precipitations and daily radiative heat fluxes) and on ERA-40 before 31 December 2001 and ERA-Interim afterward (6-hourly 10-m air temperature, humidity, and winds). The 327-yr 1/12° climatological simulation to which we compare the 1/12° I experiment in section 5 is presented in detail in P11. It was reproduced exactly as its 1/12° counterpart (see section 3). More information about model configurations and solutions may be found in the aforementioned papers.

b. Model assessment

Archiving, Validation, and Interpretation of Satellite Oceanographic Data (AVISO) provides us with 20 yr of global altimeter observations on a 1/4° × 1/4° regular Cartesian grid. Our fully forced, 1/12° global hindcast is first compared to this reference over the period July 1994–July 2011 in terms of low-frequency SLA standard deviation. We use monthly-mean, nonlinearly detrended, low-pass filtered (periods longer than 18 months) SLA fields to compute low-frequency SLA standard deviations from both AVISO and the 1/12° T experiment; the post-processing method is detailed in the next section. Figure 1 demonstrates the capability of the 1/12° model to simulate the SLA low-frequency variability field with a remarkable accuracy. The location and intensity of the low-frequency variability in western boundary currents and their extension are well reproduced. Equatorial low-frequency activity is found in the same locations with comparable intensities in the observed and simulated oceans. The simulated path of the Antarctic Circumpolar Current variability maximum is close to that derived from altimetric observations. The 1/12° hindcast therefore yields a very realistic low-frequency variability field; it may be fruitfully analyzed, jointly with its climatologically forced counterpart, to characterize the intrinsic part of the low-frequency variability measured by altimetry.

3 DFS4.4 differs from DFS4 (Brodeau et al. 2010) only after 31 December 2001, where ERA-Interim is used instead of the ECMWF analysis for all forcing variables: wind vector, air temperature and humidity, downward shortwave and longwave radiation, total precipitation, and snowfall. Corrections described in Brodeau et al. (2010) ensure a smooth transition in 2001–02. ERA-Interim variables, whose native resolution is 0.7° and 3 h, were projected at the ERA-40 resolution (1.125° and 6 h) to build DFS4.4. Note that DFS4 was also compared with the more widely used CORE.v2 forcing in the latter reference.

3 DFS4.4 differs from DFS4 (Brodeau et al. 2010) only after 31 December 2001, where ERA-Interim is used instead of the ECMWF analysis for all forcing variables: wind vector, air temperature and humidity, downward shortwave and longwave radiation, total precipitation, and snowfall. Corrections described in Brodeau et al. (2010) ensure a smooth transition in 2001–02. ERA-Interim variables, whose native resolution is 0.7° and 3 h, were projected at the ERA-40 resolution (1.125° and 6 h) to build DFS4.4. Note that DFS4 was also compared with the more widely used CORE.v2 forcing in the latter reference.

4 http://www.aviso.altimetry.fr/duacs/
evolution over the length of the time series. Our detrending approach is based on a nonlinear, second-order local regression method (LOESS; Cleveland and Devlin 1988), which high-pass filters model time series with a 20-yr cutoff period. This method preserves the length of original time series without adverse edge effects (Fig. 2). Our cutoff period ensures the removal of both kinds of trends, and confines our analyses and results on time scales between 2 months and 20 yr in both simulations.

- The mean annual cycle $\eta(t)$ is then computed from SLA time series and subtracted to obtain deseasonalized, detrended SLA time series.
- The low- and high-frequency [$\eta^{LF}(t)$ and $\eta^{HF}(t)$, respectively] variabilities are then isolated from the time series resulting from the former steps. Following P11, our low-frequency signals include time scales longer than 18 months. Unlike these authors, however, our high-frequency signals include time scales ranging between 2 and 18 months, with no mean annual cycle. Low- and high-frequency components are separated using a Lanczos temporal filter (Duchon 1979), chosen for its efficiency and its ability to provide clean signals with small Gibbs oscillations. Note that this is a linear filtering method and it has edge effects because of the fixed size of the convolution kernel (relative to the filter order). Thus, 3 yr on both extremities of the time series are lost in this computation, yielding low- and high-frequency 41-yr time series from both 1/12° runs: years 1969–2009 in the $T$ experiment and years 19–59 in the $I$ experiment.

b. Separating spatial scales

The main purpose of this paper is to document how intrinsic processes contribute to the total SLA variability in various wavenumber–frequency ($k$–$\omega$) classes. High- and low-frequency datasets are further split into three ranges of spatial scales by applying a two-dimensional, isotropic Lanczos low-pass filter twice with different cutoff lengths. We shall focus in the following on structures shorter than about 6° [labeled as small scales (SS)] and structures larger than about 12° [large scales (LS)]. Structures with sizes between 6° and

![Fig. 1. Low-frequency ($T > 18$ months) SLA standard deviations computed over the period July 1994–July 2011 from (top) the 1/12° AVISO dataset and (bottom) the 1/12° $T$ experiment.](image)
12° are also produced during the filtering process but are not investigated here. Motivations leading to 6°8 and 12°8 are similar to those given in Penduff et al. (2010) and Taguchi et al. (2007).

In practice, the spatial cutoffs are defined in terms of model grid points rather than distances: hence, the approximate scales mentioned above. The spatial filter is adapted to process SLA fields in the vicinity of land points (islands and coasts): the kernel coefficients used in the convolution are weighted to take into account only wet points. To limit computational costs, the size of the convolution kernel was kept the same in both spatial filtering processes: this size is close to four 6° wavelengths and two 12° wavelengths. The 6° filter is therefore more selective than the 12° filter.

In summary, the postprocessing chain described in section 3 decomposes the (detrended) total and intrinsic variabilities within six main $k$–$\omega$ bands (as summarized in Fig. 3). Figure 4 illustrates three steps of this processing in November 1997: detrended monthly SLA fields after temporal low-pass filtering (top panels) and after further splitting into small and large scales (middle and bottom panels). Note that the high-frequency small-scale (HFSS) variability will also be referred to as mesoscale because geostrophic turbulence is found in this spectral domain.

4. Spatial scales of intrinsic SLA variability

We focus first on the LF component of SLA variabilities in both model experiments, taking all spatial scales into account. Figure 5 (top) compares in zonal average their meridional distributions. The total (fully forced) SLA low-frequency standard deviation remains within 3–4 cm over most of the 60°S–60°N latitudinal range, with absolute maxima at midlatitudes and minima poleward of 60° in both hemispheres. Its intrinsic counterpart exhibits a marked contrast between low-latitude and midlatitude areas. Both the intrinsic SLA low-frequency variability and its relative contribution $s_I^2/s_T^2$ reach their absolute minima in the intertropical band (less than 1 cm and 10%, respectively, between 10°S and 10°N) and their absolute maxima at midlatitudes in both hemispheres. Poleward of 60°N the intrinsic low-frequency variance reaches its secondary minima; most of the SLA variance there is therefore related to the low-frequency atmospheric variability in the $T$ experiment.

a. Small-scale intrinsic variability

The resemblance between the blue lines in the top and middle panels of Fig. 5 illustrates the importance of small-scale features in the distribution of intrinsic low-frequency variability; this section is focused on this low-frequency small-scale (LFSS) intrinsic variability. Low-frequency small-scale sea level anomalies have very similar distributions and amplitudes with or without atmospheric variability (middle panels in Figs. 4 and 5). The LFSS SLA variability is therefore largely intrinsic: that is, spontaneously produced by the eddying ocean over most regions (bottom panel in Fig. 6). This result is consistent with Taguchi et al. (2007), who showed that the structure of the

5 The few exceptions to this concerns regions where LFSS variance is very weak ($\sigma < 0.5$ cm): that is, in shallow areas and equatorial basins.
interannually varying Kuroshio has small (meridional) scales and is shaped by purely oceanic processes (i.e., identical with and without low-frequency forcing). A similar conclusion was drawn in the Southern Ocean by O’Kane et al. (2013), who showed that small-scale low-frequency modulations of the Antarctic Circumpolar Current (ACC) are captured in both fully forced and climatological simulations. Intrinsic, interannual fluctuations of sea level can largely be explained by mesoscale processes in the Gulf of Alaska as well (Okkonen et al. 2001; Combes and Di Lorenzo 2007). In other words, the bottom panel in Fig. 6 suggests that the conclusions of these regional studies may well be valid over most of the global ocean.

As recalled in the introduction, mesoscale eddies emerge through hydrodynamic instability processes at small space and time scales. These motions are captured in our HFSS spectral box, and their (intrinsic) standard deviation in the $I$ experiment is shown in the top panel of Fig. 7. This map is very close to its counterpart in the $T$ experiment (not shown), confirming that most HFSS (mesoscale) activity is generated through intrinsic processes and is barely sensitive to low-frequency atmospheric variability.

Interestingly, large values of LFSS intrinsic variability are found where mesoscale eddies are strong (Fig. 6): that is, in the ACC, East Australian Current, Brazil Current/Malvinas Confluence region, Agulhas Current, Kuroshio, and Gulf Stream/North Atlantic Current systems. Indeed, LFSS and HFSS intrinsic variability maps (Figs. 6 and 7) are very similar: the bottom panels in Fig. 7 show that SLA standard deviations in both spectral ranges have similar meridional distributions (left) and are highly correlated in space. These results are consistent with the spontaneous emergence of mesoscale eddies through (intrinsic) instability processes in both simulations, with only a weak sensitivity to atmospheric variability. The marked coincidence between HFSS and LFSS intrinsic variability maps suggests that the energy of these mesoscale motions may spontaneously cascade toward longer time scales and feed the LFSS spectral component. Such a temporal inverse cascade has indeed been diagnosed recently from idealized and realistic simulations (Arbic et al. 2012, 2014), albeit...
over a narrower range of time scales. Whether this non-linear process may actually transfer mesoscale kinetic energy up to interannual and longer time scales remains to be assessed and is currently being investigated.

b. Large-scale low-frequency intrinsic variability

The bottom panels in Fig. 4 indicate that strong low-frequency large-scale SLAs, which are hindcasted in the T experiment (strong El Niño event, Indian Ocean dipole, and Pacific decadal oscillation positive phases in November 1997), are not spontaneously generated by the eddying ocean; they require direct forcing by the atmosphere (or full air–sea coupling) to exist. The zonally averaged LFLS SLA variability is indeed much stronger with the full forcing over most of the global ocean (Fig. 5), especially in the intertropical band, where SLA intensities reach their global maximum in the T experiment and their global minimum in the I experiment.

**Fig. 5.** Zonal average of total (red) and intrinsic (blue) low-frequency standard deviations: (top) all spatial scales, (middle) small scales, and (bottom) large scales. Corresponding intrinsic to total variance ratios are shown (right y axis in %) in green in each panel.
In western boundary current extensions and in the ACC, however, our \(1/12\) model spontaneously generates low-frequency large-scale SLA anomalies with small but nonnegligible zonally averaged intensities (bottom-right panel in Fig. 4 and bottom panel in Fig. 5). LFLS intrinsic variability is strongest in eddy-active regions (middle panel in Fig. 8): that is, where small-scale standard deviations were proven largest (HFSS and LFSS bands). The geographical correspondence between these three spectral maxima further suggests that
intrinsic, eddy-driven inverse cascade processes may be transferring mesoscale (HFSS) kinetic energy toward larger temporal (LFSS) and spatial (LFLS) scales (e.g., Berloff et al. 2007; Arbic et al. 2014).

The contribution of intrinsic processes to the fully forced, low-frequency large-scale SLA variance is therefore substantial in several regions (bottom panel in Fig. 8): it exceeds 30% over wide regions of the Northern Hemisphere and reaches 40% in zonal average around 50°S, with local maxima near 100% in Drake Passage, the Brazil Current/Malvinas Confluence, and the Agulhas Current.

5. Influence of model resolution

P11 presented an analysis of the low-frequency intrinsic variability from a seasonally forced simulation at 1/8°. This eddy-permitting simulation has been reprocessed in the same manner as was our 1/12° simulations in order to assess the influence of model resolution on intrinsic variability. The comparison is based on SLA standard deviations computed over 36 yr from both simulations.

a. Increase in mesoscale variability

Increasing resolution from 1/8° to 1/12° is known to strongly enhance the strength of simulated mesoscale activity in NEMO as well in other models (e.g., Hurlburt et al. 2009). Indeed, the zonally averaged HFSS SLA variability, which is largely intrinsic as mentioned earlier, markedly increases as resolution is refined at mid-latitudes and in the ACC belt (top panel in Fig. 9). The top panel in Fig. 10 shows that this increase in intrinsic, mesoscale SLA standard deviation reaches up to 2 cm in most regions poleward of 10°–15°. Increased resolution, however, yields less mesoscale activity in the vicinity of the Kuroshio and Gulf Stream extensions and the ACC. Most of these local decreases are actually due to the displacement of energetic fronts and associated recirculation gyres and eddy fields, toward a more realistic mean state in the 1/12° model.

b. Increase in low-frequency intrinsic variability

Increased resolution does not only enhance mesoscale turbulence. The bottom panel in Fig. 9 shows a concomitant increase in low-frequency intrinsic SLA standard deviation at all spatial scales. This increase occurs in regions where mesoscale activity is enhanced by the resolution increase, not only in zonal average but also at regional and frontal scales (Figs. 9 and 10). This tight geographical correspondence between changes in
mesoscale and LF intrinsic variability was also striking at $\frac{1}{12^8}$ (Fig. 7) and further supports the idea that LF intrinsic variability may be directly fed by mesoscale activity through nonlinear temporal inverse cascade processes, both within and farther away from eddy-active regions.

Interestingly, GPSH are showing from the same simulations that in contrast with SLA, most of the intrinsic LF variability diagnosed at $\frac{1}{12^8}$ is captured at $\frac{1}{4^8}$ with respect to the Atlantic meridional overturning streamfunction (AMOC). This shows that a $\frac{1}{4^8}$ ocean model that somewhat underestimates local intrinsic variability...
imprints on SLA may yet capture the main processes generating intrinsic variability of the important climate-related, large-scale oceanic index of the AMOC. Possible reasons for this remain to be identified.

6. Conclusions

The intrinsic variability that eddying ocean models spontaneously generate has been analyzed through its imprint on sea level anomalies at various scales. The NEMO-based $\frac{1}{12}$ ORCA12 global OGCM configuration was driven by the full range of atmospheric time scales ("hindcast" simulation) and then by a repeated atmospheric annual cycle (climatological simulation). Resulting SLA fields have been deseasonalized, filtered, and compared in three spatiotemporal ranges: the high-frequency small-scale (HFSS) range ($T < 18$ months, $L < 6^{\circ}$), which includes mesoscale turbulence; the low-frequency small-scale (LFSS) range ($T > 18$ months, $L < 6^{\circ}$); and the low-frequency large-scale (LFLS) range ($T > 18$ months, $L > 12^{\circ}$). The hindcast was shown to reproduce the distribution and magnitude of low-frequency ($T > 18$ months) variability observed by satellite altimetry with a high degree of accuracy.

- Just as for mesoscale activity, most of the LFSS SLA variability is spontaneously generated by the eddying ocean with only weak sensitivity to the atmospheric variability. Regions of strong mesoscale variability closely coincide with regions where LFSS variability is large. This coincidence suggests that mesoscale energy may spontaneously cascade toward longer time scales through nonlinear processes, as recently suggested by Arbic et al. (2014).

- Most of the LFLS SLA variability is forced by the atmosphere in our simulations, in particular at low latitudes and in eastern basins. In eddy-active regions, however, intrinsic processes generate an important part of this large-scale low-frequency SLA variance: from 30%–50% in western boundary current systems up to 90–100% where the South Atlantic connect with surrounding basins.

- Decreasing the model resolution from $\frac{1}{12}$ to $\frac{1}{4}$ yields a decrease of both mesoscale and low-frequency intrinsic SLA variance, along with displacements of certain main currents. The $\frac{1}{4}$ low-frequency intrinsic variability distribution, however, remains comparable with its $\frac{1}{12}$ counterpart, suggesting that generation processes are reasonably well captured in the eddy-permitting regime.

Many features of the intrinsic low-frequency variability remain unknown. Our results could be complemented by two- or three-dimensional, possibly multivariate, characterizations of intrinsic modes of variability in various regions [e.g., as done in the Southern Ocean by O’Kane et al. (2013)]. Of particular interest would be a precise description of how intrinsic variability imprints sea surface temperature or upper-ocean heat content at low frequencies, given the sensitivity of the atmospheric variability to these thermal constraints at long time scales (Gulev et al. 2013; Brachet et al. 2012). Current investigations are indeed highlighting substantial SST imprints where intrinsic variability imprints SLA.

The mechanisms that generate intrinsic low-frequency variability in complex OGCM simulations also remain under debate. Based on 5-yr SLA time series, simulated by a global eddying OGCM driven by a full forcing, Arbic et al. (2014) showed that nonlinear eddy–eddy interactions can spontaneously transfer kinetic energy from mesoscale eddies, which are largely chaotic, to longer time scales. In other words, this
temporal inverse cascade process might well transfer the mesoscale intrinsic chaotic variability toward lower frequencies. This analysis is currently being extended to much longer (multidecadal) SLA time series provided by our seasonally forced simulations, in order to assess whether the same mechanism may actually generate intrinsic variability up to decadal (or possibly longer) time scales. Note that very little is known today about the oceanic intrinsic variability at very long time scales (i.e., at multidecadal or longer periods). GPSH have recently shown from the full 327-yr $\frac{1}{12}^o I$ experiment that the AMOC spontaneously fluctuates up to such time scales; assessing the possible imprint of these processes on SLA, other variables, and climate indices remains to be done.

We have focused on the scales of the low-frequency intrinsic variability that spontaneously emerges without low-frequency forcing. The behavior of intrinsic variability modes in fully forced simulations (with low-frequency forcing)—and more generally the actual constraint exerted by the atmospheric forcing on regions where this intrinsic variability is strong—is another important (and complex) issue. The Kuroshio system is already known to exhibit intrinsic modes of variability, which might be triggered by the low-frequency atmospheric forcing when present (Taguchi et al. 2007). This phenomenon has been studied in the framework of dynamical system theory with process-oriented idealized models; results show that stochastic forcings (Pierini 2011) or slowly varying forcings (Pierini 2014) could excite and lead to the resonance of intrinsic modes that are not spontaneously generated under a constant wind forcing. Whether this process is at work and dominates in complex OGCM simulations is still unknown and would deserve further investigations that we leave for the future; multiple high-resolution OGCM simulations, such as those performed in idealized contexts, or ensemble simulations would help address this question.

Finally, our ocean/sea ice simulations were forced by prescribed atmospheres. This decoupled approach,
inspired from several idealized studies (e.g., reviewed in Dijkstra and Ghil 2005), allows the isolation and investigation of the intrinsic variability itself, ignoring its interaction with the atmosphere. Our results may help interpret how the transition from laminar to eddying oceans affects the low-frequency variability of the fully coupled climate system. We argue that a better understanding of intrinsic SLA variability from such eddying simulations will also help interpreting the present 20-yr altimetric observed dataset, as the models tend to get more accurate and closer to these data.
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