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ABSTRACT
Quantile mapping bias correction algorithms are commonly used to correct systematic distributional biases in precipitation outputs from climate models. Although they are effective at removing historical biases relative to observations, it has been found that quantile mapping can artificially corrupt future model-projected trends. Previous studies on the modification of precipitation trends by quantile mapping have focused on mean quantities, with less attention paid to extremes. This article investigates the extent to which quantile mapping algorithms modify global climate model (GCM) trends in mean precipitation and precipitation extremes indices. First, a bias correction algorithm, quantile delta mapping (QDM), that explicitly preserves relative changes in precipitation quantiles is presented. QDM is compared on synthetic data with detrended quantile mapping (DQM), which is designed to preserve trends in the mean, and with standard quantile mapping (QM). Next, methods are applied to phase 5 of the Coupled Model Intercomparison Project (CMIP5) daily precipitation projections over Canada. Performance is assessed based on precipitation extremes indices and results from a generalized extreme value analysis applied to annual precipitation maxima. QM can inflate the magnitude of relative trends in precipitation extremes with respect to the raw GCM, often substantially, as compared to DQM and especially QDM. The degree of corruption in the GCM trends by QM is particularly large for changes in long period return values. By the 2080s, relative changes in excess of +500% with respect to historical conditions are noted at some locations for 20-yr return values, with maximum changes by DQM and QDM nearing +240% and +140%, respectively, whereas raw GCM changes are never projected to exceed +120%.

1. Introduction
Simulated precipitation outputs from global climate models (GCMs) and regional climate models (RCMs) can exhibit large systematic biases relative to observational datasets (Mearns et al. 2012; Sillmann et al. 2013). As GCM and RCM precipitation series are used as inputs to process models (e.g., Hagemann et al. 2011; Muerth et al. 2013) and gridded statistical downscaling models (e.g., Wood et al. 2004; Maurer and Hidalgo 2008; Maurer et al. 2010), algorithms have been developed to correct and minimize these biases as sources of error in subsequent modeling chains.

Systematic errors in climate model outputs can be ascribed to different sources. For example, Eden et al. (2012) classify errors in GCM precipitation fields as being due to 1) unrealistic large-scale variability or response to climate forcings, 2) unpredictable internal variability that differs from observations (e.g., as might happen if the sampled historical period happens to coincide with the positive phase of the Pacific decadal oscillation in observations and the negative phase in the climate model), and 3) errors in convective parameterizations and unresolved subgrid-scale orography. Univariate statistical bias correction algorithms that are applied on a grid cell basis can, in principle, only correct the third source of error. By nudging the large-scale atmospheric state of a GCM toward an atmospheric reanalysis, Eden et al. (2012) were able to remove the influence of the first two sources of error and show that, over much of the globe, simulated precipitation is a good predictor of observed precipitation and that bias correction can, in theory, be used to reduce the third source of error. In reality, the effectiveness of bias correction...
methods will be limited by the first and second sources of error, although the influence of the second—called by Maraun (2012) “variability related apparent bias changes”—can be mitigated to some extent, such as by calibrating postprocessing corrections on sufficiently long historical records (Teng et al. 2015).

While not without controversy (Ehret et al. 2012; Maraun 2013), bias correction is, in practice, a common component of climate change impacts studies. Corrections can be to the modeled mean, variance, and also higher moments of a distribution, with many methods now applying bias corrections to all quantiles (Gudmundsson et al. 2012). So-called quantile mapping bias correction algorithms have been reviewed in the context of hydrological impacts studies and have been found to outperform simpler bias correction methods that correct only the mean or mean and variance of precipitation series (Teutschbein and Seibert 2012; Gudmundsson et al. 2012; Chen et al. 2013). Of quantile mapping algorithms, those that rely on nonparametric estimates of quantiles have tended to outperform those that fit a parametric distribution to data (Gudmundsson et al. 2012).

Recently, studies have highlighted a potentially serious problem with this form of bias correction, in particular when used to assess projected climate change impacts, namely that long-term changes in simulated series can artificially deteriorate following quantile mapping (Hagemann et al. 2011; Thomeßl et al. 2012; Maraun 2013; Maurer and Pierce 2014). Maurer and Pierce (2014) evaluated the effect of quantile mapping on GCM-simulated precipitation changes between two historical periods. For individual models, modifications of projected trends in seasonal mean precipitation by quantile mapping were, in some locations, as large as the original GCM-projected changes. While not examined outside of a synthetic example, it was noted that quantile mapping can affect trends in extreme quantiles differently than trends in the mean, and that further work is needed to assess the impact of quantile mapping on the tails of the distribution. Using a nonstationary generalized extreme value (GEV) analysis, Maraun (2013) investigated the role of bias correction in modifying relative trends in annual precipitation maxima from a RCM. In this case, the RCM underestimated observed variability, which led to substantial amplification by quantile mapping of modeled trends in extremes that were of large magnitude relative to interannual variability.

Should trends in bias-corrected outputs match those of the model itself? For historical simulations, results from Maurer and Pierce (2014) were inconclusive. For future projections, which are subject to much larger external forcing signals relative to natural variability than the historical experiments analyzed by Maurer and Pierce (2014), it has been argued that trends should be preserved so that the climate sensitivity of the model is not affected by bias correction (Hempel et al. 2013). In the case of variables related to atmospheric moisture, such as precipitation, preserving the relative change signal is also important for maintaining physical scaling relationships with model-projected temperature changes, for example as indicated by the Clausius–Clapeyron equation (~7% increase in column water vapor per degree (K) increase in temperature; O’Gorman and Muller 2010).

More fundamentally, the question of whether or not trends in climate model outputs should be preserved depends, in part, on the physical realism of the projected trends. For instance, on a global scale, simulated surface temperature variability on annual to centennial time scales has been found to be consistent with observations in the latest generation of GCMs (see Fig. 9.33 of Flato et al. 2013). On the other hand, it has been demonstrated that RCMs can modify trends at the coarse scale due to improved representation of land–atmosphere interactions and local winds (Teichmann et al. 2013), and, at very high resolution, their ability to resolve local convective processes (Kendon et al. 2014). If one believes that such trends are more physically realistic than those from the driving GCM, then a successful bias correction algorithm applied at the coarse scale should indeed have the ability to modify these trends. This, of course, would require additional information to which a traditional univariate quantile mapping algorithm would not have access. If, however, trends in the climate model are believed to be realistic, a more modest goal then would be to avoid artificial deterioration of trends that arise simply as a statistical artifact of quantile mapping or related methods. For example, the use of trend-preserving quantile mapping methods with subdaily GCM precipitation extremes may be questionable, whereas their application may be appropriate at longer accumulation scales where both observational and model studies show changes that are consistent with Clausius–Clapeyron scaling (Westra et al. 2014). With this view, the objective would then be for the bias correction to correct systematic distributional biases relative to historical observations and, to the extent possible subject to this correction, respect the available signal from the climate model by maintaining its model-projected future trends. For precipitation, as mentioned previously, this means preserving relative changes.

In the literature, the trend-preserving bias correction applied by Hempel et al. (2013) to phase 5 of the Coupled Model Intercomparison Project (CMIP5) representative concentration pathway (RCP) GCM experiments (Taylor et al. 2012) was explicitly designed to preserve relative trends in monthly mean precipitation, while correcting daily variability about the trend via quantile mapping. This
preserves monthly trends, but quantile mapping of the anomalies could still modify trends in the daily extremes. Similarly, the detrended quantile mapping algorithm examined by Bürger et al. (2013) uses quantile mapping to bias correct model projections that have had their long-term mean trends removed. Following bias correction, the removed climate change signals are then reintroduced. Again, this will tend to maintain the modeled long-term trend in the mean, but does not guarantee that trends in precipitation extremes, as governed by the tails of the distribution, are preserved. Finally, the quantile delta change or quantile perturbation methods considered for precipitation projections by Olsson et al. (2009), Willems and Vrac (2011), and Sunyer et al. (2014) modify historical observations by superimposing relative trends in quantiles from a climate model overtop the observed series. In this case, modeled trends in all quantiles, including in the tails, are preserved, but the algorithm does not explicitly bias-correct the daily time series from the climate model, instead falling back to adjustment of the observed series. In addition, preserving relative changes in quantiles does not mean that relative changes in the mean will be preserved. Tradeoffs that go along with the choice to preserve relative trends in the mean or in the quantiles of a bias-corrected series have yet to be explored in a systematic manner.

This study aims to assess these tradeoffs, and, more generally, to investigate the extent to which quantile mapping algorithms modify GCM-projected trends in mean precipitation and indices of precipitation extremes. While many of the analyses and arguments made in this paper could also be applied to interval variables, like surface air temperature (measured in °C), our focus is on bias correction of precipitation (and, more generally, ratio variables; i.e., quantitative variables with an absolute zero; Finkelstein and Leaning 1984) and hence exclusively on preservation of relative changes in precipitation quantiles by quantile mapping. As we show in appendix A, it is straightforward to preserve absolute changes in quantiles of interval variables, such as temperature, by quantile mapping. However, given that natural variability relative to projected anthropogenically forced trends is much larger for precipitation than for temperature (Deser et al. 2012), we have chosen to consider precipitation only.

Also, we note that quantile mapping is often applied for two very different reasons: 1) as a bias correction applied to climate model and observed fields at similar scales and 2) for downscaling from coarse climate model scales to finer observed scales. In this study, we are only concerned with quantile mapping as a bias correction algorithm, that is, when the observed and modeled data have comparable spatial resolutions or have been appropriately regridded to the same resolution, for instance as is common when quantile mapping is applied as the bias correction step of a larger downscaling framework (Wood et al. 2004). Because precipitation varies on scales that are much shorter than the grid spacing of a typical climate model, finescale spatial variability can be distorted substantially when quantile mapping is used directly for downscaling purposes (Maraun 2013; Gutmann et al. 2014). Furthermore, in regions of complex terrain, climate model simulations may systematically displace precipitation features (e.g., rain shadows) such that univariate bias corrections applied to locally coincident pairs of observed and model grid cells may be less appropriate than nonlocal corrections (Maraun and Widmann 2015). More generally, univariate quantile mapping, which is applied on a grid cell basis, can distort spatial variability of the underlying climate model, potentially leading to inconsistency in modes of spatial variability and underlying model physics (Bürger et al. 2011; Rocheta et al. 2014). This points to the need for a multivariate bias correction algorithm rather than the univariate methods under consideration here. However, we note that univariate algorithms can be used in a nonlocal context through careful pairing of observed and model grid cells, and further that multivariate bias corrections often rely on univariate quantile mapping algorithms as a key part of their application (Li et al. 2014; Vrac and Friederichs 2015).

Following Olsson et al. (2009), Willems and Vrac (2011), and Bürger et al. (2013), we first describe a bias correction algorithm, quantile delta mapping (QDM), that explicitly preserves relative changes in simulated precipitation quantiles from a climate model. Systematic distributional biases relative to observations in a historical baseline period are corrected by first detrending all projected future quantiles from a model and then applying quantile mapping to the detrended series. After detrending and quantile mapping, projected trends in the modeled quantiles are reintroduced on top of the bias-corrected outputs, thus ensuring that the climate sensitivity of the underlying climate model, at least so far as quantiles are concerned, is unaffected by the bias correction. QDM is based on the quantile delta change/perturbation and detrended quantile mapping methods cited above, and, as we show in an appendix, is related to the equidistant CDF matching algorithm of Li et al. (2010). In essence, these methods are quantile mapping forms of the simple “delta change” approach to climate model projections (Olsson et al. 2009).

Methods are first demonstrated using synthetic data and are then applied to daily GCM-simulated precipitation outputs over Canada. In the latter case, the
ability of the algorithms to correct historical biases and preserve relative changes in mean quantities and annual extremes, is assessed using 1) the suite of precipitation indices recommended by the World Meteorological Organization’s Expert Team on Climate Change Detection and Indices (ETCCDI; Zhang et al. 2011) and 2) results from a GEV analysis applied to annual precipitation maxima. QDM is compared against detrended quantile mapping, which is designed to preserve trends in the mean, and standard quantile mapping. There are three important reasons for analyzing algorithm performance in terms of extremes. First, previous studies that have looked at the influence of bias correction on simulated precipitation changes over large spatial domains have focused on the mean rather than extremes (Maurer and Pierce 2014). Second, while bias correction methods are calibrated on daily precipitation series, they are, as argued by Bürger et al. (2012), not explicitly tuned to replicate distributions of annual extremes, so this provides a stringent and relatively independent test of their performance. Finally, in terms of providing relevant information for engineering planning, return period calculations are of key interest (Koutsoyiannis 2004).

2. Quantile mapping and detrended quantile mapping

Quantile mapping (QM) equates cumulative distribution functions (CDFs) \( F_{o,h} \) and \( F_{m,h} \) of, respectively, observed data \( x_{o,h} \), denoted by the subscript \( o \), and modeled data \( x_{m,h} \), denoted by the subscript \( m \), in a historical period, denoted by the subscript \( h \). This leads to the following transfer function,

\[
\hat{x}_{m,p}(t) = F_{o,h}^{-1}\left[F_{m,h}\left[x_{m,p}(t)\right]\right],
\]

for bias correction of \( x_{m,p}(t) \), a modeled value at time \( t \) within some projected period, denoted by the subscript \( p \). If CDFs and inverse CDFs (i.e., quantile functions) are estimated empirically from the data, the algorithm can be illustrated with the aid of a quantile-quantile plot, which is the scatterplot between empirical quantiles of observed and modeled data (i.e., the sorted values in each sample when the number of observed and modeled samples are the same). In this case, QM amounts to a lookup table whose entries are found by interpolating between points in the quantile-quantile plot of the historical data. The transfer function is constructed using information from the historical period exclusively; information provided by the future model projections is ignored.

QM, like all statistical postprocessing algorithms, relies strongly on an assumption that the climate model biases to be corrected are stationary (i.e., that characteristics in the historical period will persist into the future). As it is beyond the scope of this paper to address this assumption, we instead point to studies by Maraun et al. (2010) and Maraun (2012) for more insight.

For empirical CDFs, Eq. (1) is only defined over the historical range of the modeled dataset. If a projected value falls outside the historical range, then some form of extrapolation is required, for example using parametric distributions following Wood et al. (2004) or the constant correction approach of Boé et al. (2007). Regardless, one way in which frequent extrapolation can be avoided is to explicitly account for changes in the projected values, for example by first removing the modeled trend in the long-term mean prior to quantile mapping, which will shift the future distribution so that it tends to lie within the support of the historical distribution, and then reimposing it afterward. For a ratio variable like precipitation, trends are removed and then reimposed by scaling and rescaling:

\[
\hat{x}_{m,p}(t) = \frac{\bar{x}_{m,h} - x_{m,p}(t)}{\bar{x}_{m,h}},
\]

where \( \bar{x}_{m,h} \) and \( \bar{x}_{m,p}(t) \) are, respectively, estimates of the long-term modeled mean over the historical period and at time \( t \) in the projected period \( p \). (For an interval variable, trend removal/reimposition would be performed additively rather than multiplicatively.) Relative to QM, detrended quantile mapping (DQM), as defined in Eq. (2), incorporates additional, albeit limited, information about the climate model outputs in the projected period, in this case in the form of the projected mean. Depending on the degree of extrapolation still required after detrending (and the means by which extrapolation is handled), the climate change signal from DQM will tend to match that of the underlying climate model. This applies to the mean, but does not necessarily apply to all quantiles, such as those in the tails of the distribution that define climate extremes.

3. Quantile delta mapping

The QDM for precipitation preserves model-projected relative changes in quantiles, while at the same time correcting systematic biases in quantiles of a modeled series with respect to observed values. Preservation of relative changes follows directly from the quantile delta change (Olsson et al. 2009) and quantile perturbation (Willems and Vrac 2011) methods, both of which apply simulated relative changes in quantiles overtop observed historical series. The idea is similar to DQM [Eq. (2)], except that relative changes in all
modeled quantiles are accounted for rather than only relative changes in the modeled mean. As shown in Fig. 1, the algorithm combines two steps in sequence: first, future model outputs are detrended by quantile and bias corrected to observations by quantile mapping; second, model-projected relative changes in quantiles are superimposed on the bias-corrected model outputs.

QDM starts with the time-dependent CDF of the model projected series \( x_{m,p} \), for example as estimated from the empirical CDF over a time window around \( t \):

\[
\tau_{m,p}(t) = F_{m,p}^{-1}(x_{m,p}(t)), \quad \tau_{m,p}(t) \in \{0,1\}, \tag{3}
\]

where \( \tau_{m,p} \) is the nonexceedance probability associated with the value at time \( t \).

In the top panel of Fig. 1, a model projected value at time \( t = 2065 \), \( x_{m,p}(2065) = 36.5 \), corresponds to a value of \( \tau_{m,p}(2065) = 0.99 \) (i.e., the 99th percentile of model projected values over the 2050s). The corresponding modeled \( \tau_{m,p} \) quantile in the historical period can be found by the entering this value into the historical inverse CDF, \( F_{m,h}^{-1} \). In Fig. 1, this yields a value of \( F_{m,h}^{-1}(0.99) = 28.5 \). The relative change in quantiles between the historical period and time \( t \) is then given by

\[
\Delta_m(t) = \frac{F_{m,h}^{-1}(\tau_{m,p}(t))}{F_{m,h}^{-1}(\tau_{m,p}(t))} = \frac{x_{m,p}(t)}{F_{m,h}^{-1}(\tau_{m,p}(t))} \tag{4}
\]

or, in this example, \( \Delta_m(2065) = 36.5/28.5 = 1.28 \). The modeled \( \tau_{m,p} \) quantile at time \( t \) can be bias corrected by applying the inverse CDF estimated from observed values \( x_{o,h} \) over the historical period

\[
\hat{x}_{o,h}(t) = F_{o,h}^{-1}(\tau_{m,p}(t)), \tag{5}
\]

which, as shown in the bottom panel of Fig. 1, yields a value of \( \hat{x}_{o,h}(2065) = 22.6 \). Finally, the bias-corrected future projection at time \( t \) is given by applying the relative change \( \Delta_m(t) \) multiplicatively to this historical bias-corrected value,

\[
\hat{x}_{m,p}(t) = \hat{x}_{o,h}(t) \Delta_m(t), \tag{6}
\]

which, in Fig. 1, gives a value of \( \hat{x}_{m,p}(2065) = 22.6 \times 1.28 = 28.9 \). To preserve absolute rather than relative changes in quantiles, Eqs. (4) and (6) can simply be applied additively rather than multiplicatively. In appendix A, we show that a variety of bias correction methods, despite differences in motivation, description, and presentation, share this property; depending on formulation, they will either preserve relative or absolute changes in modeled quantiles.

Detrending by quantile and then quantile mapping means that \( x_{o,h} \), takes on the statistical characteristics of the historical observations; this is where biases between the modeled and observed quantiles are corrected. Multiplying the bias-corrected series by \( \Delta_m \) reintroduces the projected climate change signal; this is where relative changes in modeled quantiles are preserved. The bias correction reduces to standard QM if the modeled distribution does not change between the historical and projected periods. If distributions are estimated empirically based on series of equal lengths, for example 30-yr time slices, then there is a one-to-one correspondence between the sorted historical and projected values. As a result, model-projected values that lie outside the range of the historical period are dealt with as part of the algorithm when the climate change signal is reintroduced in Eq. (6).
4. Synthetic example

Following the example presented by Maurer and Pierce (2014), consider synthetic observed and GCM outputs generated by a gamma distribution with shape parameter $k$ and scale parameter $\theta$, $X \sim \text{gamma}(k, \theta)$, which has the probability density function

$$f(x; k, \theta) = \frac{x^{k-1} \exp(-x/\theta)}{\theta^k \Gamma(k)}, \quad x > 0, \quad k > 0, \quad \theta > 0$$

(7)

where $\Gamma(k)$ is the gamma function evaluated at $k$. The mean of the distribution is given by $\mu = k\theta$ and the standard deviation by $\sigma = \sqrt{k}\theta$. Synthetic observed historical data $x_{o,h}$ are drawn from a gamma($4, 7.5$) distribution ($\mu = 30, \sigma = 15$), historical GCM data $x_{m,h}$ from a gamma($8.15, 3.68$) distribution ($\mu = 30, \sigma = 10.5$), and projected GCM data $x_{m,p}$ from a gamma($16, 2.63$) distribution ($\mu = 42, \sigma = 10.5$). In this synthetic example, the observed and modeled data for the historical period have the same mean, but the GCM underestimates the observed standard deviation by 30%; the model projects a 40% increase in the mean for the future period, with no accompanying change in the standard deviation. Probability density functions for the distributions are shown in Fig. 2a.

Future distributions obtained by applying the QM, DQM, and QDM bias correction algorithms to the synthetic outputs are shown in Fig. 2a; as all three algorithms perfectly reproduce the observed distribution in red, bias-corrected historical distributions are not shown separately. As demonstrated by Maurer and Pierce (2014), underestimation of variance for a bounded, right-skewed variable will result in an amplification of projected trends in the mean by QM (and vice versa for overestimation of variance), in this case leading to a projected increase of 58.6% versus 40% for the raw GCM. For these distributions, neither DQM nor QDM leads to similar inflation of the trend magnitude for the mean. Figure 2b shows bias-corrected relative changes in $t = 0.25, 0.5, 0.75, 0.95, \text{ and } 0.99$ quantiles between the historical and future periods, with deviations from the 1:1 line indicating modification of the underlying GCM trends by the bias correction algorithm. By design, the relative change in each quantile is preserved perfectly by QDM, whereas QM and DQM can both distort the modeled change signals, in some instances, substantially.

In this particular example, both DQM and QDM closely reproduce the prescribed relative change in the mean, with QDM also reproducing changes in the quantiles. In the case of DQM, note that correcting for the mean does not correct for the entire distribution. Similarly, for QDM, relative changes in the mean may not, in the more general case, be preserved, as this property only strictly applies to relative changes in the quantiles (including the median). In both algorithms, all distributional properties (mean, quantiles, etc.) are forced to match those of observations in the historical period, but only the future change signals in

![Fig. 2. (a) Probability density functions for the synthetic observed, GCM, QM, DQM, and QDM outputs in section 4 and (b) corresponding relative changes in the $t = 0.25, 0.5, 0.75, 0.95, \text{ and } 0.99$ quantiles between the historical and future periods for the synthetic GCM and bias-corrected QM, DQM, and QDM data. If the bias correction preserves relative changes, points should lie on the 1:1 line. The red asterisk shows the prescribed 40% relative change in the GCM mean.](image-url)
particular properties (mean for DQM and quantiles for QDM) are guaranteed to match those from the GCM following bias correction.

To illustrate, consider the following example based on the synthetic outputs above. In this case, outputs again follow gamma distributions, except that the historical and future standard deviation for the GCM in each simulation is adjusted to lie between $60\%$ of the historical observed standard deviation, rather than being fixed at $30\%$. Again, the GCM projects a constant $40\%$ increase in the mean for the future period.

QM, DQM, and QDM bias correction algorithms are applied to the synthetic outputs and results are presented in Fig. 3 for relative changes in the mean, median, and $\tau = 0.25$ and $\tau = 0.99$ quantiles. Results for QM are consistent with those reported by Maurer and Pierce (2014). Model overestimates of variance in the historical period lead to inflated trends in the mean and quantiles after bias correction, whereas underestimates typically lead to suppressed trend magnitudes. Deviations from the GCM-projected trend in the median are small for DQM, whereas differences in changes for the $\tau = 0.25$ and $\tau = 0.99$ quantiles are of larger magnitude. For QDM, trends in the three quantiles are reproduced perfectly, while the mean is also reproduced well. The largest differences from the GCM-projected mean are of approximately equal magnitude to the largest differences in the median noted for DQM. Thus, despite the fact that trends

![Fig. 3. Plots showing differences between QM, DQM, and QDM relative changes in the (a) mean, (b) median, (c) $\tau = 0.25$ quantile, and (d) $\tau = 0.99$ quantile with respect to GCM-projected relative changes. If a bias correction algorithm preserves GCM-projected relative changes, points should lie along a horizontal line along zero. Synthetic data are based on the distributions from section 4, but with the historical and future GCM standard deviation set between $-60\%$ and $+60\%$ of the historical observed standard deviation.](image-url)
in the mean are not guaranteed to be preserved by QDM, accounting for changes in all the quantiles in this particular example provides a reasonably tight constraint on the mean. In the next section, we explore how well this holds when bias correcting real GCM outputs.

5. Bias correction of GCM precipitation

a. Data and implementation of methods

In this section, QM, DQM, and QDM bias correction algorithms are applied to daily precipitation outputs from transient GCM runs. Analyses are conducted on simulated daily precipitation amounts from three GCMs, MIROC5 (run r3i1p1) (Watanabe et al. 2010), CanESM2 (run r1i1p1) (Arora et al. 2011), and CCSM4 (run r1i1p1) (Gent et al. 2011), obtained from the CMIP5 archive (Taylor et al. 2012). For each model run, outputs have been extracted over the Canadian landmass for historical (1950–2005) and RCP8.5 (2006–2100) forcing scenarios (van Vuuren et al. 2011) and regridded to a common 1.4° grid. We focus on RCP8.5 as it provides the largest increase in greenhouse gas emissions over time, leading to the highest greenhouse gas concentration levels by the end of the twenty-first century (radiative forcing of 8.5 W m⁻² in 2100). Canada-wide gridded daily precipitation observations on a 1/12° grid were obtained from Natural Resources Canada (McKenney et al. 2011; Hopkinson et al. 2011) and spatially aggregated to the GCM grid spacing. We treat these observations as truth, but note that significant uncertainty has been found for historical precipitation datasets (Sillmann et al. 2013).

QM is applied using the fitQmapQUANT code by Gudmundsson (2014). DQM is applied using the same code but following Eq. (2), and QDM is implemented by the authors. Extrapolation for QM and DQM is handled using the constant correction of Boé et al. (2007). When applying bias correction algorithms to daily precipitation amounts, the mixed discrete-continuous nature of the data needs to be taken into consideration. In this study, dry days are treated as censored values falling below a trace amount of 0.05 mm day⁻¹. Zeros in the observed and modeled data are replaced with nonzero uniform random values below the trace threshold prior to bias correction; following bias correction, values below the threshold are set to zero. This measure corrects biases in wet day frequency. To correct biases in the seasonal cycle, the quantile mapping algorithms are applied to pooled daily data falling within sliding 3-month windows centered on the month of interest. For example, correction of data from December would include days from November to January, correction of data from January would include days from December to February, and so forth. Time-dependent means and empirical quantiles of projected data are calculated over 30-yr sliding windows centered on the year of interest.

Methods are first tested in terms of their ability to correct historical GCM simulations and replicate the distribution of observed annual ETCCDI precipitation extremes indices (Zhang et al. 2011). Second, the ability of methods to preserve relative changes in suitable precipitation indices is tested on model projections for the twenty-first century under the RCP8.5 forcing scenario. In this context, relative changes in a subset of the ETCCDI indices calculated following bias correction are compared against model-projected changes. Finally, bias correction algorithms are evaluated in terms of their ability to reproduce observed and simulated changes in 20-yr return period magnitudes of annual precipitation maxima estimated using extreme value theory (see appendix B). Because of the large number of ETCCDI indices, results for these variables are summarized in terms of aggregate statistics over the Canada-wide domain for the 2071–2100 (2080s) period only. Spatial patterns for each GCM and bias correction method, as well as analyses for the full time range of the future scenarios, will be presented in more detail when evaluating performance on the 20-yr return period magnitudes.

b. Historical precipitation extremes indices

Following Bürger et al. (2012), performance is first evaluated by applying the bias correction algorithms to daily historical GCM outputs and then checking to see if distributions of the 11 ETCCDI annual precipitation extremes indices shown in Table 1 are consistent with observations. The ETCCDI indices are representative of so-called moderate extremes, rather than the more infrequent extremes considered later by the 20-yr return period analysis. R1mm, R10mm, and R20mm count instances of precipitation amounts above fixed magnitude thresholds, whereas R95pTOT and R99pTOT measure annual accumulated precipitation for events above relative percentile thresholds; CDD and CWD count consecutive days below and above a 1-mm wet day precipitation threshold; Rx1day and Rx5day measure annual maximum 1- and 5-day precipitation amounts; finally, PRCPTOT and SDII are representative of annual mean accumulations and intensities.

The QM, DQM, and QDM algorithms are calibrated using observations from the 1971–2000 period and then ETCCDI indices are calculated over the 1971–2000 calibration period and a split-sample validation period consisting of the combined 1950–70 and 2001–05 out-of-calibration years. For each GCM grid cell, distributions of the ETCCDI indices calculated before and after bias
correction are compared against distributions calculated from observations using the Kolmogorov–Smirnov (K-S) test at a 1% significance level. The null hypothesis is that the two samples are drawn from the same distribution. A model is considered to pass the diagnostic test at a grid cell if the null hypothesis is not rejected; that is, none of the quantiles of the modeled distribution falls outside the 99% confidence interval of the observed quantiles (Bürger et al. 2012). K-S test results for the historical period are summarized in Figs. 4 and 5 for both the raw GCM and bias-corrected outputs. Over the calibration period, the median percentage of grid cells passing the K-S test for the 11 ETCCDI indices lies between 40% and 60% for the raw GCM outputs. As DQM and QDM reduce to QM within the calibration sample, the three bias correction methods perform equivalently over the calibration period; the median number of tests passed exceeds 99.5% of grid cells for all GCMs. [Note that the rejection rate is smaller than anticipated based on a nominal 1% significance level. Given that the K-S test is being applied in a diagnostic rather than formal significance testing context, we have chosen to continue with its use for consistency with Bürger et al. (2012).] In the calibration period, median values of the K-S test statistic D, the maximum difference between cumulative distribution functions, lie between 0.4 and 0.5 for the raw GCM, with the three quantile mapping algorithms reducing this to ~0.17. Despite algorithms being applied to daily GCM data, distributions of the annual ETCCDI indices are successfully corrected by quantile mapping. As expected, the raw GCM outputs pass the K-S diagnostic test at a similar rate over the validation period as the calibration period. For reference, Fig. 6 shows the proportion of grid cells passed for each ETCCDI index in the validation period. Validation performance for the bias correction algorithms is relatively stable and consistent across variables and between methods for the three GCMs, in all cases showing a modest drop relative to the calibration period (median of 91% tests passed and a K-S D statistic of 0.29 for QM, DQM, and QDM). Because GCM-projected changes due to external forcings over the historical period are small relative to natural variability, use of additional information about trends in the mean or quantiles by DQM and QDM does not lead to improvements in historical skill relative to QM. In general, all three algorithms are robust and capable of correcting large systematic biases that are present in the GCM representations of the ETCCDI indices over the historical simulation period.

c. Relative changes in precipitation extremes indices

Following validation of historical performance, the ability of the bias correction algorithms to preserve relative changes in annual precipitation indices for future GCM simulations is evaluated using the PRCTTOT, R95pTOT, R99pTOT, Rx1day, and Rx5day indices. Of the 11 ETCCDI indices, these 5 are selected as they do not depend on a large, fixed-magnitude threshold (e.g., R10mm or R20mm) or they are only weakly dependent on the 1-mm wet day threshold. Avoidance of fixed thresholds means that it can reasonably be argued that relative changes in the raw GCM indices should be preserved by bias correction. Thirty-year climatological mean values of each index are computed at each grid cell for the 1971–2000 (1980s) historical period and the 2080s future time slice from the RCP8.5 scenario. Projected relative changes for the 2080s period are computed with respect to the 1980s for the raw GCM outputs and the QM, DQM, and QDM bias-corrected outputs. Root-mean-square error (RMSE) and bias statistics taken with respect to the GCM-projected relative changes are then calculated over the Canada-wide domain for the different methods. RMSE results are summarized in Fig. 7.

Based on values of RMSE aggregated over the five ETCCDI indices and three GCMs, QDM and QDM outperform QM by a large margin. QDM, which performs additional corrections on the quantiles, reproduces GCM-projected changes marginally better than QDM overall.

### Table 1. The 11 ETCCDI precipitation extremes indices used to validate the historical performance of the bias correction algorithms. The final column indicates whether a given index is used to assess the reproduction of relative changes between historical and future periods. These indices do not depend strongly on fixed magnitude thresholds that would be affected by bias correction. Routines for calculating ETCCDI indices are provided by Bronaugh (2014).

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
<th>Relative change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rx1day</td>
<td>Annual maximum 1-day precipitation</td>
<td>x</td>
</tr>
<tr>
<td>Rx5day</td>
<td>Annual maximum consecutive 5-day precipitation</td>
<td>x</td>
</tr>
<tr>
<td>SDII</td>
<td>Simple daily precipitation intensity index in wet days</td>
<td></td>
</tr>
<tr>
<td>R1mm</td>
<td>Annual count of days when precipitation ≥ 1 mm (wet days)</td>
<td></td>
</tr>
<tr>
<td>R10mm</td>
<td>Annual count of days when precipitation ≥ 10 mm</td>
<td></td>
</tr>
<tr>
<td>R20mm</td>
<td>Annual count of days when precipitation ≥ 20 mm</td>
<td></td>
</tr>
<tr>
<td>CDD</td>
<td>Maximum length of dry spell (consecutive dry days &lt; 1 mm)</td>
<td></td>
</tr>
<tr>
<td>CWD</td>
<td>Maximum length of wet spell (consecutive wet days ≥ 1 mm)</td>
<td></td>
</tr>
<tr>
<td>R95pTOT</td>
<td>Annual total precipitation when daily wet day amount &gt; 95th percentile</td>
<td>x</td>
</tr>
<tr>
<td>R99pTOT</td>
<td>Annual total precipitation when daily wet day amount &gt; 99th percentile</td>
<td>x</td>
</tr>
<tr>
<td>PRCTTOT</td>
<td>Annual total precipitation in wet days</td>
<td>x</td>
</tr>
</tbody>
</table>
These relative ranks hold for all of the indices except 
PRCPTOT, the ETCCDI index that is most representa-
tive of the mean of the distribution. In this case, QDM is 
the worst performer for MIROC5 and CanESM2 but is the 
best for CCSM4. As noted earlier, QDM is not guaranteed 
to preserve changes in the mean, so poorer PRCPTOT 
performance for some GCMs is not unexpected.

To investigate performance in more detail, distribu-
tions of GCM-projected relative changes in the ETCCDI 
indices are shown in Fig. 8 for the 2080s; these are 
accompanied by distributions of QM, DQM, and 
QDM biases relative to the raw GCM changes. Con-
sistent with RMSE results shown in Fig. 7, biases for 
DQM and QDM are of similar magnitude (although 
QDM has a large impact in a small number of cases, 
particularly for R99pTOT), and are generally much 
smaller than those exhibited by QM. QM shows a 
marked tendency toward heavily right-skewed distri-
butions, characterized by large positive outliers that 
are of comparable magnitude to the underlying GCM 
change signals themselves.

d. Generalized extreme value analysis

Next, bias correction methods are evaluated based on 
their ability to preserve relative changes in estimated 
magnitudes of 20-yr return period daily maximum pre-
cipitation. Twenty-year return magnitudes, rather than 
those for longer return periods, and hence more extreme 
events, have been reported for CMIP3 and CMIP5 GCMs 
by Kharin et al. (2007, 2013) as a means of striking a 
balance between the rarity of the extreme event and 
uncertainty in the estimated return magnitudes. This
complements the analysis of annual ETCCDI indices presented above, which provides information for more modest extremes.

Return magnitudes are estimated by fitting a stationary GEV distribution to annual Rx1day series via the method of generalized maximum likelihood (Martins and Stedinger 2000), following Cannon (2010), using the shape parameter prior of Papalexiou and Koutsoyiannis (2013) (see appendix B). GEV parameters and return magnitudes are estimated separately for the 1980s historical period, as well as the 2020s (2011–40), 2050s (2041–70), and 2080s periods for the RCP8.5 scenario.

Estimated 20-yr return magnitudes for the 1980s are shown in Fig. 9 for the observations and raw GCM outputs. In terms of spatial patterns, historical 20-yr return magnitudes for the three GCMs are broadly consistent with observations, exhibiting anomaly correlations between 0.77 and 0.87. However, as indicated by slope and intercept values of best-fit lines between the GCM-simulated and observed magnitudes in Fig. 9, the GCMs, most notably CanESM2 and CCSM4, are biased with respect to observations. A slope value that differs from one indicates the presence of conditional bias (i.e., the bias depends on the magnitude of the modeled value); an intercept value that differs from zero indicates unconditional bias, the degree to which the modeled mean differs from the observed mean after correcting for conditional bias (Stewart and Reagan-Cirincione 1991). Following adjustment of the daily values by QM, DQM, and QDM, biases in the estimated 20-yr return magnitudes of annual maxima in the 1980s calibration period are removed. Maps (not shown) are
visually indistinguishable from observations, with anomaly correlations $>0.99$, slopes between 0.98 and 1.01, and intercepts between 0.06 and 0.44 mm day$^{-1}$ for the three bias-corrected GCMs. The corresponding correlation, slope, and intercept values for the 1950–70 and 2001–05 out-of-calibration years have ranges of 0.91–0.93, 1.03–1.07, and 0.92–1.73 mm day$^{-1}$ respectively, which are substantial improvements relative to the raw GCM values.

After verifying that the bias correction algorithms are capable of correcting historical 20-yr return magnitudes, we turn to performance of the projected change signal. Figure 10 shows distributions of projected relative changes, taken with respect to the 1980s, for raw outputs from the three GCMs, as well as bias-corrected outputs from QM, DQM, and QDM. Results are presented for the 2020s, 2050s, and 2080s time slices. Raw GCM-projected changes in the 2020s are similar across the three GCMs, with increases in the 20-yr return magnitude projected at the majority of grid cells; the median increase over the domain ranges from $1\%$ for CCSM4 to $18\%$ for MIROC5. By the 2050s, this increases to from $+10\%$ to $+18\%$, and by the 2080s to from $+18\%$ to $+37\%$. The distribution of changes is slightly right skewed, with a small number of positive grid cell outliers seen in most of the GCM/time slice combinations. Relative to the raw GCM outputs, QM modifies the projected relative change signal by a substantial margin. Median relative changes are amplified by factors of 1.45–2.44, with values for the 2020s, 2050s, and 2080s ranging from $+11\%$ to $+15\%$, $+19\%$ to $+28\%$, and $+29\%$.
to +53% respectively. The distribution is heavily right skewed; relative changes in excess of +300% are projected at some grid cells in each GCM/time slice combination, with a maximum of +573% noted for MIROC5 in the 2080s. For comparison, the maximum projected change by MIROC5 in the 2080s is just +117%. Note that we do not claim that the GCM-projected trends are physically realistic, only that the QM can alter these trends considerably as an artifact of its application. With that said, taking into account GCM-projected changes in surface air temperature (e.g., median of +6 K for summer and +10 K by 2100 for winter over the northern portion of the study domain; IPCC 2013), the changes in extreme precipitation greater than +300% that are projected by QM are well in excess of levels anticipated by Clausius–Clapeyron or observed super Clausius–Clapeyron scaling relationships in the extratropics (O’Gorman 2012; Berg et al. 2013).

Consistent with results from the synthetic example in section 4 and Maraun (2013) and Maurer and Pierce (2014), we find that the largest QM outliers tend to occur at grid cells where the raw GCM underestimates, relative to observations, the variance of the fitted GEV distribution in the historical period (appendix B). In this case, underestimation of historical observed variance is noted at 68% of grid cells where the projected difference in relative change between QM and the raw GCM exceeds 200% points (i.e., the arithmetic difference between the two percentages); similarly, all
projected differences in excess of 300% points occur at grid cells where the GCM underestimates the historical variance.

Distortion of the average change signal is much more modest for DQM, with median relative changes amplified by factors ranging between 1.15 in the 2080s for MIROC5, with the time slice and GCM exhibiting the largest amplitude changes, and 2.07 in the 2020s for CCSM4, with the time slice and GCM with the smallest amplitude changes. While large outliers are still present in the DQM outputs, the largest projected relative change is +241% for MIROC5 in the 2080s, which is less than half that of QM. Finally, distortion of the average change signal is the smallest for QDM, with median relative changes amplified by factors ranging between 1.1 in the 2080s for MIROC5 and 1.7 in the 2020s for CCSM4. Similarly, the number of outliers and their magnitudes are more consistent with the underlying GCMs than for either QM or DQM, with a maximum projected change in 20-yr return magnitude of +138% for MIROC5 in the 2080s.

For reference, spatial patterns of relative changes in 20-yr return magnitude for the 2080s are shown in Figs. 11–13. Anomaly correlations taken with respect to the GCM-projected relative change field are lowest for QM (0.52–0.62), followed by DQM, (0.73–0.82), with QDM most closely reproducing results from the raw GCM (0.82–0.86). Similarly, slopes and intercepts of best-fit lines between the bias-corrected and GCM outputs show that QM suffers from the largest conditional and unconditional bias, with both DQM and QDM replicating the GCM projections more closely.
6. Conclusions

Quantile mapping algorithms are commonly used to bias correct daily precipitation series from climate models so that distributional properties more closely match those of historical observations. Furthermore, it has been argued that projected trends should be preserved following bias correction so that the underlying model’s climate sensitivity is respected. For variables related to atmospheric moisture, like precipitation, preserving the relative change signal is necessary to maintain physical scaling relationships with model-projected temperature changes (e.g., the Clausius–Clapeyron equation). Thus, for precipitation, the goal is to correct systematic distributional biases relative to historical observations, and then, to the extent possible subject to this correction, maintain model-projected relative changes.

Quantile mapping algorithms, however, have been shown to modify the magnitude of projected trends in mean precipitation quantities (Hagemann et al. 2011; Themeßl et al. 2012; Maraun 2013; Maurer and Pierce 2014). In this study, we investigated the extent to which quantile mapping algorithms corrupt relative trends in precipitation extremes, as characterized by annual ETCCDI indices, 20-yr return magnitudes of annual precipitation maxima, and quantiles lying in the tails of the distribution. Following the quantile delta/perturbation methods (Olsson et al. 2009; Willems and Vrac 2011), we first presented a form of quantile mapping, the QDM bias correction algorithm, that explicitly preserves relative

![Boxplots showing distributions of grid cell relative changes in 20-yr annual maximum precipitation return magnitudes for the 2020s, 2050s, and 2080s periods taken with respect to the 1980s historical period for (a) raw GCM, (b) QM, (c) DQM, and (d) QDM outputs. For reference, horizontal dashed lines show the minimum and maximum relative change taken over the GCM grid cells.](image-url)
changes in all quantiles of a distribution. In appendix A, we showed that the quantile delta/perturbation, QDM, and equidistant/equiratio CDF matching (Li et al. 2010; Wang and Chen 2014) methods are all fundamentally similar. Depending on formulation, they will either preserve relative or absolute changes in quantiles simulated by a climate model. We then compared QDM against DQM, which preserves changes in the mean, and against the standard QM algorithm on synthetic data and daily CMIP5 projections from three GCMs.

Based on these analyses, QM is found to inflate relative trends in precipitation extremes indices projected by GCMs, often by a substantial amount, whereas DQM and QDM are less prone to this issue; both of these algorithms perform roughly equally well in terms of reproducing relative changes in the annual ETCCDI indices. For the more extreme 20-yr return values of annual precipitation maxima, QM modifies the projected GCM trends by a very large margin. By the 2080s, relative changes in excess of $+500\%$ are noted at some locations for 20-yr return values, whereas raw GCM changes do not exceed $+120\%$. QM thus inflates the maximum change signal by over a factor of 4. For comparison, maximum changes by DQM and QDM near $+240\%$ and $+140\%$, respectively, an inflation of 2.0 and 1.2 times the raw GCM signal, respectively.

As noted earlier, we do not claim that the GCM-projected or bias-corrected trends are physically realistic, only that the QM can alter the underlying GCM trends considerably as an artifact of its application. If the
goal is to reproduce relative trends in precipitation extremes as originally simulated by a climate model, then the use of standard QM for bias correction cannot be recommended. Instead, some form of quantile mapping that takes into account future trends, minimally in the mean, or, more comprehensively, in all quantiles, is preferred. While it is outside the scope of this paper, one could invoke physical arguments as a means of assessing the realism of projected trends in precipitation extremes by a bias correction algorithm. For example, following Westra et al. (2013), a nonstationary GEV analysis of observed precipitation extremes with temperature anomalies as a covariate could be used to diagnose the observed scaling behavior of precipitation with temperature and assess its adherence to Clausius–Clapeyron and other physical scaling relationships. Climate model output could be analyzed similarly, and an assessment of the extent to which models reproduce observed sensitivities, both historically and in the future, could then be made. If models and observations show similar sensitivities, but a bias correction algorithm does not, then there would be a strong physical basis for rejecting that algorithm.

In terms of the quantile mapping algorithms, we only considered the simplest of methods, namely calculating empirical CDFs over 30-yr sliding windows, for estimating future distribution and quantile functions. It is possible that more parsimonious methods, such as asynchronous regression (Stoner et al. 2013), may be more robust. Similarly, more flexible time-dependent quantile regression (Koenker and Schorfheide 1994; Cannon 2011) or parametric conditional density estimators (Cannon 2008, 2012), both of which can accommodate mixed discrete-continuous variables such as precipitation, may also perform better in this application. In addition, we did not consider applying bias corrections separately on different time scales, as recommended by Hempel et al. (2013), but note here that quantile mapping algorithms can be applied in this manner. Finally, we recommend that close attention...
be paid to other issues raised in recent critiques of quantile mapping algorithms (Ehret et al. 2012; Maraun 2013). Care must be taken when applying quantile mapping algorithms, as is the case with any postprocessing technique for climate model outputs, to ensure their fitness for the purpose at hand.
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**APPENDIX A**

**QDM and Equidistant CDF Matching**

As shown in the body of the paper, the QDM method described in section 3 preserves the relative change signal in modeled quantiles of a ratio variable, with the underlying algorithm following directly from the quantile perturbation/quantile delta change and DQM methods (Olsson et al. 2009; Willems and Vrac 2011; Bürger et al. 2013). We show here that an additive form
of the QDM algorithm, despite differences in motivation, description, and presentation, is equivalent to the equidistant CDF matching algorithm of Li et al. (2010). Equidistant CDF matching is described by Li et al. (2010, p. 6) as follows: “For a given percentile, we assume that the difference between the model and observed value during the training period also applies to the future period, which means the adjustment function remains the same. However, the difference between the CDFs for the future and historic periods is also taken into account.” Similarly, Wang and Chen (2014, p. 1) state: “Though it incorporates the change in distribution, the fundamental assumption of this method is that the difference between modeled and observed values over the reference period will be preserved in a future period.” The emphasis is foremost on the historical bias in the climate model. Following Olsson et al. (2009) and Willems and Vrac (2011), QDM focuses on preserving the future change signal in quantiles simulated by a climate model. Given that equidistant CDF matching starts with its eye on the historical bias and QDM on the future change signal, it might be expected that the two approaches are fundamentally different. As we show here, however, this is not the case.

To demonstrate for additive changes, we follow the presentation in section 3. The nonexceedance probability of a model projected variable $x_{m,p}$ at time $t$ is

$$\tau_{m,p}(t) = F_{m,p}^{-1}(x_{m,p}(t)), \quad \tau_{m,p}(t) \in \{0, 1\},$$

with the corresponding modeled $\tau_{m,p}$ quantile in the historical period given by entering this value into the historical inverse CDF, $F_{m,h}^{-1}$. The absolute change in quantiles between the historical and future periods is then given by

$$\Delta_m(t) = F_{m,h}^{-1}(\tau_{m,p}(t)) - F_{m,h}^{-1}(\tau_{m,p}(t)) = x_{m,p}(t) - F_{m,h}^{-1}(\tau_{m,p}(t)).$$

(A2)

The modeled $\tau_{m,p}$ quantile at time $t$ is bias corrected by applying the inverse CDF estimated from observed values $x_{o,h}$ over the historical period

$$\hat{x}_{o,m,h,p}(t) = F_{o,h}^{-1}(\tau_{m,p}(t)).$$

(A3)

Finally, the bias-corrected future projection at time $t$ is given by adding the change signal in quantiles $\Delta_m(t)$ to this historical bias-corrected value

$$\hat{x}_{m,p}(t) = \hat{x}_{o,m,h,p}(t) + \Delta_m(t)$$

(A4)

which means that model-projected absolute changes are preserved. Combining Eqs. (A1)–(A4) gives

$$\hat{x}_{m,p}(t) = F_{o,h}^{-1}\{F_{m,p}^{(t)}[x_{m,p}(t)]\} + x_{m,p}(t) - F_{m,h}^{-1}\{F_{m,p}^{(t)}[x_{m,p}(t)]\}.$$

After rearranging, this results in

$$\hat{x}_{m,p}(t) = x_{m,p}(t) + F_{o,h}^{-1}\{F_{m,p}^{(t)}[x_{m,p}(t)]\} - F_{m,h}^{-1}\{F_{m,p}^{(t)}[x_{m,p}(t)]\},$$

which is the same as the equidistant CDF matching method of Li et al. [2010, their Eq. (2)]. Thus, the additive form of QDM and equidistant CDF matching both preserve absolute changes in quantiles, a property which may not have been clear in the original exposition of equidistant CDF matching (and which is more suited to variables like temperature rather than precipitation). Finally, we note that a multiplicative (i.e., ratio) rather than additive form of equidistant CDF matching was raised in passing by Li et al. (2010, p. 10): “For precipitation, an issue arises in some dry regions where the model has essentially no skill at all [...]. For these grid points, we use the ratio of the future to the current climate in the model instead of the difference as the transfer function to adjust the observed CDFs.” Thus, the equidistant/equiratio CDF matching, quantile delta/perturbation, and QDM methods are all fundamentally similar. Depending on formulation, they will either preserve relative or absolute changes—the “deltas”—in quantiles simulated by a climate model.

APPENDIX B

Generalized Extreme Value Distribution

Methods used to fit the GEV distribution parallel those described by Cannon (2015a,b) and the text here follows from these references. The extreme value theorem states that the block maximum of a sequence of properly normalized independent and identically distributed random variables can only converge to the GEV distribution as the number of variables tends to infinity. Because of its role as a limiting distribution for block maxima, the GEV distribution is often recommended for analyzing annual precipitation extremes (Coles 2001). The GEV distribution, $GEV(\xi, \alpha, \kappa)$, is specified by three parameters: the location $\xi$, the scale $\alpha (\alpha > 0)$, and the shape $\kappa$. The probability density function of a series $x$ drawn from a GEV distribution is given by

$$f(x; \xi, \alpha, \kappa) = \frac{1}{\alpha} \left[1 + \kappa \left(\frac{x - \xi}{\alpha}\right)\right]^{-1/\kappa}.$$
with the corresponding cumulative distribution function (CDF) given by

\[ F(x; \xi, \alpha, \kappa) = \exp \left[ - \left\{ 1 - \kappa \left( \frac{x - \xi}{\alpha} \right) \right\}^{1/\kappa} \right], \quad \kappa \neq 0, \quad 1 - \kappa \left( \frac{x - \xi}{\alpha} \right) > 0 \]

and

\[ F(x; \xi, \alpha, \kappa) = \exp \left[ - \exp \left\{ - \left( \frac{x - \xi}{\alpha} \right) \right\} \right], \quad \kappa = 0. \]

The inverse CDF or quantile function, which determines \( x_\tau \) quantiles of the GEV distribution with probability \( \tau \in (0, 1) \)—that is, for a return period of \( T = 1/(1 - \tau) \) years—is given by

\[ x_\tau = F^{-1}(\tau; \xi, \alpha, \kappa) = \xi + \alpha \log(1 - (1 - \tau)^{1/\kappa}). \quad \kappa \neq 0 \]

and

\[ x_\tau = F^{-1}(\tau; \xi, \alpha, \kappa) = \xi - \alpha \log(1 - \tau). \quad \kappa = 0. \]

For later reference, the variance of the GEV distribution for \( \kappa \neq 0 \), \( \kappa > -0.5 \) is given by

\[ \sigma^2 = \frac{\alpha^2 (\xi - \mu)^2}{\kappa^2} \] where \( \xi = \Gamma(1 + \frac{1}{\kappa}) \) and \( \Gamma \) is the gamma function.

The sign of the shape parameter \( \kappa \) determines which of three forms the GEV distribution takes. Following the convention in hydroclimatology, \( \kappa = 0 \) corresponds to the two parameter Gumbel distribution with unbounded tails; \( \kappa < 0 \) to the Fréchet distribution, which is bounded below and has a heavy upper tail; and \( \kappa > 0 \) to the reversed Weibull distribution, which is bounded above. Recent studies on Canadian rainfall series have demonstrated that rainfall extremes are well represented by the Fréchet form of the GEV distribution (\( \kappa < 0 \)) (Adamowski et al. 1996; Alila 1999), which is consistent with analyses of global precipitation records that recommend excluding the reversed Weibull form of the GEV distribution and constraining \( \kappa \in \{-0.5, 0\} \) during parameter estimation (Papalexiou and Koutsoyiannis 2013). To accomplish this, we adopt the method of generalized maximum likelihood (Martins and Stedinger 2000), as implemented by Cannon (2010), using a shifted beta(44.7, 71.1) prior for \( \kappa \) following Papalexiou and Koutsoyiannis (2013).
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