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ABSTRACT

Arctic haze has a distinct seasonal cycle with peak concentrations in winter but pristine conditions in summer. It is demonstrated that the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric general circulation model (AM3) can reproduce the observed seasonality of Arctic black carbon (BC), an important component of Arctic haze. The model is used to study how large-scale circulation and removal drive the seasonal cycle of Arctic BC. It is found that despite large seasonal shifts in the general circulation pattern, the transport of BC into the Arctic varies little throughout the year. The seasonal cycle of Arctic BC is attributed mostly to variations in the controlling factors of wet removal, namely the hydrophilic fraction of BC and wet deposition efficiency of hydrophilic BC. Specifically, a confluence of low hydrophilic fraction and weak wet deposition, owing to slower aging process and less efficient mixed-phase cloud scavenging, respectively, is responsible for the wintertime peak of BC. The transition to low BC in summer is the consequence of a gradual increase in the wet deposition efficiency, whereas the increase of BC in late fall can be explained by a sharp decrease in the hydrophilic fraction. The results presented here suggest that future changes in the aging and wet deposition processes can potentially alter the concentrations of Arctic aerosols and their climate effects.

1. Introduction

The discovery of accumulation of visibility-reducing aerosols in the Arctic during late winter and early spring (known as Arctic haze) dates back to the late 1800s (Garrett and Verzella 2008, and references therein). After being underappreciated for decades, the haze was rediscovered by pilots flying over the North American Arctic in the 1950s (Mitchell 1957). Since then the haze has been attracting interests among researchers. The haze has its root cause in the long-range transport of air pollution originating from the midlatitude industrial regions (Barrie 1986) and can have an influence on Arctic climate (Law and Stohl 2007). The haze is a mixture of both light-scattering and light-absorbing aerosols. Black carbon (BC), which accounts for most of the aerosol absorption (Law and Stohl 2007), is a minor but important component of Arctic haze. BC poses strong positive radiative perturbations by absorbing solar radiation, by interacting with clouds, and by reducing the surface albedo when deposited onto snow and ice (Quinn et al. 2007). The surface temperature in the Arctic increased more than the global average since the late twentieth century, coinciding with a rapid decline of sea ice (Bindoff et al. 2013). Besides greenhouse gases, increased BC and decreased scattering aerosols (e.g., sulfate) in the Arctic due to the long-term emission trends were postulated to have contributed to this amplified Arctic climate change (Shindell and Faluvegi 2009).

A distinct seasonal cycle of Arctic BC concentrations is present in measurements. Long-term surface observations at Alert and Barrow show that BC concentrations tend to peak during late winter and early spring before starting to decline in April, and reach a minimum during summer (Sharma et al. 2006). Recent aircraft measurements of BC have shown that the seasonal change in BC vertical structures is in agreement with the seasonality of
surface concentrations (Koch et al. 2009; Eckhardt et al. 2015). Different seasonally dependent mechanisms, such as atmospheric transport and removal, have been posited to explain the seasonal cycle of Arctic BC.

Previous studies have shown that similar to other aerosols, Arctic BC is dominated by emissions from Europe and the Asian part of Russia, with smaller contributions from East Asia and North America (e.g., Stohl 2006; Shindell et al. 2008). A dynamically oriented view holds that during the haze season (winter and spring), meridional transport from midlatitude source regions to the Arctic is stronger because of vigorous large-scale circulation. The presence of Siberian high pressure helps steer polluted European air into the Arctic by transient and stationary eddies (Barrie 1986; Iversen and Joranger 1985). Using a Lagrangian particle dispersion model, Stohl (2006) has shown that in winter the diabatic cooling of air traveling over ice and snow facilitates penetration of the polar dome (surface of constant potential temperature) and transport to the Arctic lower troposphere. In contrast, pollution is diabatically transported to higher altitudes and diluted in summer (Klonecki et al. 2003). On the other hand, Ma et al. (2013) has shown that the circulation features do not have a strong effect on surface concentrations of Arctic BC in the Community Atmosphere Model.

Another mechanism that contributes to the seasonality of Arctic BC is the slower removal in winter. As a major sink term for aerosols, wet scavenging by precipitation (rain and snow) is modulated heavily by cloud microphysics. BC particles become effective ice nuclei (IN) only when the temperature is below approximately 240 K (Friedman et al. 2011) and is thus not effectively removed by ice clouds. In mixed-phase clouds, the Bergeron process (i.e., evaporation of liquid droplets in the presence of ice crystals) releases aerosols contained in cloud droplets back into air (Cocoz et al. 2008), so the wet scavenging in mixed-phase clouds is much less efficient than in liquid clouds. The low efficiency of ice cloud and mixed-phase cloud scavenging favors accumulation of aerosols at cold temperatures. Previous studies have found that different treatments of aerosol removal in models are a leading cause of the spread in simulated BC burdens. Improving the wet deposition scheme in models has been shown to significantly increase Arctic BC burdens in winter and thus result in better simulation of the seasonal cycle (e.g., Liu et al. 2011; Bourgeois and Bey 2011; Browse et al. 2012; Wang et al. 2013). Dry deposition also has seasonal variations and is weaker in winter when the stable boundary layer inhibits turbulent mixing (Quinn et al. 2007). It, however, accounts for only a small portion of the total removal and affects mainly the surface concentrations of Arctic haze (Liu et al. 2011). Another key factor determining BC concentrations is the aging process, which refers to the transformation from hydrophobic to hydrophilic aerosols resulting from coating by soluble species (Petters et al. 2006). Only aged BC particles can act as cloud condensation nuclei (CCN) and be removed by in-cloud scavenging. As a result, the aging rate has a large effect on global BC concentrations and distributions. Previous studies have shown that incorporating microphysical process into treatment of the aging process yields a slower aging rate in winter and improves the models' capability in simulating the seasonal cycle of Arctic BC (Liu et al. 2011, 2016).

It is important to note that the aforementioned mechanisms (viz., large-scale circulation, cloud microphysics, and aging) are not mutually exclusive; they could all act to induce seasonality. Yet, the relative importance of these mechanisms in shaping the pronounced seasonal cycle of Arctic BC remains unclear. Although we have a general understanding of how air pollution is transported from the midlatitudes to the Arctic, transport of BC into the Arctic has not been quantified in the literature. On the other hand, most of the current modeling studies confirm the importance of wet deposition by investigating the sensitivity of simulated BC concentrations to different removal schemes. This approach, however, does not rule out the potential influence of transport on the seasonality of Arctic BC. In this paper we seek to provide a comprehensive analysis of the roles of long-range transport and wet removal in controlling the seasonal cycle of Arctic BC by quantifying BC budgets in the Arctic.

2. Model description

This study uses a modified version of the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric general circulation model (AGCM) AM3 (Donner et al. 2011) with a cubed-sphere grid resolution of about 100 km and 48 hybrid vertical levels from the surface to approximately 1 Pa. We conduct a 6-yr hindcast simulation (2008–13), following one year of spinup. The emission inventories reflect 2008–13 conditions. Anthropogenic emissions of aerosol and ozone precursors with seasonal variations are based on Hemispheric Transport of Air Pollution (HTAP) theme 2—a mosaic of regional and global emission inventories for the years from 2008 to 2010 (Janssens-Maenhout et al. 2015)—and are held constant after 2010. Daily resolving biomass burning emissions for 2008–13 are adopted from the Fire Inventory from National Center for Atmospheric Research (NCAR) (FINN; Wiedinmyer et al. 2011) and emitted in the surface layer. The model is forced with observed sea surface temperatures and sea ice, and horizontal winds are nudged to the National Centers for Environmental
Prediction (NCEP) Global Forecast System Reanalysis at approximately 1.4° \times 1.4° horizontal resolution using a pressure-dependent nudging technique (Lin et al. 2012). The latter makes it possible to compare model simulations with observations for specific flight campaigns.

AM3 uses a bulk aerosol scheme and calculates the mass of aerosols based on their emissions, chemical reactions, transport, and wet and dry deposition, as described by Donner et al. (2011). Here we describe briefly the treatment of wet deposition, which is most pertinent to this study. In AM3, all aerosols are treated as externally mixed, and prescribed lognormal size distributions are assumed for computing aerosol activation into cloud droplets. Wet deposition includes in-and below-cloud scavenging by large-scale and convective clouds. For in-cloud scavenging of hydrophilic aerosols, the removal rate is equal to the scavenging efficiency (i.e., the fraction of aerosols that is incorporated into cloud droplets or ice crystals and removed by precipitation) multiplied by the fractional conversion rate of cloud condensate to precipitation. The scavenging efficiency is prescribed for each aerosol type, with consideration of its solubility. In AM3, in-cloud scavenging does not depend on size explicitly. Below-cloud scavenging is considered only for large-scale precipitation and is parameterized following Li et al. (2008).

The treatment of BC in the modified AM3 used in this study has been discussed extensively by Liu et al. (2011) and Fan et al. (2012); here we summarize briefly the key features. The model includes two types of BC: hydrophobic (BCpo) and hydrophilic (BCpi). 80% (40%) of BC emitted from anthropogenic (biomass burning) sources is assumed to be hydrophobic. The hydrophobic BC is then converted to the hydrophilic form at a variable aging rate (Liu et al. 2011). BC aging is assumed to result primarily from the condensation of H2SO4 onto the BC aerosol surface, a common process that has been examined extensively in observational and laboratory studies. H2SO4 is produced from the gas-phase oxidation of SO2 by the OH radical and is rapidly converted to aerosol phase via nucleation or condensation onto existing particles. If it is assumed that during the transport of a plume the mixing with ambient air dilutes the concentrations of SO2 and aerosols at the same rate, one can treat their ratio as a constant. As such, the aging rate is parameterized to be proportional to OH concentrations only, with the implicit assumption that there are always SO2 and aerosol surface available for H2SO4 production. Aging can also occur through other processes (e.g., coagulation), which are believed to be slower and less important than condensation during long-range transport (Oshima et al. 2009). Their collective effect is represented by adding a small constant term to the parameterized aging rate coefficient. The final form of the aging process is

\[ k_a = \beta[\text{OH}] + \delta, \]

where \( k_a \) is the aging rate coefficient, and \( \beta \) and \( \delta \) control the fast and slow aging processes, respectively. In AM3 \( \beta \) (which takes into account the effects of SO2 and aerosol surface) is set to yield an e-folding aging time of 2.5 days under global mean OH concentrations, and \( \delta \) is set by assuming a fixed e-folding time of 20 days for the slow aging processes.

Only hydrophilic BC can be removed by in-cloud scavenging, which is parameterized using a first-order rate coefficient \( k_{\text{scav}} \) (Fan et al. 2012):

\[ k_{\text{scav}} = \frac{F_{\text{scav}, \text{1}}P_{\text{rain}} + F_{\text{scav}, \text{2}}(1-f_{\text{berg}})P_{\text{snow}} + F_{\text{scav}, \text{3}}f_{\text{berg}}P_{\text{snow}}}{Q_{\text{liq}} + Q_{\text{ice}}}, \]

where \( P_{\text{rain}} \) and \( P_{\text{snow}} \) are the three-dimensional rain and snow rates (kg m\(^{-2}\) s\(^{-1}\)), respectively, and \( Q_{\text{liq}} \) and \( Q_{\text{ice}} \) are the liquid and ice cloud water content (kg m\(^{-3}\)), respectively. Also, \( F_{\text{scav}, \text{i}} \) is the scavenging efficiency for precipitation type \( i (i = 1, 2, 3) \), and \( f_{\text{berg}} \) is the fraction of snow produced by the Bergeron process. In this study, \( F_{\text{scav}, \text{1}} \) and \( F_{\text{scav}, \text{2}} \) are set to 0.2, and \( F_{\text{scav}, \text{3}} \) is set to 0.01 to account for the less efficient removal of aerosols by snow produced by the Bergeron process than by rain and snow produced by riming and homogeneous freezing. Both hydrophilic and hydrophobic BC can be removed by below-cloud scavenging and dry deposition. The dry deposition velocity is calculated using the empirical resistance-in-series method with a surface-dependent collection efficiency (Gallagher 2002), resulting in a much smaller dry deposition velocity over snow and ice than over land surfaces (soils and canopy).

Table 1 shows AM3-simulated global and Arctic BC budgets. The global BC emission (7.5 Tg yr\(^{-1}\)) is close to the commonly used values of the industrial-era emission in the Aerosol Comparisons between Observations and Models (AEROCOM) project (Schulz et al. 2006) and is within the range of 4.7–11.4 Tg yr\(^{-1}\) in previous studies. The ratio of wet deposition to dry deposition of BC is 1.14, which lies toward the lower end of the published range (e.g., Koch 2001; Koch and Hansen 2005; Wang...
et al. 2014). This may be related to the weak convective removal of aerosols in AM3 (Paulot et al. 2016), an issue that does not have a direct effect on wet deposition in the Arctic where large-scale precipitation dominates. It may result, however, in stronger high-altitude transport of aerosols in AM3 than in other models. The global mean column burden of BC (0.31 mg m$^{-2}$) is roughly in the middle of the range of previous model estimates (0.11–0.53 mg m$^{-2}$; Bond et al. 2013). Relatively few studies have provided BC budget terms in the Arctic. Local BC emissions are very small as expected. The Arctic mean BC column burden in AM3 (0.12 mg m$^{-2}$) is very similar to that estimated with the Community Atmosphere Model in a recent study (0.13 mg m$^{-2}$; Jiao and Flanner 2016). Wet deposition accounts for more than 85% of the total sink of BC in the Arctic, consistent with previous studies which have shown that wet deposition is the dominant removal pathway of aerosols in remote regions (e.g., Huang et al. 2010; Wang et al. 2014).

3. Simulated and observed seasonal cycle of Arctic BC

While the model treatment of aerosol transport and deposition processes has been improved considerably in recent years and most current models can qualitatively reproduce the seasonal variations of Arctic BC, large biases remain in the amplitudes of simulated seasonal cycles (Shindell et al. 2008; Eckhardt et al. 2015). Figure 1 shows AM3-simulated and observed monthly mean BC surface concentrations at Alert, Barrow, and Zeppelin (Eleftheriadis et al. 2009; Sharma et al. 2004, 2006). Measured BC exhibits similar seasonal variations at all three stations. Its concentrations peak in winter or early spring, followed by a rather precipitous decrease in April and May. The lowest concentrations occur from June to October. On average, BC concentrations in winter (DJF) are higher than in summer (JJA) by a factor of 3–4. The model is able to capture the seasonal cycle, but appears to underestimate BC at Alert and Barrow by a factor of 2–3 throughout the year. The performance of AM3 in simulating surface BC in the Arctic is comparable to the models in the Arctic Monitoring and Assessment Programme (AMAP), which underestimate BC at Alert and Barrow by about a factor of 2 on average, with largest biases during the haze season (Eckhardt et al. 2015). The discrepancy between AM3 and observations may result from model deficiencies, including uncertainties in BC emissions and deposition, or from observational errors, as some of the measurements are indirect and may be subject to rather large biases (Bond et al. 2013).

Figure 1 also compares the simulated BC vertical profiles at high latitudes (66°–85°N) with the aircraft measurements made during the High-Performance
Instrumented Airborne Platform for Environmental Research (HIAPER) Pole-to-Pole Observations (HIPPO) campaigns (Schwarz et al. 2013; Wofsy et al. 2011). The seasonal variations are evident in the data. In January, high concentrations of BC are confined within the boundary layer (HIPPO1). During early spring, there are enhancements of BC at higher altitudes (HIPPO3). BC concentrations at all altitudes start to decrease in June, and remain low throughout summer (HIPPO4 and HIPPO5). Despite some mismatches, AM3 generally reproduces the seasonal variations in BC vertical profiles. Previous studies have found no systematic bias in model-simulated free-troposphere BC when compared with aircraft observations (e.g., Koch et al. 2009; Eckhardt et al. 2015). Yet comparisons of BC vertical profiles are limited by a lack of spatial and temporal coverage of aircraft campaigns, and additional observations are needed for further model validation.

Based on the above results, we conclude that despite the remaining discrepancies between the model and observations, the performance of AM3 in simulating Arctic BC is similar to that of the current generation of models. AM3 is capable of reproducing the seasonal cycle of Arctic BC and thus can be used to study its underlying mechanisms. The improvement in AM3-simulated Arctic BC [compared to the standard version in Donner et al. (2011)] is attributed to the modified BC-related processes (aging, wet removal, and dry deposition) in the model, and Liu et al. (2011) discussed the sensitivity of BC simulation to each process in detail. Since observations show similar seasonality of Arctic BC at the surface and in the free troposphere, we will focus on the BC column burden averaged over the Arctic for the rest of the paper. This allows us to take full advantage of the model and generalize the results to the entire Arctic. The column burden is also more relevant to the radiative effects of BC than the surface concentrations, and has received much attention in the literature.

4. Controlling factors of Arctic BC

We employ a box model of the Arctic region to quantify the key factors controlling Arctic BC concentrations. Given the relatively small emissions from local sources, the prevailing balance is between the meridional BC transport into the Arctic and local deposition. One can write the rate of change in the average BC column burden $C$ ($\text{kg m}^{-2}$) as

$$\frac{dC}{dt} = \frac{F}{S} - W - D,$$

where $F$ is the total net meridional flux into the Arctic ($\text{kg s}^{-1}$), $S$ is the Arctic surface area ($\text{m}^2$), and $W$ and $D$ are the average wet and dry deposition rates ($\text{kg m}^{-2} \text{s}^{-1}$), respectively. Note that $F$ includes transport into and out of the Arctic. Since the dry deposition of BC and the below-cloud scavenging of BCpo in the Arctic region are small (around 10% of the total BC deposition in the Arctic in the model simulation; see Table 1) and can be neglected, Eq. (3) can be simplified as

$$\frac{dC}{dt} = \frac{F}{S} - W_{\text{pi}},$$

where $W_{\text{pi}}$ is the average BCpi wet deposition rate ($\text{kg m}^{-2} \text{s}^{-1}$). Note that $W_{\text{pi}}$ can be written as $rwC$, where $r$ represents the dimensionless hydrophilic fraction of BC $C_{\text{pi}}/C$, (with $C_{\text{pi}}$ being the average BCpi column burden) and $w$ represents the wet deposition efficiency of BCpi $W_{\text{pi}}/C_{\text{pi}}$ ($\text{s}^{-1}$), which can be thought of as the BCpi concentration-weighted in-cloud scavenging rate coefficient $k_{\text{scav, i}}$ defined in Eq. (2), and is different from the wet scavenging efficiency $F_{\text{scav, w}}$. Here $r$ and $w$ are derived from column-integrated quantities, and require no assumption regarding the vertical distributions of BCpi and BCpo. As the AM3-simulated residence time of Arctic BC ranges from 6 to 20 days depending on the season (not shown), we assume a steady state on the monthly time scale and arrive at an expression for $C$:

$$C = \frac{F}{Sr_w}.$$

An inspection of Eq. (5) suggests that elevated BC concentrations could result from stronger transport from midlatitude source regions and/or weaker wet removal. General circulation patterns are important for determining long-range transport fluxes. Wet removal is reduced when a smaller fraction of BC is hydrophilic or the wet deposition efficiency of BCpi is lower. The aging process exerts a strong control over the hydrophilic fraction. The wet deposition efficiency is affected mainly by the phase of precipitation because in-cloud scavenging efficiency differs among liquid, ice, and mixed-phase clouds.

We apply the box model to quantify the roles of the three main variables, namely the meridional BC flux $F$, BC hydrophilic fraction $r$, and BCpi wet deposition efficiency $w$, in controlling the seasonality of Arctic BC. The monthly mean values of $F$, $r$, and $w$ averaged over the Arctic (defined as poleward of 66°N) are computed from our AM3 simulation. Figure 2a compares the monthly mean BC column burdens calculated using the box model with AM3 simulations. The good agreement validates the assumptions made in deriving Eq. (5). The box model captures the seasonal cycle, suggesting that
one can rationalize the seasonality of Arctic BC by examining the three variables defined above.

5. Meridional transport

Like other anthropogenic aerosol species, BC is emitted mainly at the midlatitude industrial regions and carried into the Arctic by atmospheric transport. Isentropic airflow facilitates high-level transport from warm and humid (high equivalent potential temperature $\theta_e$) areas such as North America and East Asia, and low-level transport from comparatively low $\theta_e$ areas such as Europe (Stohl 2006). Cross-isentropic transport due to diabatic heating or cooling also plays an important role (Klonecki et al. 2003). The total meridional BC flux $F$ can be decomposed into contributions from the mean meridional circulation (MMC), stationary eddies, and transient eddies:

$$ F = \left\{ \overline{\nu c} \right\}_{\text{MMC}} + \left\{ \overline{\nu' c'} \right\}_{\text{stationary eddies}} + \left\{ \overline{\nu' c'} \right\}_{\text{transient eddies}}, $$

where $\nu$ is the meridional wind velocity (m s$^{-1}$), and $c$ is the BC mass mixing ratio (kg kg$^{-1}$). Overbars denote monthly means, square brackets zonal means, primes deviations from monthly means, asterisks deviations from zonal means, and curly brackets zonal and vertical integrals (from the surface to ~100 hPa). Figure 2b shows the annual cycle of the total monthly mean meridional BC flux into the Arctic (at 66°N) and its three components. Generally, the total BC flux does not show much variation with time. The average flux is only about 20% higher in DJF than in JJA, far from sufficient to account for the column burden difference between the two seasons (Fig. 2a). The contribution of the mean meridional circulation is very small. The transport is realized almost entirely by the eddy components. The flux by stationary eddies is comparable to that by transient eddies in DJF, while the latter dominates in JJA.

Although the vertically integrated BC flux changes little throughout the year, its vertical structure does vary with the season (Fig. 3). The flux in DJF is characterized by two peaks (one in the boundary layer, and the other at about 500 hPa), which are of different origins. In winter the polar dome extends to about 40°N, allowing the low-level transport of BC from Europe (Stohl 2006). The diabatic cooling occurring when relatively warm air travels over a cold surface (i.e., strong inversion) keeps European BC in the boundary layer. The flux at about 500 hPa is more likely to be a result of transport from lower-latitude regions such as East Asia and North America. In
JJA when BC from all regions experiences diabatic heating and wet removal caused by precipitation, the flux has only one notable peak at about 800 hPa originating from anthropogenic emissions in Europe and boreal forest fires over Eurasia. BC from North America and East Asia is more likely to be transported diabatically to higher altitudes, and diluted and rained out along the path to the Arctic (Klonecki et al. 2003).

We further explore the meridional BC flux in frequency space by applying a time filter. Since the mean meridional flux is negligible, $\overline{\left\langle \sigma_{\text{v}_y} \right\rangle}$ approximates BC transport carried out by eddies with time scales greater than $2n$ days (Hall et al. 1994). Note that the subscript $n$ denotes means of consecutive nonoverlapping $n$-day periods. Figure 4 shows the time-filtered BC flux into the Arctic as a fraction of the total flux. The relative contributions from eddies of different frequencies to the total BC transport are different in the two seasons. In DJF, about 90% of the BC flux is realized by eddies with time scales longer than 10 days. Slightly more than 40% of the BC flux arises from eddies that persist longer than 60 days. In contrast, eddies with time scales longer than 10 days account for less than 50% of the JJA flux, and eddies that persist longer than 60 days have very little contribution to the total flux. Thus, while synoptic eddies dominate in JJA, low-frequency eddies contribute substantially to the total transport in DJF.

The prominence of transient eddies in all seasons suggests that the long-range transport of Arctic haze can be represented, to first order, as turbulent diffusion of midlatitude sources, despite the complexities at the process level (Shaw 1981). The idea of simplifying eddy transport as turbulent diffusion is widely used in understanding the atmospheric transport of heat and potential vorticity (Held 1999). Here we apply it to study tracer transport. For a local downgradient diffusion process, the vertically integrated meridional transient eddy BC flux can be assumed to be proportional to the meridional gradient of the BC column burden:

$$\overline{\left\langle \left(\overline{v} \partial \overline{c} \right) \right\rangle} = -D \frac{\partial}{\partial y} \left\langle \overline{c} \right\rangle,$$  

(7)

where $D$ is the turbulent diffusivity. It is clear from Fig. 5 that there is a strong negative correlation ($r = -0.75$) between the transient eddy flux and meridional gradient averaged at a number of latitudes between 40° and 66°N, which validates the diffusive picture of pollution transport. The magnitude of the slope of the best linear fit with zero intercept ($2.24 \times 10^6$ m$^2$ s$^{-1}$) represents the eddy diffusivity, which is within the range of the estimated values in previous studies (e.g., Bolin and Keeling 1963; Newell et al. 1969; Held 1999). While BC sources and sinks vary throughout the year, the eddy diffusivity does not change substantially with the season. This indicates that the diffusivity is intrinsically determined by atmospheric dynamics rather than specific tracer properties. It would be interesting to see whether this result is robust across different models.

It should be noted that besides the large-scale circulation patterns, BC emissions also play a role in determining the BC flux into the Arctic. Most of the Arctic BC comes from anthropogenic emissions from midlatitude industrial regions and biomass burning
emissions from boreal forest, which have opposite seasonal variations. Anthropogenic emissions are highest during the heating season from November to March, whereas biomass burning emissions are highest from April to August. The total BC emission in the mid-to-high latitudes used in this study has a weak seasonal cycle with a maximum in April and a minimum in September (not shown). This explains some of the difference in the total BC flux between spring and autumn (Fig. 2b).

6. Hydrophilic fraction

Figure 6a (solid line) shows the monthly mean hydrophilic fraction $r$ of Arctic BC, which has a pronounced seasonal cycle. The hydrophilic fraction in DJF is only approximately 40%, while almost all BC is hydrophilic in JJA. Figure 6a (dashed line) shows the monthly mean hydrophilic fraction of the meridional BC flux into the Arctic (i.e., the ratio of BCpi flux to total BC flux), which is very similar to that of Arctic BC. This indicates that the transformation from hydrophobic to hydrophilic BC occurs mainly during the long-range transport, and the seasonal cycle of the Arctic BC hydrophilic fraction is shaped mainly by the aging process along the long-range transport path rather than locally in the Arctic.

Figure 6b shows the monthly mean $e$-folding aging time of BC (the inverse of the aging rate coefficient, computed as the average BCpo concentration divided...
by the average conversion rate from BCpo to BCpi) at 40°–66°N and over the Arctic. During the transport from midlatitudes to the Arctic, the average aging time is much longer in DJF (~10 days) than in JJA (~1 day), resulting in a substantially lower hydrophilic fraction in winter. In the Arctic, the seasonal variations of BC aging time are even greater, which further amplifies the seasonal cycle of the hydrophilic fraction, as shown by the difference between the solid and dashed lines in Fig. 6a.

The parameterized aging scheme in the model (section 2) accounts for the seasonal cycle of the aging process and thus the hydrophilic fraction. The aging rate due to condensation is proportional to OH concentrations. As a result of enhanced solar radiation and specific humidity, OH concentrations are much higher in JJA than in DJF, resulting in more rapid aging by condensation in summer. The aging occurring through other processes (e.g., coagulation) is assumed to have a fixed e-folding time of 20 days, which is longer than that for the aging via condensation during the long-range transport (Fig. 6b, dashed line), and thus does not contribute to the seasonal cycle of the hydrophilic fraction.

The change in the hydrophilic fraction also helps explain the change in Arctic BC during spring and fall. From October to November, there is a sharp decrease in the hydrophilic fraction, resulting in a rapid buildup of BC. Similarly, from March to April, the increase in the hydrophilic fraction contributes to the decline in BC concentrations. The hydrophilic fraction, however, is fairly constant from April to September, in contrast with the continuous decrease in BC starting from April. The wet deposition efficiency plays an important role in driving BC changes during this time period, as discussed in the next section.

7. BCpi wet deposition efficiency

Figure 6c shows the monthly mean wet deposition efficiency of BCpi (w) in the Arctic. The wet deposition efficiency in JJA is about 20% higher than in DJF, contributing to the lower BC in JJA than in DJF. The magnitude of its seasonal cycle, however, is much weaker than that of the hydrophilic fraction r (Fig. 6a). Yet, the wet deposition efficiency increases continuously by a factor of 2 from May to August, driving the transition from moderate BC burdens in late spring to exceedingly low burdens in summer.

The wet deposition efficiency is largely controlled by the in-cloud scavenging rate coefficient k_{scav} [in Eq. (2)]. To better understand the factors determining k_{scav}, we analyze the conversion rate coefficients of cloud condensate to rain k_{rain} and snow k_{snow} through which in-cloud scavenging occurs, which are defined as

\[ k_{\text{rain}} = \frac{P_{\text{rain}}}{Q_{\text{liq}} + Q_{\text{ice}}} \quad \text{and} \quad k_{\text{snow}} = \frac{P_{\text{snow}}}{Q_{\text{liq}} + Q_{\text{ice}}}. \]  

(8)

In this study we use a much larger scavenging efficiency for rain than for snow produced by Bergeron process. Therefore according to Eq. (2), k_{scav} and thus the wet deposition efficiency are determined by k_{rain} rather than k_{snow} when most snow is produced by the Bergeron process, which is the case for the Arctic during the winter (Fan et al. 2012). Figure 6d shows the annual cycle of AM3-simulated k_{rain} and k_{snow} in the Arctic. [Note that P_{rain}, P_{snow}, Q_{liq}, and Q_{ice} are first averaged over the Arctic and then k_{rain} and k_{snow} are calculated using Eq. (8).] Consistent with the seasonal cycle of the wet deposition efficiency, k_{rain} is higher in JJA than in DJF. From May to August, k_{rain} increases by a factor of 2, which helps explain the twofold increase in the wet deposition efficiency. The seasonal variation in k_{rain} is a result of the seasonal cycle of both rain rate P_{rain} and cloud water content Q_{liq} + Q_{ice}. As the atmosphere becomes warmer and holds more water vapor from DJF to JJA, P_{rain} increases by about an order of magnitude (Fig. 6e) due to thermodynamic reasons. However, k_{rain} and the wet deposition efficiency increase by only less than a factor of 2. This is because Q_{liq} + Q_{ice} increases by a factor of 4–5 (Fig. 6f) from DJF to JJA as the clouds become more vigorous, and the wet deposition efficiency is determined by the ratio of P_{rain} to Q_{liq} + Q_{ice} rather than by P_{rain} alone.

In contrast with k_{rain}, k_{snow} is much larger in DJF than in JJA because cold temperature favors snow formation, which is opposite to the seasonal variations in the wet deposition efficiency. Therefore one may expect that models without different removal efficiencies for liquid and mixed-phase clouds cannot reproduce the seasonal cycle of the wet deposition efficiency, and thus the seasonal cycle of Arctic BC concentrations.

It should be noted that as clouds get warmer and contain more liquid water from DJF to JJA, riming overtakes the Bergeron process as the main mechanism for generating snow in the Arctic. In AM3 riming accounts for about 20% and 80% of the total Arctic snow production in DJF and JJA, respectively (not shown). In this study riming is assumed to be as efficient at removing aerosols as rain. The change in the mechanism of snow production, however, does not have a strong effect on the seasonal cycle of the wet deposition efficiency. Since k_{snow} is larger in DJF than in JJA by almost an order of magnitude (Fig. 6d), the conversion rate coefficient of cloud condensate to snow produced by
riming (i.e., $k_{\text{snow}}$ scaled by the riming fraction) reaches a maximum in winter, despite much higher riming fraction in summer. The conversion of cloud condensate to rain is much faster than to snow in summer, indicating that rain is the dominant removal mechanism. As a result, we conclude that the difference in the scavenging efficiency between rain and snow is the primary cause of the seasonal cycle of the wet deposition efficiency, and the change in the dominant mechanism of snow production is a secondary consideration.

8. Concluding remarks

It has long been recognized that aerosols from mid-latitude source regions undergo long-range transport, leading to high concentrations of air pollution in the Arctic during late winter and early spring. Here we apply the GFDL AM3 to analyze the key factors affecting the seasonal variations in Arctic BC. The model is able to reproduce the observed Arctic BC concentrations and seasonality, with 3–4 times higher values in DJF than in JJA. We find that the seasonal cycle of Arctic BC is caused mainly by the seasonality of wet deposition, with a secondary contribution from the long-range transport flux.

The transport of BC at mid-to-high latitudes occurs mainly through stationary and transient eddies, rather than through the mean meridional circulation. Stationary eddies account for approximately 40% of the total flux in DJF, while virtually all the transport is realized through transient eddies in JJA. The vertical distribution of meridional BC transport also varies seasonally. The vertical profile of the BC flux into the Arctic in DJF has two peaks (one in the boundary layer and the other in the midtroposphere), whereas the BC flux in JJA is concentrated in the lower troposphere. The total meridional BC flux into the Arctic, however, changes little throughout the year despite the shift in large-scale circulation.

The wet removal depends on both BC hydrophilic fraction and BC$_{\text{pi}}$ wet deposition efficiency. The hydrophilic fraction is smaller in DJF than in JJA because of the slower BC aging along the long-range transport path to the Arctic during winter. This difference in the hydrophilic fraction plays a dominant role in the large difference in BC concentrations between DJF and JJA. The wet deposition efficiency is lower in DJF mainly because snow produced in mixed-phase clouds is less efficient in removing BC than rain. The decrease in BC concentrations from late spring to summer is due to a gradual but steady increase in the wet deposition efficiency, while the return of BC in late autumn is caused mainly by a sharp decrease in the hydrophilic fraction.

Our results are consistent with the observational analysis of Garrett et al. (2011), which argued that some combination of dry deposition and wet scavenging drives the seasonal cycle of aerosols at low altitudes in the North American Arctic. Here we show that the dominance of wet deposition in determining BC seasonal cycle applies to the entire Arctic. We further explain the seasonality of wet deposition in terms of aging and cloud microphysical processes. While being influenced by complicated physical and chemical factors, these processes are parameterized in the model in a relatively simple way. Measurements of Arctic BC mixing state at different times are required for verifying the assumed OH dependence of the aging rate. Measurements of BC wet deposition and concentrations in rain and snow will be particularly useful for constraining the rain and snow scavenging efficiencies. It should also be noted that besides transport and wet deposition, large uncertainties remain in BC emission inventories, which have not been discussed in this paper. High-latitude BC emissions from gas flaring and residential combustion have a large contribution to Arctic BC concentrations and are potentially crucial for affecting its seasonality (Stohl et al. 2013). Although these sources are included in HTAP emissions, the low biases in model-simulated BC surface concentrations at Alert and Barrow suggest an underestimate of BC emissions at high latitudes. However, as most of the emissions remain close to the surface, their contributions to BC in the middle and upper troposphere in the Arctic are small (Stohl et al. 2013), and will not affect our conclusions, which are based on BC column burden.

In this study the quantitative analysis of the controlling factors is for BC column burden, as opposed to surface concentration. While they share a similar seasonal cycle, the relative importance of the controlling factors is somewhat different. As shown in Fig. 3, the BC flux in the boundary layer (below 900 hPa) in winter is 2–3 times larger than that in summer, contributing to higher surface concentrations. Furthermore, a sensitivity test (not shown) suggests that dry deposition is a very important controlling factor of BC surface concentrations, while wet deposition plays less of a role than it does in causing high BC column burdens in winter.

Although the analysis in this paper focuses on BC, the findings should be generally applicable to other components of Arctic haze. For example, sulfate has a similar seasonal cycle, but with peak concentrations in spring as opposed to winter (as is the case for BC) (Shindell et al. 2008). The difference in the scavenging efficiencies by rain and snow probably dominates the seasonal variations in sulfate. Reducing wet deposition...
by snow has been found to improve the model’s ability to reproduce the observed sulfate concentrations over the United States (Paulot et al. 2016) and in the Arctic (Browse et al. 2012). The shift in the peak may be due to the absence of an aging process since all sulfate is hydrophilic. The seasonal cycle of sulfate production by SO2 oxidation may also play a role in shaping the high sulfate concentrations in spring.

The results discussed here may have implications for understanding the variability and trend in Arctic aerosols and their climate impacts. Since large-scale circulation influences the key processes of long-range transport and the spatial pattern of precipitation, natural climate variability at annual to decadal timescales may play an important role in determining changes in aerosol concentrations in the Arctic (Christoudias et al. 2012; Eckhardt et al. 2003). It would be interesting to apply our analysis to study the effect of climate variability on the characteristics of atmospheric transport and wet deposition. As climate warms, precipitation at high latitudes is expected to increase, but the fraction of snow may decrease (Barnett et al. 2005; Singarayer et al. 2006). These changes tend to enhance the wet scavenging of aerosols and result in a cleaner Arctic atmosphere. A recent study has shown that with constant BC emissions, the annual mean Arctic BC burden will be reduced by 13.6% by the end of the twenty-first century because of the enhanced wet removal in a warmer climate (Jiao and Flanner 2016). The aging process, which is affected by atmospheric composition, may also vary over time. SO2 emissions at midlatitudes have generally declined in recent decades (Streets et al. 2006) and are projected to decrease even more in the future (Levy et al. 2008). This long-term trend in SO2 emissions will result in a decrease in sulfate concentrations but an increase in BC concentrations in the Arctic because of a slower aging process by condensation of H2SO4 and thus weaker wet removal. Therefore it is important to consider the changes in aerosol sources and sinks when using models to examine how aerosols may alter Arctic climate under future emission scenarios.
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