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ABSTRACT

Studies have recently reported statistically significant relationships between observed year-to-year spring Antarctic ozone variability and the Southern Hemisphere annular mode and surface temperatures in spring–summer. This study investigates whether current chemistry–climate models (CCMs) can capture these relationships, in particular, the connection between November total column ozone (TCO) and Australian summer surface temperatures, where years with anomalously high TCO over the Antarctic polar cap tend to be followed by warmer summers. The interannual ozone–temperature teleconnection is examined over the historical period in the observations and simulations from the Whole Atmosphere Community Climate Model (WACCM) and nine other models participating in the Chemistry–Climate Model Initiative (CCMI). There is a systematic difference between the WACCM experiments forced with prescribed observed sea surface temperatures (SSTs) and those with an interactive ocean. Strong correlations between TCO and Australian temperatures are only obtained for the uncoupled experiment, suggesting that the SSTs could be important for driving both variations in Australian temperatures and the ozone hole, with no causal link between the two. Other CCMI models also tend to capture this relationship with more fidelity when driven by observed SSTs, although additional research and targeted modeling experiments are required to determine causality and further explore the role of model biases and observational uncertainty. The results indicate that CCMs can reproduce the relationship between spring ozone and summer Australian climate reported in observational studies, suggesting that incorporating ozone variability could improve seasonal predictions; however, more work is required to understand the difference between the coupled and uncoupled simulations.
1. Introduction

The Antarctic ozone hole has formed each austral spring since the early 1980s where up to half of the total column ozone (TCO) is depleted (Solomon 1999; WMO 2014). Although it has little impact on global temperatures, this long-term ozone depletion has likely influenced the Southern Hemisphere (SH) atmospheric circulation and thus the surface climate. It cools the SH polar stratosphere and strengthens the polar vortex and is associated with a summertime poleward shift and strengthening of the mid-latitude jet (Lee and Feldstein 2013; Seviour et al. 2017), which are strongly associated with the positive phase of the southern annular mode (SAM), the leading mode of climate variability in the SH extratropical circulation (Trenberth 1979; Rogers and van Loon 1982). While increasing greenhouse gases (GHGs) also force a positive summer SAM trend (e.g., Arblaster and Meehl 2006; McLandress et al. 2011; Grise and Polvani 2017), model experiments that have compared the influence of both factors individually have suggested that ozone depletion is likely the dominant factor (e.g., Arblaster and Meehl 2006; McLandress et al. 2011; Polvani et al. 2011; Stone et al. 2016).

In addition to the long-term trend, the size of the ozone hole varies substantially between years due to dynamical processes (Salby et al. 2011, 2012). Years with anomalously small ozone holes are usually associated with stronger winter planetary wave forcing that transports more ozone to the polar region and warms the Antarctic stratosphere, thus weakening the polar vortex. The warmer temperatures inhibit the formation of polar stratospheric clouds that deplete ozone via chemical reactions and hence reduce ozone loss (Salby et al. 2011, 2012). This year-to-year variability in the size of the ozone hole has been linked to variability in the SAM and surface temperatures in the SH. Son et al. (2013) reported a statistically significant negative correlation between September ozone concentration and the October SAM index. Bandoro et al. (2014) further reported a significant relationship between November TCO and seasonal mean summer surface temperatures in the SH midlatitudes, including Australia, with unusually hot summers associated with anomalously small ozone holes (higher TCO) in the previous spring. The connection between spring ozone and summer temperature over Australia is thought to arise due to the link between ozone and the SAM. A negative SAM in summer (associated with high spring ozone) causes anomalous westerly surface winds that lead to decreased precipitation and warmer surface temperatures over subtropical eastern Australia in summer (Hendon et al. 2007; Son et al. 2013; Bandoro et al. 2014).

Australian summer temperature extremes are influenced by large-scale modes of climate variability including El Niño–Southern Oscillation (ENSO), the Indian Ocean dipole, and SAM (Hendon et al. 2007; Risbey et al. 2009; Arblaster and Alexander 2012; Min et al. 2013). ENSO has some predictability on seasonal time scales and has, therefore, traditionally been the main component considered in operational seasonal forecasts (McBride and Nicholls 1983) before the implementation of a dynamical seasonal forecast system (Hudson et al. 2016). The observed connection between spring Antarctic ozone and Southern Hemisphere climate suggests that including real-time stratospheric ozone variability could potentially improve skill in seasonal outlook systems. This is particularly timely as extreme summers in Australia are likely to become more common under future emission scenarios (e.g., Perkins et al. 2015; Perkins-Kirkpatrick et al. 2016). Improved seasonal forecasting could, therefore, be an important adaptation tool for mitigating the impacts of extreme heat events.

However, climate models must be able to reliably simulate ozone behavior and stratospheric–tropospheric dynamics to produce accurate forecasts. Chemistry–climate models (CCMs) are perhaps the most useful model to address these interactions as chemistry is fully interactive and coupled to dynamics and radiation; CCMs, therefore, tend to simulate the impacts of ozone on the circulation and climate better than models with prescribed ozone (e.g., Son et al. 2008; Li et al. 2016). Since chemical reactions cause the ozone hole, it is critical that interactive chemistry is included in the model to capture and predict these interannual relationships.

Many climate model studies have examined the long-term impact of Antarctic ozone depletion on stratospheric and tropospheric circulation and climate (e.g., Gillett and Thompson 2003; McLandress et al. 2011; Polvani et al. 2011) but few have addressed the impact on interannual time scales. Fogt et al. (2009) and Li et al. (2010) reported that a CCM captures observed interannual ozone–SAM and SAM–Brewer-Dobson circulation relationships, respectively. However, a deficiency common to these models is related to a “cold pole” bias present in many CCMs (Eyring et al. 2006), which further delays the breakdown of the polar vortex and likely causes the model to overpredict the impacts of the ozone hole (Lin et al. 2017). Moreover, Seviour et al. (2014) reported that the October mean SAM could be forecast from midstratospheric anomalies at the beginning of August, and Dennison et al. (2015) showed that during the period of ozone depletion, the tropospheric circulation is influenced for up to two months following a stratospheric SAM extreme event. To date, there has yet to be a study that has examined whether climate models can simulate the interannual link between ozone and surface temperatures, leading to improved seasonal forecasts.

The purpose of the present study is to investigate the potential for predicting summer surface temperature
extremes using ozone variability. This involves examining historical simulations from the Whole Atmosphere Community Climate Model (WACCM) and other CCMs to assess whether these models can capture the influence of the interannual variability in the Antarctic spring ozone hole on summer temperatures, with a focus over the Australian continent. This is a necessary first step in examining the potential for its inclusion in a seasonal prediction system.

2. Data and analysis method

a. Observational and reanalysis data

Multiple observational datasets for TCO and surface temperature are used in this study to examine sensitivity to observation and reanalysis uncertainty. Monthly mean TCO fields have been obtained from the NIWA-BS (National Institute of Water and Atmospheric Research–Bodeker Scientific) database (Bodeker et al. 2005; http://www.bodekerscientific.com/data/total-column-ozone). The NIWA-BS data averaged over the polar cap (63°–90°S), are mainly compared to TCO from the Halley Station (herein Halley), which measures ozone variability at a single grid point (75°S, 26°W; https://legacy.bas.ac.uk/met/jds/ozone/data/ZOZ5699.DAT). TCO from the South Pole (90°S, 25°W) and Syowa (69°S, 39°E) stations (http://www.woudc.org) are also examined. Monthly mean surface temperatures are obtained from the European Centre for Medium-Range Weather Forecasts interim reanalysis (ERA-Interim; Dee et al. 2011). ERA-Interim is compared to monthly surface temperature from the Australian Water Availability Project (AWAP; Jones et al. 2009), which is a gridded dataset based on station data. Monthly mean maximum and minimum temperatures for AWAP were averaged to produce monthly mean temperature. The Marshall (2003) SAM index (http://www.nerc-bas.ac.uk/public/icd/gjma/newsam.1957.2007.txt) and ENSO are used to examine links between ozone and modes of climate variability. Gridded observed monthly SSTs from the Hadley Centre Ice and Sea Surface Temperature dataset (Rayner et al. 2003) were used to calculate the Niño-3.4 index (described in section 2d).

b. Model output

This study uses the output from version 1 of WACCM, conducted as part of the Chemistry–Climate Model Initiative (CCMI; Eyring et al. 2013; Hegglin and Lamarque 2015; Morgenstern et al. 2017). WACCM is a fully interactive CCM where chemistry is coupled with dynamics and radiation, and this, therefore, permits chemistry–climate feedbacks. WACCM was chosen as the primary model analyzed as it has been shown to have excellent agreement with observations in the evolution of the Antarctic ozone hole (Marsh et al. 2013) and is one of a limited number of CCMs that is coupled to an ocean (Morgenstern et al. 2017), which is an important characteristic for seasonal prediction. The model domain extends from the surface to 140 km with 66 hybrid sigma-pressure levels, and horizontal resolution of 1.9° latitude by 2.5° longitude (Marsh et al. 2013).

Four WACCM experiments are analyzed in this study to examine the role of ocean coupling for stratospheric–tropospheric relationships and the influence of ozone-depleting substances (ODSs) and GHGs individually. Each experiment has an ensemble of three or five transient simulations that have slightly different initial conditions (Eyring et al. 2013; Morgenstern et al. 2017) and cover 1960–2005:

- REF-C1 (or uncoupled): uses an atmosphere-only model configuration forced with observed SSTs and sea ice and historical radiative forcings (GHGs, ODSs, tropospheric ozone and aerosols, quasi-biennial oscillation, very short-lived species, volcanic aerosols, and solar variability).
- REF-C2 (or coupled): uses the same atmospheric configuration and historical radiative forcings as REF-C1 but is fully coupled to an interactive ocean and sea ice component, and extends to 2100 following the A1 scenario for ODSs (WMO 2014) and representative concentration pathway (RCP) 6.0 scenario (Meinshausen et al. 2011).
- SEN-C2-FODS1960 (herein ODS1960): the same as REF-C2 but with ODSs containing chlorine and bromine set at 1960 levels. Thus, interannual variations in the size of the Antarctic ozone hole will still occur due to dynamic variability, but no ozone depletion is simulated.
- SEN-C2-FGHG (herein GHG1960): the same as REF-C2 but with anthropogenic GHGs fixed at 1960 levels.

The WACCM uncoupled experiment has five simulations available; unless stated otherwise, for consistency only the first three were used to avoid a larger sample size biasing the results compared to the coupled model ensemble. The other two members were tested and produced quantitatively similar results to the three members used in this study.

To examine the strength of the findings in WACCM and evaluate the impact of model biases, nine other CCM1 models are included [ACCESS-CCM, CESM1 CAM4-Chem, CMAM, EMAC-L47MA, EMAC-L90MA, GEOSCCM, MRI-ESM, NIWA-UKCA, and SOCOL; model specifics are available in Morgenstern et al. (2017)]. In total, this facilitates analysis of five models.
with a coupled ocean for REF-C2 and five with an uncoupled ocean that prescribe SSTs and sea ice concentrations using simulations from another climate model. For the CCMs without an ocean, different SSTs and sea ice concentrations were used for REF-C1 and REF-C2. All ensemble members available on the British Atmospheric Data Center were included. For the additional models, the lowest model level was used for the temperature at the surface. We compared the difference between the surface temperature field and lowest model level in the correlation analysis for WACCM, and the difference was negligible.

c. Analysis period

This study examines the period 1979–2005, which represents the overlap period for the satellite data and the model historical period. These years are selected as studies have reported that the relationship between interannual variations in Antarctic ozone and SH surface climate is strengthened during the period of ozone depletion (Fogt et al. 2009; Bandoro et al. 2014) as the ozone hole delays the polar vortex breakdown and leads to increased coupling between the stratosphere and troposphere (Shaw et al. 2011). The Antarctic ozone layer has also shown signs of recovery since 2000 (e.g., Solomon et al. 2016; Chipperfield et al. 2017), and the years before this, therefore, were when stratospheric ozone depletion was largest overall. November ozone and summer (December–February) surface temperatures are the focus of this study for comparison with Bandoro et al. (2014) and when temperature extremes arguably cause more impact. Ozone variability throughout the year in WACCM is in good agreement with observations and tends to peak in October–throughout the year in WACCM is in good agreement with observations and tends to peak in October–November, similar to observations (see Table A1; Roff et al. 2011; Son et al. 2013; Bandoro et al. 2014). Apart from section 3e, all model analysis is conducted for WACCM.

d. Indices

The ozone hole is defined as the weighted area average TCO over the polar cap (63°–90°S), after similar studies (e.g., Son et al. 2013). The ozone index is calculated for September to April only, as observations are unavailable in other months due to polar night. Figures 1a and 1b show the time series of the ozone index in November for the first member of the WACCM uncoupled and coupled experiments, respectively. The interannual variabilities of the ozone hole and all indices are obtained by first removing the long-term linear trend (Figs. 1c,d), following Bandoro et al. (2014). Detrending the data also removes the linear influence of GHG increases.

For WACCM, the SAM index is defined as the difference in standardized zonal mean sea level pressure (SLP) between 40° and 65°S, following Gong and Wang (1999). Strong SAM events are identified when the value is greater or less than one standard deviation (after detrending). The Niño-3.4 index (5°S–5°N, 170°–120°W; Trenberth 1997) is used to analyze the ENSO influence on ozone and SAM.

e. Correlations and composites

Pearson correlation coefficients were calculated between ozone and other variables, after first removing the annual cycle and detrending. These links are examined throughout the year using lag correlations, with the ozone index correlated to each 3-month overlapping surface temperature or SAM period for up to 6 months. To explore the relationships further over Australia, we focus on area-averaged surface temperature in eastern Australia (10°–44°S, 141°–156°E; where at least 50% of each grid box had to comprise of land surface to be included in the calculation) as Bandoro et al. (2014) found that the relationship between November ozone and summer surface temperatures was largest in this region. For analysis with WACCM, the three 26-yr time series from each experiment were concatenated (unless stated otherwise) to provide a larger sample than is possible with the observations and improve the signal-to-noise ratio.

To investigate the influence of large ozone (SAM) anomalies on stratospheric and tropospheric climate, years with high and low November ozone (summer SAM) were identified as years that exceed one standard deviation (after first removing the annual cycle, detrending, and concatenating the three members) (Figs. 1c,d). Composites were then created for the difference between years with high and low November ozone (summer SAM). Statistical significance of correlations and composites were assessed using a two-sided Student’s t test with the degrees of freedom reduced based on the lag-1 autocorrelation, following Bretherton et al. (1999) and Santer et al. (2000).

3. Results

a. Ozone–SAM relationship

The main interest of this paper is the interannual impact of the Antarctic ozone hole on surface temperatures. As the impacts of ozone depletion on surface climate resemble the SAM (see, e.g., Thompson et al. 2011), the interannual link between ozone and SAM is first explored. Figure 2 shows lag correlations between ozone and SAM (the time reference is based on the ozone index) for Halley ozone (75°S, 25°W; Fig. 2a), NIWA-BS ozone (averaged
63°–90° S; Fig. 2b), and the four WACCM experiments (averaged 63°–90° S; Figs. 2c–f) where the three ensemble members for each experiment were first concatenated.

The observations and WACCM experiments all capture strong negative correlations between spring ozone and SAM in the following months, implying that smaller (larger) spring ozone holes are associated with decreases (increases) in the SAM. This association is consistent with long-term ozone depletion leading to a more positive SAM in summer (Thompson et al. 2011). However, it is unclear if interannual ozone variations drive variations in the SAM through the same mechanism by which stratospheric ozone depletion influences the SAM, as other factors, such as winter–spring wave driving, also influence SAM and ozone variations (Thompson et al. 2005; Son et al. 2013; Seviour et al. 2014) and it is difficult to separate cause and effect. Note that while we are focused on the use of ozone for prediction, Fogt et al. (2009) previously found significant negative correlations between observed ozone and SAM also at negative lags, indicating that when the SAM is weak, more ozone is transported to the polar vortex.

There are substantial differences between observational datasets and between model experiments. In the observations, correlations are largest for September–October ozone, whereas the WACCM experiments peak one month later in November–December. A possible cause for the delayed onset in the model experiments could be due to the cold pole bias. For example, Sheshadri and Plumb (2016) found in an idealized atmosphere model that the surface response to polar stratospheric cooling (indicative of ozone depletion) is sensitive to the timing of the cooling. The ozone–SAM link is weaker and less persistent for Halley (Fig. 2a) and could be a consequence of this station being located at the edge of the polar vortex in some parts of the year. Both observational datasets and the WACCM coupled and uncoupled experiments capture a band of positive correlations in March–April, which have been linked to natural variability in the polar vortex (Fogt et al. 2009; Smith and Polvani 2017). Furthermore, the SAM response to ozone concentrations seems to be too persistent in the WACCM coupled experiment (Fig. 2d) compared to the atmosphere-only configuration (Fig. 2c), especially in summer.

The differences between the sensitivity and all forcing experiments provide some indications of the forcings driving observed ozone–SAM links. The GHG1960 experiment (Fig. 2e) looks like the all-forcing (coupled) experiment, indicating that ozone depletion is the main driver of this interannual relationship. There are still significant correlations when ODSs are fixed at 1960 levels (Fig. 2f), although the correlations are less persistent, suggesting that long-term ozone depletion has increased the strength of the ozone–SAM relationship, as also found by Fogt et al. (2009).

**b. Ozone–temperature relationship**

Figure 3 is similar to Fig. 2; however, it shows lag correlations between ozone and eastern Australia surface temperature. Eastern Australia was chosen for the reference region as the observational study by

![Figure 1](image-url)
FIG. 2. Lag correlation between the detrended ozone index and detrended SAM index for each 3-month overlapping period, for 1979–2004 (1980–2005 for the ozone index in January–April). (a) Halley ozone (75°S, 25°W) and (b) NIWA-BS ozone (63°–90°S) with the Marshall (2003) SAM index, and (c)–(f) TCO (63°–90°S) and SAM from WACCM uncoupled, coupled, GHG1960, and ODS1960 experiments, respectively. The horizontal axis indicates the ozone index month. The vertical axis shows the 3-month
Bandoro et al. (2014) showed that the correlation between November ozone and summer surface temperatures was largest in this region. The observations capture significant positive correlations between spring ozone months and seasonal eastern Australia surface temperature, where years with smaller (larger) ozone holes are typically associated with warmer (cooler) temperatures in spring and summer (Figs. 3a–d). However, as mentioned earlier, this result does not demonstrate causality. It is difficult to separate the roles of the polar vortex, wave driving, and ozone concentrations as they are closely related; however, substituting 10-hPa geopotential heights averaged over the polar cap for ozone leads to weaker correlations with Australian temperature in the model. In complementary results to ours, a recent study by Lim et al. (2018) showed that an index of the SH polar vortex is correlated with October and November ozone and with Australian October–January surface temperature.

There are differences between observational datasets, especially when using Halley ozone (Figs. 3a,b), and correlations are less significant overall for AWAP and Halley, compared to ERA-Interim and Halley. A distinct separate band of significant positive correlations is seen for the Halley and ERA-Interim correlations for February ozone (Fig. 3a), which is absent in the other observational correlations. These positive correlations are largest in autumn ($p < 0.01$) and could be related to a trend toward the positive SAM in April–May (Thompson and Solomon 2002; Ivy et al. 2017). As this second band of significant positive correlations is missing for the other datasets, this suggests that there is some uncertainty in the ozone–Australian surface temperature relationship.

It is in the link between ozone and surface temperature that noticeable differences between the WACCM experiments begin to appear. The uncoupled experiment captures significant correlations between spring ozone and eastern Australian surface temperature in the subsequent seasons (Fig. 3e), broadly like the observations, although it peaks slightly later and has significant positive correlations during more months of the year and for longer lags than observed. Studies have found that CCMs tend to overpredict interannual stratosphere–troposphere relationships due to the polar vortex breaking down later than observed (Fogt et al. 2009; Li et al. 2010). This bias may contribute to the overestimated response in the uncoupled experiment (see also section 3a) and likely has implications for improved seasonal forecasting using ozone. Unlike the uncoupled experiment and observations, the coupled experiment does not capture a significant relationship between spring ozone and spring–summer temperatures (Fig. 3f).

The WACCM sensitivity experiments again provide some insight as to the forcings contributing most to the ozone and Australian temperature teleconnection. In the GHG1960 experiment (Fig. 3g), there are strong positive correlations between the year-to-year size of the ozone hole and eastern Australia surface temperature. These correlations are largest in November but occur for more months in the year than observed, like the uncoupled experiment (Fig. 3e). In the ODS1960 experiment (Fig. 3h), there are weak and insignificant correlations between ozone and surface temperature for most months in the year, similar to the coupled experiment. Thus, the impact of GHGs alone results in a weaker response, consistent with previous results (e.g., Fogt et al. 2009; Bandoro et al. 2014) that suggest that long-term ozone depletion has led to an increase in interannual ozone variability (Table A1) and is therefore more able to produce a signal that can influence the surface. The GHG1960 experiment uses the identical configuration to the coupled experiment but with GHGs fixed at 1960 levels. This experiment captures significant correlations between ozone and eastern Australia surface temperature (Fig. 3g), unlike the all-forcing experiment (Fig. 3f), indicating that the WACCM coupled model can simulate this observed connection, but time-evolving GHGs appear to weaken the relationship. We speculate that this could be related to the interactive impact of increasing GHGs on sea ice and SSTs in this model. For example, similarly to most coupled climate models, Antarctic sea ice extent undergoes large declines over the historical period in the coupled experiment, in contrast to the observed increase over the satellite era (Marsh et al. 2013). This decline would likely impact interannual variability in the SAM (e.g., Kidston et al. 2011; Raphael et al. 2011) and hence Australian surface temperatures, although this hypothesis requires further investigation with additional models.
Fig. 3. As in Fig. 2, but for the lagged correlation between the ozone index and eastern Australia surface temperature. Two surface temperature datasets are used for the observations: ERA-Interim (a) with Halley ozone and (c) NIWA-BS ozone, and AWAP with (b) Halley and (d) NIWA-BS.
To provide a global view, surface temperature from ERA-Interim is used for all observational analysis conducted herein. Figure 4 shows the spatial pattern of correlation coefficients of November ozone and summer surface temperatures. These months are examined in detail to evaluate whether WACCM can capture the observed link between November ozone and summer temperatures over Australia found by Bandoro et al. (2014). The two observational ozone datasets (Halley and NIWA-BS) have very similar regional structures (Figs. 4a,b), despite differences in the ozone hole definition and data collection method, indicating that the large-scale patterns are mostly unaffected by these factors. In the Australian region, correlations are largest over southern and eastern Australia. The observed correlations for the period 1979–2004 are not statistically significant over Australia like in the 1979–2012 period (not shown) used by Bandoro et al. (2014), but the pattern is similar.

The WACCM experiments (Figs. 4c,d) capture similar relationships to the observations over the Antarctica polar cap regarding sign and magnitude; however, away from this region, there are noticeable differences in the spatial pattern. The uncoupled experiment has more significant correlations in the tropical Pacific and Indian Oceans and tends to simulate stronger correlations overall than observed (Fig. 4c). Notably, both model experiments incorrectly simulate the sign of the correlations over the Indian Ocean and have weaker magnitude over the Southern Ocean. The uncoupled experiment captures strong positive and significant correlations over Australia, with the largest correlations in the south and southeast, consistent with the observations, whereas the coupled experiment only has low correlations over Australia, as expected from Fig. 3f.

Figure 5 displays the correlation coefficients between November ozone and summer surface temperature in eastern Australia. For the observations, we compared correlations calculated using Halley and NIWA-BS ozone with TCO from the Syowa and South Pole stations (Fig. 5). The relationship is weaker using South Pole ozone and strongest using Syowa ozone instead of Halley ozone, consistent with van Ommen and Morgan (2010), who found a significant relationship between Antarctic snowfall in the Indian Ocean sector and southwest Australian rainfall. The correlations between November ozone and eastern Australia summer surface temperature in the WACCM coupled experiment are weaker overall than the uncoupled experiment and observations (Fig. 5). Using the correlation coefficients for each ensemble member of the WACCM coupled and uncoupled experiments, we conducted an unpaired two-sample $t$ test to assess the significance of the difference of the means. This analysis shows that the difference in the correlation coefficients between the WACCM uncoupled and coupled experiments is statistically significant at the 5% level.

Figure 5 also shows correlations for the ensemble mean of the WACCM uncoupled and coupled experiments. The ensemble mean reduces the natural variability through averaging and thus helps to isolate the forced response. The ensemble mean correlation is larger than the original correlation in both WACCM experiments, indicating that the forcings (i.e., the historical forcings as well as the SSTs and sea ice in the
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**Fig. 4.** Correlation coefficients between detrended November ozone and detrended summer surface temperatures (1979–2004) for (a) Halley ozone and (b) NIWA-BS ozone with ERA-Interim surface temperatures, and (c),(d) ozone and surface temperatures from WACCM uncoupled and coupled experiments, respectively. Hatching indicates correlations that are statistically significant at the 95% level.
uncoupled experiment) are enhancing the interannual signal. Given the time series are detrended, it indicates that either some portion of the GHG or ODS forced changes has not been removed through linear regression or that additional forcings are contributing to the interannual relationships found.

Given that the ensemble mean of the uncoupled experiment has larger correlations than the individual ensemble members (Fig. 5), this suggests that part of the ozone–temperature relationship is due to the boundary conditions (SSTs and sea ice) driving both interannual variations in ozone and variations in Australian temperature. To test this hypothesis, we subtracted the ensemble mean ozone and Australian temperature from each ensemble member and repeated the calculation with the concatenated ensemble members. This removes the response to the historical forcings and driving SSTs, and the resulting anomalies represent the response to internally generated ozone variations.

The correlations were reduced to a similar magnitude as the coupled experiment (Table 1), therefore confirming our hypothesis.

It is somewhat surprising that the ensemble mean correlation is also enhanced in the coupled model experiment (Fig. 5) since the influence of SSTs will be removed through averaging. Given the time series are detrended, this points to the role of a nonlinear external forcing. Large volcanic eruptions have been shown to impact global mean temperature and significantly deplete stratospheric ozone over Antarctica (e.g., McCormick et al. 1995; Solomon et al. 2016; Stone et al. 2017). When the years corresponding to the El Chichón (1982) and Mount Pinatubo (1991) eruptions were removed from the temperature and ozone time series and the ensemble mean was recalculated, in the WACCM coupled experiment, the ensemble mean correlations are substantially reduced (Table 1). This suggests that the impact of these eruptions on the ozone hole and Australian temperatures is reinforced in the ensemble mean and the ozone hole and Australian temperatures are responding to the volcanic forcings. Most of the signal in the uncoupled experiment appears to be coming from the SSTs as the ensemble mean correlations only show minor decreases when the major volcanic eruptions are removed (Table 1).

The WACCM uncoupled experiment appears to have a very strong ENSO response (Fig. 4c), and the summer Niño-3.4 index is significantly correlated with November ozone unlike in the observations or coupled experiment (Table 2). However, strong correlations are still obtained after the ENSO signal is removed from surface temperatures (Table 1), via linear

![Fig. 5. Correlation coefficients for detrended November ozone and detrended eastern Australia summer surface temperature (1979–2004). Column 1 shows the observations: ERA-Interim surface temperature and Halley (red cross; 75°S, 26°W), Syowa (yellow; 69°S, 39°E), South Pole (blue; 90°S, 25°W), and NIWA-BS (green; 63°–90°S) ozone. Columns 2 and 3 show the WACCM uncoupled and coupled experiments, respectively. Individual ensemble members are shown with a cross and the ensemble mean with a circle. Columns 4, 5, and 6 show all available members for the CCMI models in three groups: CCMI-REF-C1, CCMI-REF-C2-uncoupled where SSTs and sea ice are prescribed from another the CCMI models in three groups: CCMI-REF-C1, CCMI-REF-C2-coupled where SSTs and sea ice are prescribed from another

TABLE 1. Correlation coefficients for detrended Nov ozone and detrended summer surface temperature over eastern Australia from 1979–2004 in the WACCM experiments. The ensemble mean and ENSO were removed from the 5 (3) concatenated ensemble members from the uncoupled (coupled) experiment, and the two major volcanic eruptions [El Chichón (1982) and Mount Pinatubo (1991)] were removed from the model ensemble mean. Correlations for the concatenated members are also shown; refer to Fig. 5 for the ensemble mean values. An asterisk indicates correlations statistically significant at the 90% confidence level, with italics for the 95% level and bold for the 99% level. A two-tailed t test is used to test significance with the degrees of freedom reduced based on the lag-1 autocorrelation.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Concatenated members</th>
<th>Uncoupled</th>
<th>Coupled</th>
<th>Uncoupled</th>
<th>Coupled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volcanic eruptions removed from ensemble mean</td>
<td>Uncoupled</td>
<td>0.67</td>
<td></td>
<td>Coupled</td>
<td>0.08</td>
</tr>
</tbody>
</table>
regression against the summer Niño-3.4 index, consistent with the observational study of Bandoro et al. (2014). In the coupled experiment, the relationship between ozone and temperature is strengthened after ENSO is removed from surface temperatures (Table 1).

c. Analyzing differences between model experiments

Section 3b demonstrated that a CCM (WACCM) could capture the ozone–temperature teleconnection over Australia, including the observed link between November ozone and summer surface temperature. However, this is not the case for the WACCM coupled experiment, as it only captures weak correlations that are not significant (Figs. 4d and 5). The analysis conducted in sections 3c and 3d, therefore, focuses on understanding why the WACCM coupled experiment cannot capture the observed relationship.

To assess the differences between the WACCM uncoupled and coupled experiments, composites are now used; taking the differences between years with high and low November ozone, defined as years greater than one standard deviation. Figure 6 shows the vertical profile of polar cap geopotential height as a function of month. Higher geopotential heights are observed over Antarctica in years with high ozone (Fig. 6), consistent with the negative phase of the SAM. The difference between the two experiments is largest in the troposphere rather than the stratosphere (tropopause located at approximately 200 hPa over Antarctica). In the uncoupled experiment, stratospheric anomalies appear to be followed by similar-signed anomalies in the troposphere, shown by the significant differences between high and low years, and these anomalies reach the surface in late spring to early summer (Fig. 6a). These tropospheric composite differences in December–January are consistent with observations (Thompson and Solomon 2002) where surface anomalies lag stratospheric anomalies by one season, but appear to reach the surface too early in late spring. In the WACCM coupled experiment, there is also downward migration in summer (Fig. 6b); however, it is weaker and not significant. Less downward influence in the coupled experiment could also be related to the somewhat weaker interannual variability in the SAM (see Table A2).

Despite the differences shown in Fig. 6, the coupled experiment can simulate the link between ozone and the SAM (Fig. 2d and Table 3). Thus, the relationship between ozone and surface temperatures appears to break down in the link between the circulation and temperatures, rather than in the link between ozone and the circulation.

Figure 7 shows the difference in the tropospheric and surface response in summer between years with high and low November ozone in the observations. The responses are similar between the Halley and NIWA-BS ozone datasets and ozone hole indices but are weaker overall for NIWA-BS. Years with high ozone are associated with easterly wind anomalies over Australian latitudes (Figs. 7c,d) and warmer temperatures across southern and southeastern Australia (Figs. 7a,b), and the SLP field resembles the negative phase of the SAM (Figs. 7e,f).

Figure 8 is like Fig. 7 but for the WACCM uncoupled and coupled experiments. In the uncoupled experiment, years with high November ozone are associated with significant warm anomalies of up to 2 K over Australia and a warming of the equatorial Pacific Ocean in summer (Fig. 8a). A strong signal can be seen over the Southern Ocean in the 500-hPa zonal wind in the uncoupled experiment (Fig. 8c), corresponding to an equatorward shift and change in the strength of the 500-hPa midlatitude jet during high ozone years or the negative SAM. In comparison, the coupled experiment does not produce a clear surface temperature difference between high and low ozone years and does not exhibit an ENSO signature (Fig. 8b).

The contrast between the observations and WACCM and the difference between the WACCM uncoupled and coupled experiments is largest in the SLP field (Figs. 7e,f and 8e,f). In the uncoupled experiment, there is a Pacific–South American (PSA) wave train (Karoly 1989). The SAM has been shown to strongly resemble the PSA pattern in the Pacific (Ding et al. 2012) and the PSA is related to ENSO on interannual time scales (Mo 2000), indicating that variability in SSTs in the equatorial central-eastern Pacific is linked to the SAM (i.e., ozone) and may strengthen the link between ozone and Australian temperatures. The uncoupled experiment still produces strong correlations between ozone and Australian temperatures when the ENSO signal is removed (Table 1), despite looking like a typical El Niño response (Figs. 8a,e; Zubiaurre and Calvo 2012), indicating that ozone variability can sufficiently induce changes in the SAM and impact surface temperatures. In contrast, the coupled experiment looks more like zonal wavenumber 3 (Fig. 8f; Raphael 2004), which alters the wind patterns and temperature response over Australia. Unlike the observations (Figs. 7e,f), the SAM

| Table 2. Correlation coefficients for detrended Nov ozone with the detrended summer Niño-3.4 index, for the period 1979–2004. An asterisk indicates correlations statistically significant at the 90% level, italics for the 95% level, and bold for the 99% level. |
|----------------|----------------|----------------|
| Observations   | Halley         | 0.11           |
|                | NIWA-BS        | 0.10           |
| WACCM          | Uncoupled      | 0.26           |
|                | Coupled        | -0.03          |
signal is less distinct in WACCM (Figs. 8e,f). However, the PSA/ENSO and zonal wavenumber 3 patterns are linked to the SAM: ENSO and SAM are strongly correlated in the late spring and early summer (e.g., L’Heureux and Thompson 2006; Lim et al. 2013) and the amplitude of wavenumber 3 is related to the phase of SAM (Turner et al. 2017). The different responses between the uncoupled and coupled experiments could also be related to the ENSO response to ozone being too strong in the uncoupled case (Table 2).

d. Model biases

A coupled ocean in WACCM appears to change the atmospheric and surface response to interannual ozone variability. The coupled experiment may not capture the observed ozone–Australian temperatures teleconnection because the evolution of observed SSTs may be crucial to the relationship. Given that the ensemble mean of the uncoupled experiment shows a higher correlation coefficient, we suggest that the SSTs could be driving both interannual variations in ozone and Australian temperatures, although it is likely that the overall ability of a model to reproduce this relationship is also influenced by model biases.

Figure 9 shows the observed and simulated correlations for eastern Australia summer surface temperatures with SSTs and SLP, respectively. Australian summer surface temperatures are influenced by ENSO, SAM, and the Indian Ocean (Figs. 9a,b). The WACCM uncoupled experiment broadly captures these correlations (Figs. 9c,d) in all basins. In the coupled experiment, however, eastern Australia summer temperatures are dominated by strong anomalies in the tropical Pacific and Indian Oceans (Figs. 9e,f). These tropical model biases may be overwhelming the SAM response and inhibiting the interannual link between ozone and eastern Australian surface temperatures via the SAM. This is supported by the fact that removing the ENSO signal from surface temperatures in the WACCM coupled experiment (Table 1) slightly increases the strength of the relationship between November ozone and summer surface temperature in eastern Australia. Model biases in the Indian Ocean (e.g., Lim and Hendon 2015) may also result in interference in the surface response in the coupled case.

Table 4 shows the correlation coefficients between summer ENSO and SAM with eastern Australia summer
surface temperature. In the WACCM uncoupled experiment, ENSO explains up to 22% \((p < 0.01)\) of the interannual variability in Australian temperatures, which is close to the observations where ENSO explains 20% \((p < 0.1)\). However, the influence of ENSO in the coupled experiment is too strong and explains more than 50% \((p < 0.01; \text{Table 4})\). The difference between the uncoupled and coupled experiments is highlighted particularly in the impact of SAM on Australian temperatures. While both experiments capture a strong and significant relationship between ozone and SAM (Figs. 2c,d and Table 3), the coupled model poorly simulates the connections between ozone and SAM with Australian temperatures (Figs. 3f,4d, and 5 and Table 4). Similar results for the low-top version of the WACCM model (CCSM4; Table 4) indicate that this bias is not related to the inclusion of interactive chemistry or a more resolved stratosphere in WACCM but rather to a likely breakdown in tropical–extratropical interactions in this version of the atmosphere, potentially related to the overestimated magnitude of ENSO (Deser et al. 2012; Marsh et al. 2013). The most recent version of the low-top model (CESM1-CAM5) has a much improved relationship between SAM and Australian temperatures (Table 4).

The different SAM responses between the WACCM uncoupled and coupled experiments are further highlighted in Fig. 10, the composite differences in summer between years in the high and low phases of the summer SAM. Over Australia, the positive phase of SAM is associated with cooler temperatures (Fig. 10a) related to the poleward shift of the midlatitude jet (Fig. 10d). The WACCM uncoupled experiment broadly resembles the observations, although with stronger temperature differences over Australia (Fig. 10b). In the coupled experiment, SAM does not appear to make a strong contribution to Australian temperatures, shown by the weak temperature differences between high and low SAM (Fig. 10c). The composite temperature differences for the SAM for the coupled experiment also appear to have an ENSO signature (Fig. 10c). Although this warming in the equatorial Pacific Ocean is not significant, it is not seen in the observations or WACCM uncoupled experiment and indicates that ENSO has a strong influence on the SAM during summer in this model.
experiment. The coupled model SLP composites (Fig. 10i) also indicate positive anomalies in the tropical Indian Ocean and western Pacific Ocean that are not observed and likely interfere with the response to SAM over Australia.

e. Additional models

Figure 5 also shows the correlation coefficients between November ozone and summer surface temperature in eastern Australia for the nine additional CCMI models. These models are organized in three groups: CCMI REF-C1, CCMI REF-C2-uncoupled (SSTs and sea ice prescribed from another climate model), and CCMI REF-C2-coupled. Overall, most models capture the correct sign for the correlation between November ozone and summer surface temperatures in eastern Australia, but there is large intermodel variability in the strength of the correlation coefficients. Unlike in WACCM, there does not appear to be a systematic difference between REF-C1 (uncoupled) and REF-C2 (coupled) for the other models. This suggests that the SSTs might not be primarily driving the response, although they may contribute in part; rather, model biases are likely impacting most models’ ability to reproduce the observed interannual relationship between ozone and Australian summer surface temperature.

4. Discussion

This paper is the first to investigate the possibility of predicting seasonal temperatures in Australia with ozone using a climate model. We have demonstrated that a climate model with interactive chemistry can capture observed connections between interannual variability in Antarctic TCO and Australian temperatures. Although CCMs are computationally expensive, traditional models that prescribe an ozone climatology can severely underestimate the effects of the ozone hole on climate (Li et al. 2016) and will not be able to capture this interannual relationship.

a. Interpretations of discrepancies between observations and models

Section 3 demonstrated that the WACCM REF-C1 (observed SSTs and sea ice) and REF-C2 (coupled ocean) experiments are both able to capture the interannual relationship between ozone and SAM. However, the coupled experiment cannot simulate the interannual relationships between ozone and Australian temperatures and SAM and Australian temperatures, indicating that the relationship breaks down at the surface. Based on the analysis conducted as part of this study, there are currently three plausible interpretations:
A strong relationship is only seen when the model is forced with observed SSTs, suggesting that much of the observed signal could be due to the SSTs rather than the Antarctic ozone hole, and the Australian temperatures and ozone hole are simultaneously responding to the SSTs.

Model biases might hinder the ability of some climate models to simulate this interannual relationship reliably.

Uncertainty in the observations could indicate that the connection between ozone and Australian surface temperatures is not robust and could also be influenced by natural decadal variability.

The first possibility is based on the results from WACCM where the observed SSTs and sea ice appear to have an important role in the ozone and Australian temperatures relationship. The results from the WACCM uncoupled experiment are consistent across all ensemble members and increase for the ensemble mean, suggesting that SSTs could be driving variations in both Australian temperatures and the ozone hole. This hypothesis is supported by the results from REF-C2, where the coupled ocean and freely evolving SSTs and sea ice result in no significant relationship between ozone and Australian temperatures. However, there does not seem to be as clear a difference between REF-C1 and REF-C2 pairs in the four other CCMI models that have an interactive ocean for REF-C2 (Fig. 5); this hypothesis, therefore, requires further investigation.

The second possibility is that the models are unable to represent the key processes necessary to simulate the ozone–temperature relationship correctly. In the WACCM coupled experiment, for example, significant correlations ($p < 0.1$) for November ozone and summer surface temperatures in south and southeast Australia are only obtained after linearly removing the ENSO signal (not shown) and are still much weaker than...
observed (Table 1). As noted in section 3d, the large ENSO amplitude (Deser et al. 2012; Marsh et al. 2013) in the WACCM coupled model may be interfering with the SAM response and impacting the relationship between ozone and surface climate. Furthermore, in the coupled experiment, sea ice is interactive (compared to the uncoupled experiment where it is prescribed from observations); therefore, it is also possible that the coupled model could be influenced by a sea ice feedback (Magnusdottir et al. 2004) that may interfere with the SAM. The preliminary analysis of the fixed GHG experiments (section 3b) highlights that the coupled model shows an improved simulation of the ozone–surface temperature relationship when the long-term warming associated with increased GHGs is omitted. This suggests that the warming acts to interfere with the interannual variability in ozone and surface climate relationship in the coupled experiment. One hypothesis is that the unrealistic Antarctic sea ice declines and different SST patterns could push the climate system into a different state to that observed and will be the subject of future work.

The third possibility is that the observed connection between ozone and Australian temperatures is not particularly robust. While Bandoro et al. (2014) reported a statistically significant relationship between November Halley ozone and ERA-Interim summer surface temperatures in eastern Australia, correlations are largest when these two datasets are used and are weaker or more variable for other combinations. The correlations in this study for the period 1979–2004 are also weaker overall than for 1979–2012 (not shown). After 2000 the TCO trend is less negative and even starting to become positive due to initial signs of ozone recovery (WMO 2014; Solomon et al. 2016), although detection of recovery is hindered by limited data records and large atmospheric variability (Chipperfield et al. 2017). Studies have linked the summer positive SAM trend since 2000 to recent changes in SSTs and decadal variability (Pacific decadal oscillation; e.g., Schneider et al. 2015) in addition to ozone depletion and these changes could also be influencing the observed relationship. The possible time-varying nature in the strength of the ozone–temperature connection makes it difficult to compare the observations to model output directly. Further analysis is required to examine the strength and linearity of this relationship and its applicability to additional datasets, to assess whether model results fall within error estimates.

b. Predicting Australian summer temperatures with ozone

This study aimed to examine whether interannual Antarctic spring ozone variability could be used as an indicator of Australian summer surface temperature variability in climate models. To this end, this work has

---

**Fig. 10.** As in Figs. 7 and 8, but for the composite differences (high − low SAM) in summer between the positive and negative phases of the summer SAM (when the magnitude exceeds one standard deviation; number of years is indicated at the top left of each column). Results are shown for (a),(d),(g) observations and for WACCM (b),(e),(h) uncoupled and (c),(f),(i) coupled experiments.
shown that some CCMs can capture the observed relationship between ozone and surface temperatures, and has, therefore, indicated a potential benefit of incorporating ozone variability in seasonal forecasting systems. Operational seasonal forecasting systems such as the Australian Bureau of Meteorology’s seasonal climate forecast system, the Predictive Ocean and Atmosphere Model for Australia (POAMA), are coupled but initialized with observed atmosphere and ocean conditions (Lim et al. 2016). Therefore, the ability of some uncoupled models in this study, including WACCM (Fig. 5), to capture a strong relationship between ozone and Australian summer surface temperatures is encouraging to eventually use real-time ozone variability to improve skill in season outlook systems. However, the reliability and accuracy of modeling this relationship is hindered by model biases. Further research to assess model biases will assist in understanding why some models cannot correctly simulate this observed connection with a view to eliminating model biases and eventually improving seasonal prediction.

Current operational seasonal forecasting models typically have a poorly resolved stratosphere (Maycock et al. 2011). For example, POAMA only has five levels above 200 hPa, and the ozone concentration is set to climatological values (Lim et al. 2016). It may be unable to capture links between the stratosphere and troposphere, and thus there is a large scope for improving prediction of tropospheric interannual variability. Roff et al. (2011) found that improvements in the stratosphere in a forecasting model, such as a higher stratospheric resolution and better representation of stratospheric dynamics and thermodynamics, led to significant improvements in tropospheric forecast skill. Hence, even if spring Antarctic ozone levels do not prove to be a reliable predictor of SH summer temperature extremes, there is still potential benefit in including time-varying ozone and improving stratospheric representation in operational forecasting systems.

5. Conclusions

This study examined the ability for WACCM as well as other CCMs to simulate observed links between the spring Antarctic ozone hole and summer surface temperatures over Australia. A systematic difference is found between the uncoupled and coupled experiments in WACCM and three possible interpretations are provided to explain the discrepancy in simulating the ozone–temperature teleconnection: 1) SSTs play a dominant role and drive interannual variations in both the ozone hole and Australian temperatures, 2) the CCMI models are unable to represent key processes, and/or 3) the observed relationship has some uncertainty and is time-varying. While the Australian temperatures and ozone hole may be responding primarily to the SSTs in WACCM, there is some indication that CCMI uncoupled experiments also capture the relationship with more fidelity than the coupled experiments. However, there is not as clear a difference between other coupled and uncoupled experiment pairs among the CCMI models, and this hypothesis requires further investigation. It is also possible that the models are unable to capture the observed relationship due to biases, such as in the ENSO amplitude. Furthermore, long-term GHG-induced warming also seems to interfere with the response in the WACCM coupled model. This paper has also highlighted that there is some observational uncertainty regarding the strength of the ozone–temperature teleconnection.

The results of this study are encouraging for incorporating ozone variability to improve seasonal predictions, although more work is needed to identify causality in the link between spring ozone and SH surface climate. An experiment, that compares the predictive skill in a seasonal forecasting model that is initialized with and without observed ozone, would be the next step to demonstrating useful seasonal skill from Antarctic ozone. In addition, targeted modeling experiments which separate the role of SSTs and interannual ozone variations would help to elucidate the mechanism by which ozone impacts the surface climate.
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APPENDIX

Standard Deviation of the Ozone and SAM Indices

Table A1 shows the standard deviation of the monthly ozone index for the observations and WACCM experiments. Table A2 shows the standard deviation of the seasonal SAM index for the observations and WACCM experiments.


<table>
<thead>
<tr>
<th></th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Halley</td>
<td>19.61</td>
<td>33.14</td>
<td>43.86</td>
<td>21.86</td>
<td>8.40</td>
<td>8.53</td>
<td>10.41</td>
<td>14.11</td>
</tr>
<tr>
<td>NIWA-BS</td>
<td>23.67</td>
<td>33.48</td>
<td>34.33</td>
<td>13.95</td>
<td>6.05</td>
<td>6.45</td>
<td>6.64</td>
<td>7.63</td>
</tr>
<tr>
<td>WACCM Uncoupled</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1i1p1</td>
<td>24.38</td>
<td>31.88</td>
<td>32.92</td>
<td>22.90</td>
<td>11.36</td>
<td>9.43</td>
<td>8.36</td>
<td>8.81</td>
</tr>
<tr>
<td>r2i1p1</td>
<td>27.13</td>
<td>32.47</td>
<td>29.12</td>
<td>22.07</td>
<td>12.71</td>
<td>10.19</td>
<td>9.35</td>
<td>8.79</td>
</tr>
<tr>
<td>r3i1p1</td>
<td>29.37</td>
<td>33.14</td>
<td>28.58</td>
<td>22.03</td>
<td>13.41</td>
<td>9.31</td>
<td>8.53</td>
<td>8.15</td>
</tr>
<tr>
<td>WACCM Coupled</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1i1p1</td>
<td>22.75</td>
<td>30.63</td>
<td>27.48</td>
<td>18.52</td>
<td>9.76</td>
<td>8.16</td>
<td>7.60</td>
<td>6.36</td>
</tr>
<tr>
<td>r2i1p1</td>
<td>21.99</td>
<td>28.71</td>
<td>28.08</td>
<td>18.06</td>
<td>9.71</td>
<td>8.30</td>
<td>7.35</td>
<td>6.76</td>
</tr>
<tr>
<td>r3i1p1</td>
<td>22.97</td>
<td>25.98</td>
<td>27.11</td>
<td>20.30</td>
<td>11.72</td>
<td>8.00</td>
<td>6.72</td>
<td>8.37</td>
</tr>
<tr>
<td>GHG1960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1i1p1</td>
<td>23.74</td>
<td>29.79</td>
<td>27.64</td>
<td>19.00</td>
<td>10.79</td>
<td>8.75</td>
<td>7.92</td>
<td>7.93</td>
</tr>
<tr>
<td>r2i1p1</td>
<td>23.60</td>
<td>27.47</td>
<td>28.05</td>
<td>17.47</td>
<td>9.83</td>
<td>7.82</td>
<td>7.86</td>
<td>6.91</td>
</tr>
<tr>
<td>ODS1960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1i1p1</td>
<td>13.44</td>
<td>14.06</td>
<td>13.55</td>
<td>8.15</td>
<td>6.90</td>
<td>5.74</td>
<td>5.52</td>
<td>6.70</td>
</tr>
<tr>
<td>r2i1p1</td>
<td>15.52</td>
<td>16.32</td>
<td>15.74</td>
<td>9.83</td>
<td>7.64</td>
<td>6.74</td>
<td>7.96</td>
<td>8.70</td>
</tr>
<tr>
<td>r3i1p1</td>
<td>15.24</td>
<td>16.78</td>
<td>14.78</td>
<td>7.21</td>
<td>6.53</td>
<td>5.29</td>
<td>6.23</td>
<td>7.72</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th>SON</th>
<th>OND</th>
<th>NDJ</th>
<th>DJF</th>
<th>JFM</th>
<th>FMA</th>
<th>MAM</th>
<th>AMJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WACCM Uncoupled</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1i1p1</td>
<td>1.26</td>
<td>1.29</td>
<td>1.15</td>
<td>1.10</td>
<td>1.00</td>
<td>1.02</td>
<td>1.05</td>
<td>1.06</td>
</tr>
<tr>
<td>r2i1p1</td>
<td>1.46</td>
<td>1.49</td>
<td>1.33</td>
<td>1.29</td>
<td>0.83</td>
<td>0.82</td>
<td>1.07</td>
<td>1.06</td>
</tr>
<tr>
<td>r3i1p1</td>
<td>1.08</td>
<td>1.12</td>
<td>1.06</td>
<td>1.15</td>
<td>1.14</td>
<td>1.17</td>
<td>1.09</td>
<td>1.02</td>
</tr>
<tr>
<td>WACCM Coupled</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1i1p1</td>
<td>1.23</td>
<td>1.29</td>
<td>1.19</td>
<td>1.11</td>
<td>1.19</td>
<td>1.32</td>
<td>1.24</td>
<td>1.11</td>
</tr>
<tr>
<td>r2i1p1</td>
<td>1.43</td>
<td>1.49</td>
<td>1.39</td>
<td>1.11</td>
<td>1.27</td>
<td>1.13</td>
<td>1.27</td>
<td>1.14</td>
</tr>
<tr>
<td>r3i1p1</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.16</td>
<td>0.93</td>
<td>0.79</td>
<td>0.72</td>
<td>1.16</td>
</tr>
<tr>
<td>r3i1p1</td>
<td>0.99</td>
<td>1.01</td>
<td>1.08</td>
<td>1.07</td>
<td>0.83</td>
<td>0.93</td>
<td>1.16</td>
<td>1.13</td>
</tr>
</tbody>
</table>


