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ABSTRACT

The characterization of extreme precipitation at fine spatiotemporal scale represents a paramount challenge in hydroclimate sciences due to large uncertainties affecting the precipitation estimation from existing datasets. Comparing the spatiotemporal structure of precipitation extremes estimated from different datasets thus represents an essential step for climate model evaluation, as it provides insight into a model’s ability to simulate atmospheric processes occurring at different scales. This study compares the probability distributions and the annual and diurnal cycles of occurrence of daily and subdaily precipitation annual maxima (AM) estimated over northeastern North America from five observed and simulated datasets: meteorological station series, the bias-corrected (CRT) satellite CMORPH, version 1.0, and the Multi-Source Weighted-Ensemble Precipitation (MSWEP), version 2, gridded datasets, various Canadian RCM, version 5 (CRCM5), simulations, and a 13-yr convection-permitting WRF, version 3.4.1, simulation. ERA-Interim-driven CRCM5 and WRF simulations well reproduced subdaily extreme quantiles and the AM annual and diurnal cycles observed at stations, while CMORPH and MSWEP displayed good performance only for daily and longer extreme statistics. The spatiotemporal statistical structure of precipitation extremes is then assessed considering the variation of AM quantiles across various spatial scales and durations. The results suggest that a two-parameter analytical relationship well describes the AM spatiotemporal structure at the regional scale, allowing us to approximate some crucial properties of point precipitation extremes from gridded datasets. Averaging the estimates from various members of the initial-condition CRCM5 Large Ensemble (CRCM5-LE) also made it possible to reduce the sampling errors and robustly estimate the AM spatiotemporal structure at the local scale of each model grid box.

1. Introduction

Heavy precipitation may have severe and threatening impacts on human societies and natural ecosystems (e.g., Seneviratne et al. 2012). Moreover, as substantial changes in the frequency, duration, and spatial distribution of extreme precipitation events are expected at global and regional scales (e.g., Dai et al. 2019; Dwyer and O’Gorman 2017), the need for an accurate
characterization of extreme rainfall across various spatial and temporal scales becomes even more important. However, such an objective is still challenging, primarily because of deficiencies in available datasets (Westra et al. 2014; Herold et al. 2017). Sparse networks and short records prevent a comprehensive characterization of the complex spatiotemporal structure of extreme precipitation events (Grimaldi et al. 2015; Trenberth et al. 2017). Equally important, the biases and large uncertainties related to precipitation measurements (e.g., Sikorska and Seibert 2018), data interpolation techniques, and representativeness errors (Tustison et al. 2001), as well the inhomogeneity of observed records (e.g., Hofstra et al. 2008), must be considered when using both observed gridded datasets (e.g., Tapiador et al. 2017).

In this context, regional climate models (RCMs) and reanalyses represent an interesting alternative to access climate information about extreme rainfall as they provide precipitation series with complete and physi
cally coherent spatial and temporal coverage over large regions (Flato et al. 2013). Increasing RCM spatial resolution and improvements in the representation of key physical processes have led to significant advances in RCM ability at simulating key features of precipitation, such as the annual cycle and the statistics of daily extremes (e.g., Prein et al. 2015; Lucas-Picher et al. 2017). With spatial resolutions typically ranging from 12 to 50 km, state-of-the-art RCMs allow for a more realistic representation of surface forcings, such as orography and coastlines, and small-scale climate and weather processes (e.g., Rummukainen 2016; Fosser et al. 2017).

However, RCMs may still display large inaccuracies in the simulation of subdaily rainfall characteristics (e.g., diurnal cycle and hourly extremes) that have been generally attributed to the inadequate representation of important processes (e.g., cloud dynamics) at the subgrid scale (e.g., Westra et al. 2014; Cavicchia et al. 2018; Liu et al. 2017). Promising approaches for overcoming these inaccuracies rely on the use of convection-permitting models (CPMs) (e.g., Ban et al. 2015; Dai et al. 2019). Running simulations at grid resolutions of a few kilometers, CPMs more completely resolve the physical equations of deep convection (Rasmussen et al. 2019) resulting in a more realistic representation of small-scale processes generating subdaily extremes (e.g., Prein et al. 2016; Kendon et al. 2017). However, due to their high computational and storage costs, many crucial aspects of CPMs, such as the sensitivity to nesting and driving strategies, or spatial domain size, remain largely unexplored (Prein et al. 2019). For the same reasons, relatively few continuous CPM runs are currently available, and these are typically restricted to small spatial domains and short time periods (e.g., 10 years or less; Prein et al. 2016; Mantegna et al. 2017). This limits the possibility of robustly assessing uncertainties through the use of classical multimodel and/or multimember approaches (Kendon et al. 2017; Coppola et al. 2019).

As part of the Climate Change and Hydrological Extremes (ClimEx) project, a large ensemble of high-resolution (0.11° latitude–longitude) simulations has been produced for two spatial domains: one covering the northeastern part of North America (Fig. 1a) and one covering most of Europe (see Leduc et al. 2019; Fig. 2). This 50-member ensemble has been simulated over the period 1950–2100 using the fifth-generation Canadian Regional Climate Model (CRCM5; Martynov et al. 2013; Separovic et al. 2013) and is herein called the CRCM5 Large Ensemble (CRCM5-LE). Boundary conditions used to drive the CRCM5-LE were provided by the CanESM2 (von Salzen et al. 2013; Arora et al. 2011) Large Ensemble (CanESM2-LE; Sigmoid and Fyfe 2016; Fyfe et al. 2017) simulated under the RCP8.5 emission scenario.

Previous investigations have demonstrated the ability of CRCM5 in reproducing annual and seasonal mean precipitation, as well as daily and multidaily extreme precipitation (e.g., Diaconescu et al. 2016; Whan and Zwiers 2016). Leduc et al. (2019) evaluated CRCM5-LE monthly temperature and precipitation by comparing the large ensemble with observational gridded datasets. This study aims at broadening the evaluation of the CRCM5 by analyzing the relative change of the statistical properties of the simulated extremes (e.g., larger return period quantiles) with the spatiotemporal scale. The objective is to assess the differences between the observed and simulated spatiotemporal structure of extreme precipitation. This represents an essential step for climate model evaluation, as it provides guidance for evaluating model ability to correctly simulate atmospheric processes at different spatiotemporal scales relevant to extremes (Cortés-Hernández et al. 2016). The present study has two specific objectives:

(i) Assessing and comparing extreme precipitation properties (quantiles, annual and diurnal cycles, and temporal scaling) from CRCM5 simulations with the corresponding estimations obtained from meteorological stations and three gridded datasets: the Climate Prediction Center (CPC) morphing technique (CMORPH) bias-corrected satellite dataset (Xie and Xiong 2011); the Multi-Source Weighted-Ensemble Precipitation (MSWEP), version 2, dataset (Beck et al. 2019b); and one series simulated by the convection-permitting Weather
Research and Forecasting (WRF) Model (Liu et al. 2017; Prein et al. 2019).

(ii) Proposing a simple statistical model to characterize the variation in the quantiles of precipitation extremes across various spatial scales and durations.

The paper is structured as follows: Section 2 introduces the datasets used in this study, while section 3 describes the extraction of rainfall extremes at various spatiotemporal scales. Sections 4 and 5 define the statistical framework for assessing and comparing extreme precipitation properties among datasets. Sections 6 and 7 present the comparison between gridded dataset and station extreme precipitation statistics. The results from the analysis of the spatiotemporal structure of precipitation extremes for the CRCM5-LE are shown and discussed in section 8. Finally, sections 9 and 10 summarize the main conclusions of the study and provide some perspectives for future work.
2. Data and study area

Meteorological station series are used in this study as a reference dataset and compared to CRCM5 and WRF Model simulations, and to the CMORPH satellite and MSWEP gridded datasets. The study area corresponds to the North American simulation domain of the CRCM5 model for the ClimEx experiment (Fig. 1a).

Basic characteristics of the considered datasets are summarized in Table 1.

Table 1. Precipitation datasets and their basic characteristics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Period</th>
<th>Spatiotemporal resolution</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteorological stations</td>
<td>HCPD and DMPD series</td>
<td>1940–2013</td>
<td>1 h and daily maxima</td>
<td>ECCC, MDDELCC</td>
</tr>
<tr>
<td>CRCM5-LE (50 members)</td>
<td>15PD and HPD</td>
<td>1954–2099</td>
<td>15 min and 1 h</td>
<td>NOAA (2016)</td>
</tr>
<tr>
<td>ERA-CRCM5 WRF</td>
<td>ERA-Interim-driven simulation</td>
<td>1981–2013</td>
<td>0.11°–1 h</td>
<td>Leduc et al. (2019)</td>
</tr>
<tr>
<td>CMORPH (v1.0 CRT)</td>
<td>Bias-corrected satellite analyses</td>
<td>1998–2016</td>
<td>8 km–30 min</td>
<td>Xie et al. (2017)</td>
</tr>
<tr>
<td>MSWEP (v2)</td>
<td>Multisource gridded dataset</td>
<td>1979–2016</td>
<td>0.1°–3 h</td>
<td>Beck et al. (2019b) and (2019a)</td>
</tr>
</tbody>
</table>

| a. Meteorological station series |

Data from four rain gauge networks operating between 1900 and 2013 over the study domain were pooled for the construction of the point-scale observational dataset: the Daily Maxima Precipitation Dataset (DMPD) and the Hourly Canadian Precipitation Dataset (HCPD) [Environment and Climate Change Canada (ECCC) 2016; Ministère de l’Environnement et de la Lutte contre les Changements Climatiques (MEI) du Québec; unpublished data obtained in 2016 from Service Info-Climat, see http://www.environnement.gouv.qc.ca/climat/surveillance/produits.htm for Canada, and the Hourly Precipitation Data (HPD) and 15-min Precipitation Data (15PD) (NOAA 2016) for the United States.

The quality check of records followed the procedure used by Innocenti et al. (2017). As a result, 759 stations were selected, 640 of them having series with less than 5% of missing data. Note that 548 U.S. stations had both 15PD and HPD series, while 17 Canadian stations had both DMPD and HCPD series (blue and red locations in Fig. 1b, respectively). Selected stations are concentrated in the southern part of the study domain, with stations in northern regions having been excluded since their records usually cover the summer period (May–October).

b. CRCM5-LE

Within the ClimEx initiative, 50 CRCM5, version 3.3.3.1, runs were produced by dynamically downscaling the CanESM2-LE (Fyfe et al. 2017) to a 0.11° resolution grid (≈12 km) for the period 1950–2010 (Leduc et al. 2019). The 50 independent CanESM2-LE members consider observed greenhouse gas, aerosols, and land-use emissions up to the year 2005 and radiative forcing from the RCP8.5 (Meinshausen et al. 2011) for the 2006–2100 period (Sigmond and Fyfe 2016). Hourly precipitation series were available for 280 × 280 grid points over northeastern North America (Fig. 1a). The reader is referred to Martynov et al. (2013) and Separovic et al. (2013) for specific details about CRCM5, and to Leduc et al. (2019) for the CRCM5-LE simulation set-up.

An additional simulation was also produced using the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis (Dee et al. 2011) as atmospheric lateral CRCM5 boundaries (Leduc et al. 2019). Monthly climatologies of precipitation and temperature from the CRCM5-LE and the ERA-Interim-driven simulation (herein referred to as ERA-CRCM5) have been compared with observational gridded datasets by Leduc et al. (2019). In the present study, the ERA-CRCM5 simulation is used to evaluate the performance of the CRCM5 over the 1981–2013 period.

c. Convection-permitting WRF simulation

The WRF Model, version 3.4.1 (Skamarock et al. 2008), was recently configured into a regional climate model with a single computational domain covering much of North America (Liu et al. 2017). For this
experiment, a 13-yr WRF simulation was performed by dynamically downscaling to 4 km the ERA-Interim reanalysis from October 2000 to September 2013 (Prein et al. 2019; Liu et al. 2017).

Previous studies showed the good performances in simulating seasonal and annual precipitation over most of the contiguous United States (Liu et al. 2017; Dai et al. 2019; Prein et al. 2019). WRF precipitation series were extracted from January 2001 to September 2013 for land grid boxes within the CRCM5 domain after the withdrawal of a 50-gridpoint buffer due to the presence of some boundary effects (e.g., Figs. S1–S4 in the online supplemental material; Leduc and Laprise 2009).

d. CMORPH: Bias-corrected satellite dataset

The CMORPH satellite analysis combines observations from multiple microwave satellites to produce precipitation estimates at a nearly global scale (60°N and 60°S) (Joyce et al. 2004; Xie and Xiong 2011). Recently, Xie et al. (2017) reprocessed the CMORPH series and applied a two-step bias correction procedure to obtain a homogeneous dataset at the resolution of 8 km–30 min (Xie et al. 2017). For land grid boxes, the bias correction used the CPC daily gauge analysis (Xie et al. 2010) as reference dataset. The resulting bias-corrected CMORPH v1.0 CRT dataset demonstrated good performance in representing rainfall subdaily variability during the warm season over land (Xie et al. 2017). However, the underestimation of the wintertime precipitation linked to satellite deficiencies in detecting snowfall (Xie and Joyce 2014) is a major shortcoming that must be considered when using CMORPH in high-latitude land and/or during the cold seasons (Trenberth et al. 2017).

e. Gridded MSWEP dataset

MSWEP, version 2 (Beck et al. 2019b, 2017), is a global precipitation dataset that blends observations from various observational and reanalysis datasets (see Table 1). In a preliminary evaluation the MSWEP dataset has been found to outperform other satellite and reanalysis datasets in terms of the 3-day and monthly precipitation patterns and for various precipitation indices (Beck et al. 2017, 2019a,b). However, considering the sparseness of ground observations and the low quality of satellite data in northern regions, MSWEP performance for precipitation extremes over our study area must also be evaluated.

3. Extraction of annual maxima series at various spatiotemporal scales

Let $d_0$ represent the native temporal resolution and $r_0$ the nominal spatial resolution of each dataset (we set

& $r_0 = 0$ for stations; Tustison et al. 2001; Haerter et al. 2015). From the series of precipitation depth available at $(r_0, d_0)$, simulated and observed extremes were assessed through the annual maxima (AM) series at various spatiotemporal scales $(r, d)$. In the remainder of the paper, subscripts for $r$ and $d$ are omitted if referring to a generic spatial and temporal scale.

The aggregated spatial scales $r_K = K r_0$, with $k = 1, 2, \ldots, K$, were used and they are expressed in kilometers, for simplicity. The coarsest resolution was set to $r_K = 72$ km, with the number of spatial scales considered ranging from 6 for CRCM5 simulations to 12 for WRF. The list of spatial scales considered for each dataset appears in Table 2.

For each time step, precipitation series were aggregated at scales $r_K > r_0$ with a fixed window in space, that is, computing the average precipitation depth values for $k \times k$ contiguous grid boxes with no overlap between coarser-scale grid boxes. Dataset grids at scales $r_K > r_0$ were defined starting from the southwest corner of the native grid and aggregating the grid boxes toward the northeast. This aggregation procedure aims at reproducing the effects of a resolution change for gridded datasets (Eggert et al. 2015). For each aggregation level, grid boxes associated with the ocean and water bodies were removed, and spatially aggregated series were discarded if computed over less than 75% native land grid boxes. A moving window in time was then applied to temporally aggregate precipitation depth series at durations $d = 1, 2, 3, 4, 6, 12, 18, 24, 36, 48, 60,$ and 72 h ($d = 1, 2,$ and 4 h were not considered for MSWEP since $d_0 = 3$ h). Finally, the AM series at each spatiotemporal scale $(r, d)$ was extracted.

For the 565 stations having series recorded at two different temporal resolutions (blue and red points in Fig. 1b), the maximum of the two AM values extracted from the two series was retained for each common year and relevant duration $d$. To reduce the computational time, the WRF grid was subsampled at a 1/10 ratio, leading to the selection of $\approx 26,500$ randomly distributed points. All WRF grid boxes containing one or more stations were also considered.

### Table 2. Spatial scales considered for each gridded dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$k$</th>
<th>No. of scales $r_K$ spatial resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRCM5*</td>
<td>1, 2, 6</td>
<td>6</td>
</tr>
<tr>
<td>WRF</td>
<td>1, 2, 6 and 8, 10, 12, 18</td>
<td>12</td>
</tr>
<tr>
<td>CMORPH</td>
<td>1, 2, 9</td>
<td>9</td>
</tr>
<tr>
<td>MSWEP</td>
<td>1, 2, 6</td>
<td>6</td>
</tr>
</tbody>
</table>

*a Includes CRCM5-LE and ERA-CRCM5.*
The date and time of occurrence of the AM were extracted for each spatiotemporal scale, year, and location (i.e., a station or grid box) considering the AM starting hour (UTC – 5). Since the time of occurrence was not available for the DMPD observations, such analysis was not performed for stations or years with only DMPD records. Some problems related to the coarse measurement resolution of the tipping-bucket gauges recording 15PD and HPD series were also observed. Since their typical tip resolution (i.e., the minimum recorded nonzero value) is 2.54 mm (i.e., 1/10 in.), only a few distinct rainfall depth values can be recorded at these stations at their native temporal resolution $d_0$ (15 min or 1 h) (NOAA data online documentation, available at https://www1.ncdc.noaa.gov/pub/data/cdo/documentation/PRECIP_15_documentation.pdf and https://www1.ncdc.noaa.gov/pub/data/cdo/documentation/PRECIP_HLY_documentation.pdf; Innocenti et al. 2017). This results in numerous ties in recorder series and therefore many occurrences of the same AM values for some specific years, therefore making it impossible to uniquely identify the date of AM occurrences for those years. Some preliminary analyses found a large number of ties in 15PD and HPD AM series for durations $d \leq 6$ h (see Fig. S7). To cope with this issue, the date and time of occurrence of all AM ties were also extracted and included in AM occurrence analysis.

4. Statistical characterization of AM series

Let $X = (x_1, x_2, \ldots, x_n)$ represent the series of AM precipitation depths (mm) at the spatiotemporal scale $(r, d)$ for a generic location, namely, a station or grid box. AM quantiles $\hat{x}_q$ associated with return periods $q = 2, 10$, and 25 years were estimated from the empirical cumulative distribution function (Hazen plotting position; Cunnane 1978). Only 2- and 10-yr return periods were considered for WRF, CMORPH, and for station series shorter than 30 years.

Note that nonstationarity and serial correlation can be expected in extreme precipitation series (Westra et al. 2014; Katz 2013). However, the statistical inference used in this study (e.g., the quantile estimation or the statistical tests presented below) implicitly assumes that data are temporally homogeneous and serially uncorrelated, since assessing the nonrandomness of the available AM series remains challenging.

a. Annual and diurnal cycles of AM occurrences

Many approaches have been proposed in the literature to estimate the annual and daily precipitation cycles based on precipitation timing, frequency, and/or intensity (e.g., Dai et al. 1999; Evans and Westra 2012; Cortés-Hernández et al. 2016). In the present study, the annual cycle of the extreme precipitation has been assessed at each location through the relative monthly frequencies $f_m$ of AM occurrences. If a given AM overlapped two consecutive months, the total AM duration $d$ was split between these two months. Similarly, the relative hourly frequencies $f_h$ of AM occurrences were used to evaluate the diurnal cycles for durations $1 h < d < 6 h$. Each AM of duration $d$ contributed to the frequencies of exactly $d$ hourly bins of the 24-h histogram and was split if overlapping two consecutive days.

b. Spatial and temporal scaling

The temporal scaling of extreme precipitation was assessed through the change in AM quantiles with duration and estimated for each return period using the following regressions:

$$\ln(\hat{x}_{r,d}) = \alpha_r + \beta_r \ln(d) + \varepsilon^{(1)}_r,$$

where $\hat{x}_{r,d}$ represents the q-yr quantile estimated at the spatiotemporal scale $(r, d)$ and $\varepsilon^{(1)}_r$ is the error term of the regression model. For simplicity, the index $q$ has been omitted from Eq. (1) and in the remainder of the paper, while the indices $r$ indicate that the model was estimated for each spatial scale $r = r_0, r_1, \ldots, r_K$. The Theil–Sen estimator (Sen 1968) was used.

The $K$ temporal scaling slopes $\beta_r$ represent the average relative change of $\hat{x}_{r,d}$ for a relative change in duration, while the intercept $\alpha_r$ represents an estimate of $\ln(\hat{x}_{r,1})$. Hence, small $\beta_r$ values correspond to similar AM distributions over different durations, while $\beta_r$ close to 1 implies larger variations in precipitation extremes as the duration is changed. Also, for each quantile order, station $\beta_0$ estimates correspond to the slopes of the depth–duration–frequency (DDF) curves (Burlando and Rosso 1996; Koutsouyiannis et al. 1998), and $\beta_r$ are analogous to the simple scaling exponents $\beta_{r,m}^m = \beta_r - 1$ that have been widely used for assessing intensity–duration–frequency (IDF) curves and the temporal scaling of AM precipitation intensity distributions (e.g., Menabde et al. 1999; Blanchet et al. 2016).

Previous studies showed that temporal scaling estimates convey synthesized climatological information about the precipitation regimes of the study region (Ceresetti et al. 2010; Innocenti et al. 2017; Casas-Castillo et al. 2018). Moreover, some studies have highlighted that different synoptic regimes typically lead to distinctive scaling exponent values, with principal differences occurring between short (e.g., hourly and subhourly) and long durations (Borga et al. 2005; Eggert et al. 2015). For instance, larger $\beta_0$ values have usually been observed for duration intervals dominated by intense convective precipitation, while extremes produced by larger-scale meteorological systems generally correspond to weaker scaling regimes associated with
longer duration intervals (e.g., Borga et al. 2005; Panthou et al. 2014). In agreement with these considerations, preliminary analyses suggested the existence of two scaling regimes for the available datasets (see Fig. S10). Therefore, durations 1 h \(\leq d < 6\) h, herein, short durations (SD), and 6 h \(\leq d \leq 72\) h, herein, long durations (LD), were analyzed separately. Only LD estimation was considered for MSWEP, since only \(d = 3\) h was available for SD.

Results presented in section 7 also suggest that regional averages of \(\beta_r\) values vary linearly with the spatial scale \(r\). To evaluate the validity of this linear approximation at the local scale, the following spatiotemporal scaling (STS) model was considered at each grid box:

\[
\beta_r = h_0 + h_1 r + \varepsilon_r^{(2)},
\]

where \(\varepsilon_r^{(2)}\) is the error term of the linear regression that describes the variation of \(\beta_r\) estimates with \(r\). The intercept \(h_0\) represents the temporal scaling slope extrapolated at the station scale (i.e., \(r = 0\)) from available coarser spatial scales \(r = r_0, r_1, \ldots, r_K\), while \(h_1\) expresses the average change of \(\beta_r\) associated with a unit spatial scale change (i.e., 1 km). Combining Eqs. (2) and (1), and ignoring for simplicity the residual estimate of the \(\varepsilon_r^{(1)}\) and \(\varepsilon_r^{(2)}\) error terms, the \(q\)-yr quantile at the spatiotemporal scale \((r, d)\) can be expressed as

\[
\ln(x_{r,d}) = \ln(x_{r,1h}) + (h_0 + h_1 r) \ln(d).
\]

Hence, STS parameters relate AM properties across spatial scales and constitute effective metrics to compare the spatiotemporal structure of precipitation extremes reproduced by different gridded datasets. Considering that Eq. (3) reduces to \(\ln(x_{0,d}) = \ln(x_{0,1h}) + h_0 \ln(d)\) for \(r = 0\), a straightforward expression for the spatiotemporal scaling of AM quantiles emerges when writing the difference \(\ln(x_{r,d}) - \ln(x_{0,d})\) as

\[
\ln\left(\frac{x_{r,d}}{x_{0,d}}\right) = \ln\left(\frac{x_{r,1h}}{x_{0,1h}}\right) + h_1 r \ln(d).
\]

The ratios \((x_{r,d}/x_{0,d})\) and \((x_{r,1h}/x_{0,1h})\) between areal and point rainfall quantiles describe the decrease in spatially averaged extremes when reducing the spatial resolution and are referred to as areal reduction factors (ARF) for durations \(d\) and 1 h (Sivapalan and Blöschl 1998; Svensson and Jones 2010). According to Eq. (4), \(h_1\) thus represents the sensitivity of extreme precipitation ARF to changes in the spatiotemporal scale \((r, d)\) with respect to the hourly scale and may serve to extrapolate the ARF beyond the empirically available range of \(r\) and \(d\).

The correlation structure of precipitation and the mechanism driving the extremes may be expected to vary with the weather regime and the geoclimatic characteristics of the region under study, for instance, because of coastal effects or orographic forcing. Accordingly, ARF values have been found to vary with location (e.g., Omolayo 1993; Asquith and Famiglietti 2000), season (e.g., Allen and DeGaetano 2005), and in some specific cases with return period (e.g., Asquith and Famiglietti 2000; Allen and DeGaetano 2005). For similar reasons, ARF values are expected to increase with duration \(d\) (e.g., NERC 1975; Mineo et al. 2018), as short-duration convective systems and longer duration stratiform events have different typical spatial scales (Eggert et al. 2015). However, the characteristics of the precipitation datasets (e.g., the density of the recording network or series length) may strongly affect the estimation of the spatial properties of precipitation extremes, ARFs, and their dependence on \(d\) (Kursinski and Zeng 2006; Svensson and Jones 2010). It is thus crucial to assess the validity of Eqs. (2)–(4) for various datasets, as investigations of the spatiotemporal scaling of extreme precipitation remain scarce, especially for RCM simulations (Cortés-Hernández et al. 2016). To this end, the statistical significance of the \(h_0\) and \(h_1\) parameters was tested through a linear regression permutation test for Eq. (2) (see section S4.1 of the supplemental material for a detailed description of the test; Anderson and Robinson 2001).

5. Evaluating dataset performances

Two major issues must be considered when assessing climate model performance: the spatiotemporal resolution mismatch between observed and climate model-simulated series (Chen and Dai 2018) and the choice of adequate performance metrics (e.g., Chardon et al. 2016; Herold et al. 2017). For instance, classical point-to-grid comparison of RCMs against stations makes it difficult to separate the relative contributions of spatial mismatch and structural model errors, while averaging the performance metrics over coarse-resolution grids may smooth local effects (e.g., Tapiador et al. 2017). Moreover, any regridding of point (station) or areal (grid box) precipitation series has a strong impact on the estimated extremes, which further depends on the climatological characteristics of the precipitation fields (e.g., their typical spatiotemporal correlation structure), the interpolation method, and the basic features of each specific dataset (e.g., the gauge density for station series; Tustison et al. 2001). The analysis was thus carried out considering the native grids for both observational and simulated datasets and involved the following two steps:
(i) Comparison of grid box and station AM characteristics at native resolution: stations were first compared to the other datasets, except CRCM5-LE, using series covering the period 1940–2016 (black rectangle in Fig. 2). Each station was associated with the nearest grid box or discarded if the distance with the nearest grid box was larger than $\sqrt{2}r$. The selected grid box–station pairs are herein identified by the station coordinates (latitude–longitude) and referred to as L1 locations.

(ii) AM spatiotemporal scaling for gridded datasets: the STS models were estimated and evaluated at each grid box for all gridded datasets. To this end, each grid box at native resolution $r_0$ was associated with the overlapping grid boxes at each coarser spatial scale $r_k$. CRCM5-LE estimates over the 1980–2015 period (gray rectangle in Fig. 2) were also considered and compared to ERA-CRCM5 over the entire spatial domain.

Point and areal estimates of AM quantiles were first compared at the native dataset resolution using the following relative difference:

$$
B_d = \frac{x_{0,d}^{(s)} - x_{n,d}^{(g)}}{x_{0,d}^{(s)}},
$$

where $x_{0,d}^{(s)}$ and $x_{n,d}^{(g)}$ represent the $q$-yr return period quantiles estimated, respectively, at station $s$ and its nearest grid box $g$ for any relevant duration $d$. A permutation test based on 5000 resamples was used to estimate the statistical significance of $B_d$ values for each station–grid box pair (Good 2013). Nonzero $B_d$ values may result from biases in gridded estimates, station measurement errors, and representativeness errors, namely, errors that derive from the spatial resolution mismatch between the two datasets (Tustison et al. 2001). The Perkins skill score (PSS; Perkins et al. 2007) was used to compare the annual and diurnal cycles of AM occurrences between the stations and gridded datasets. For any specific duration and location, the PSS values $S_{M,d}$ for the annual cycles were defined as the common area between the station and gridbox histograms of the monthly frequencies of the AM occurrences ($S_{M,d}$ close to 0 means a small overlap of the station and gridbox annual cycles, while $S_{M,d} = 1$ indicates their perfect match). Similarly, the PSS values $S_{H,d}$ were used to measure the overlap between station and gridded dataset diurnal cycles based on the hourly frequencies of AM occurrences. The computational details for the estimation of $S_{M,d}$ and $S_{H,d}$ are reported in section S3.2 of the supplemental material.

6. Gridded dataset and station AM statistics at native resolution

The spatial distributions of AM quantiles were found to be consistent across the datasets, with clear southwest–northeast gradients across the study domain (see Figs. S1–S4 for some examples). Local effects were observed for longer durations around the Great Lakes and the northern Atlantic coast for the two RCMs, while clusters of spuriously high AM values were observed in the northern areas for CMORPH.

a. Relative differences in AM quantiles

Figures 3a–d shows, for each duration (x axis), the distributions over L1 locations (i.e., station–grid box pairs) of the relative differences $B_d$ between the station and gridded dataset AM quantiles at their native resolution. For each return period, the gridded datasets underestimate station quantiles for the shortest durations, whereas they generally overestimated station extremes for durations longer than few hours, as the $B_d < 0$ moved from the positive to negative half plane when increasing $d$ from 1 h to longer durations.

ERA-CRCM5 and WRF show good agreement with stations for $d = 1$ h, with $|B_{1h}| \leq 0.05$ for more than 50% of L1 locations for 2-yr quantiles (Figs. 3a, b, first column). Besides a large spread across positive and negative values, the WRF median $B_d$ is close to zero for all durations and return periods (solid black line in Fig. 3b). Conversely, substantial negative differences were estimated between ERA-CRCM5 and station quantiles for $d \geq 3$ h and all return periods, with median $B_d \leq 0.1$ and larger fractions of L1 locations displaying statistically significant differences compared to the other datasets ($f_{II}$, red curve in Fig. 3).

The relative differences estimated for CMORPH and MSWEP are large for durations close to their temporal resolution but rapidly decrease close to 0 as $d$ increases and are generally lower than ERA-CRCM5 and WRF $B_d$ values for $d \geq 12$ h (Figs. 3c, d). CMORPH displays substantial underestimations of the station quantiles at the hourly scale with median $B_d \geq 0.2$ for both 2- and 10-yr return periods.

Compared to the other gridded datasets, MSWEP displays the highest relative underestimations of the station AM quantiles for $d \leq 6$ h, whereas it presents the smallest $B_d$ values and the lowest $f_{II}$ fractions at daily and longer durations (Fig. 3d).

Figure 4 displays the spatial distributions of the relative differences estimated between station and gridbox 10-yr quantiles for $d = 1, 3,$ and 24 h. For the two RCMs, significant positive $B_d$ values were found in the south and west interior part of the domain for $d \leq 3$ h.
ERA-CRCM5 overestimates hourly station quantiles in eastern and central areas and negative \( B_d \) values gradually extend to the rest of the domain as \( d \) approaches 24 h (Fig. 4a), a result consistent with the wet bias found for ERA-CRCM5 mean summer precipitation by Leduc et al. (2019). WRF and CMORPH display a clear regional structure with differences between west (positive \( B_d \) values) and northeast areas (negative and generally significant \( B_d \) values) (Figs. 4b,c). For WRF, this result is consistent with the large underestimation of hourly summer extremes found in the central United States, as well as with the overrepresentation of strong mesoscale convective systems simulated over the Atlantic regions in northeastern United States (Prein et al. 2017, 2019). For \( d_0 = 3 \) h, MSWEP displays positive \( B_d \) values throughout the entire domain, while at the daily scale a small number of L1 locations show the east–west pattern already observed for the other datasets. The negative \( B_d \) observed for all datasets in the Appalachian region and eastern areas may partly result from rain gauge underestimation of daily extremes due, for instance, to wind undercatch.

Similar results were found for 2- and 25-yr AM quantiles (e.g., Figs. S5 and S6). Moreover, using spatially aggregated measures of gridded dataset performances (e.g., the normalized RMSE between station and gridbox quantiles; not shown), ERA-CRCM5 generally outperformed the other datasets at \( d_0 \), while the lowest aggregated errors were found for WRF for 3 h \( \leq d \leq 6 \) h and for MSWEP for \( d \geq 12 \) h.

b. Differences in the annual and diurnal cycles of AM occurrences

Figure 5 compares station and gridded dataset annual cycles estimated at the regional scale. As expected for midlatitudes, station AM mostly occur during summer for short durations, while daily extremes are more evenly distributed over the whole year (Figs. 5a,b).
Station AM annual cycles were well reproduced by the two RCMs, although they slightly underestimate winter and fall AM frequencies. ERA-CRCM5 displays the smallest differences with stations (i.e., highest \( \text{SM}_{d} \)) for \( d = 6 \text{ h} \) (Fig. 5c). Compared to other datasets, WRF simulated earlier summer peaks for all \( d \) (see the examples in Fig. S8), which is likely related to the short length of the WRF simulation, as similar results were found when restricting station annual cycle estimation to the 1995–2016 period (not shown). Low \( \text{SM}_{24 \text{ h}} \) CMORPH values are due to the overestimation of AM frequencies during winter and fall and the consequent underestimation of AM occurrence frequency during summer. This result is consistent with reported CMORPH biases and uncertainties in cold conditions (Trenberth et al. 2017). MSWEP adequately reproduced station annual cycles, resulting in the highest \( \text{SM}_{d} \) for \( 6 \text{ h} < d \leq 24 \text{ h} \) and very good MSWEP performance at daily and longer durations.

The diurnal cycles of hourly AM are presented in Fig. 6a for all datasets except MSWEP (due to its coarse temporal resolution \( d_{0} = 3 \text{ h} \)). Cycles from all datasets display the afternoon peak that is typical for convection-driven extremes in response to the diurnal heating of the land surface in midlatitude inland climates (Dai et al. 1999; Rasmussen et al. 2019).

ERA-CRCM5 well reproduced the shape of the observed diurnal cycle of hourly AM, although its peak was
2 h later than the stations, contrary to what may be expected for parameterized RCMs, where the convection scheme tends to trigger precipitation too early (Prein et al. 2015). For hourly AM, WRF displays the peak 1 h later than the stations and overestimated late afternoon and early night extreme frequencies. For \(1 < d \leq 4\) h, station diurnal cycles were flatter than simulated ones and recorded AM more frequently occurred between midnight and 1000 (UTC) \(25\) (e.g., Fig. S9c). The two RCMs display comparable performance for all considered durations (Fig. 6b), suggesting that the delay in diurnal peaks observed for both RCMs cannot only be attributed to the different moist convection representation. While CMORPH slightly outperformed the RCMs in terms of \(S_{H,d}\), it displays noisy diurnal cycle estimates for all considered durations (e.g., Fig. S9d).

7. Spatiotemporal scaling of AM rainfall

Figure 7 presents for each return period and dataset scaling slopes [Eq. (1)] estimated for \(1 \leq d \leq 6\) h (SD) and \(6 < d \leq 72\) h (LD). As expected, SD extremes exhibit stronger temporal scaling than LD extremes and gridded datasets have larger scaling slope values than stations (note the different axis scale in Figs. 7a,b). Moreover, \(\bar{\beta}_r\) values increase with the spatial scale and SD increases with \(r\) were more pronounced than for LD. Accordingly, the differences between areal and point-scale scaling slopes were more pronounced for SD (Fig. 7a) while \(\bar{\beta}_{r^{p}}\) values were generally within the station interquartile ranges (Fig. 7b). As an exception, MSWEP displays high LD scaling slope values, possibly due to its coarse temporal resolution. These results are consistent with the spatial smoothing expected for AM quantiles for different durations. Since short duration extremes are more likely associated with localized convective events, the spatial aggregation of precipitation series produces larger \(\beta_r\) values as \(r\) increases and the effects of this spatial aggregation on the temporal scaling is more pronounced for short duration extremes. WRF displays the largest increase of \(\bar{\beta}_r\) with \(r\) for SD (Fig. 7a), possibly due to its fine native resolution, which particularly affects the properties of finer-scale SD AM and/or more extreme events. The differences between WRF and the datasets are less pronounced for LD (Fig. 7b).
Interestingly, the increase of the temporal scaling slopes with the spatial scale is nearly linear, as indicated in Fig. 7 by the good fit of the dotted lines to the mean scaling slope values. To further investigate this result, the $b_r$ estimated at each L1 location were linearly regressed on $r$ according to Eq. (2). The validity of this STS relationship at local scale was then assessed with a permutation test (see section S4.1 and Fig. S11). For the two RCMs, STS parameters were statistically significant for most L1 locations, despite worse linear fit and larger statistical uncertainty for the LD STS estimation (Fig. S11b). For CMORPH and MSWEP, most L1 locations rejected the use of the STS model at typical significance levels, meaning that little information about point-scale temporal scaling can be inferred from the use of multiple spatial scales. A possible explanation is that both CMORPH and MSWEP used postprocessing methods that involve the computation of precipitation statistics and the adjustment of the corresponding series at several space and time aggregations. For instance, CMORPH was bias corrected in various steps at the (0.25°, 24h) and coarser resolutions (Xie et al. 2017), while the merging of multiple data sources for MSWEP necessarily involved combining data at different spatiotemporal resolutions (Beck et al. 2019b).

8. AM statistics for the CRCM5-LE

The proposed STS model was evaluated using the CRCM5-LE, considering ensemble mean temporal scaling slopes. The impact of lateral boundary conditions was also investigated through the comparison of ERA-CRCM5 and CRCM5-LE estimates. The main conclusions of this analysis are summarized in Table 3.

**CRCM5-LE spatiotemporal scaling**

The estimation of $b_r$ was first carried out for each member and spatial scale $r$. The ensemble means of $b_r$ parameters were then computed for subgroups of 5, 10, and 50 members and then used to estimate $h_0$ and $h_1$. Subgroups of 5 and 10 members were constructed considering members 1–5, 6–10, ..., 46–50 and 1–10, 11–19, ..., 41–50, respectively.

Figure 8 shows the permutation test results for the STS regressions estimated for the first member, all members, and for the first 5- and 10-member subgroups. The fraction of grid boxes with significant $h_1$ increases with the number of members, showing that local estimation uncertainty is considerably reduced when using larger ensembles, especially for SD and high return periods. For instance, STS parameters were significant for less than 50% of grid boxes for SD when only the first member was considered for $q = 10$ years, while more than 90% of grid boxes had significant $h_1$ when averaging $b_r$ over 50 members before applying Eq. (2) (Fig. 8a). Moreover, the 50-member estimation of Eq. (2) generally yielded a good linear fit for all return periods (e.g., $R^2 > 0.9$ for more than 94% and 74% of grid boxes for SD and LD, respectively; not shown).

Interesting spatial patterns can be observed for $h_0$ and $h_1$ when the 50-member CRCM5 ensemble is considered (Figs. 9 and 10). For SD, lower $h_0$ values can be observed for the interior of the domain and east of the Great Lakes, while the highest scaling regimes (e.g., $h_0 \geq 0.45$)
were observed at the southern and northern borders (Fig. 9a). Similar patterns were found for LD, with strong scaling regimes in southwest and northeast regions (Fig. 9b). Very small $h_0$ values were also estimated in the northwest, between the Great Lakes and the southern coast of the Hudson’s Bay. Similar spatial patterns for stations $h_0$ values were found by Innocenti et al. (2017) in an extensive study of rainfall intensity scaling exponents over North America.

Evident northwest–southeast gradients can be observed for $h_1$ values, with the highest values found over the Appalachian Mountains, especially for SD (Fig. 10a). This indicates that AM temporal scaling slopes in southern regions are more sensitive to changes in the
spatial scale than in northern areas, or, equivalently, that ARFs vary more strongly with the spatiotemporal scale [see Eq. (4)]. One explanation for these patterns is that the characteristics and the spatial extent of weather systems producing short duration extremes vary with latitude. Conversely, a relatively larger spatial extent is expected for weather systems generating LD extremes, as well as weaker changes in weather systems characteristics over the CRCM5 spatial domain. This would also explain the smoother latitudinal gradients and weaker response to topography observed for LD \( h_1 \) values.

For \( h_1 \), the differences between western regions and the southeast portion of the domain could also be related to the large-scale circulation patterns that strongly affect the spatiotemporal structure of precipitation extremes in these areas (Touma et al. 2018).

As a final note, although the dependence of \( h_0 \) and \( h_1 \) on the return period should be further investigated, some preliminary analyses showed that \( h_0 \) and \( h_1 \) decrease slightly with increasing return period in areas where both STS parameters are small (see Figs. S14 and S15).

### 9. Summary and discussion

An accurate characterization of the spatiotemporal structure of subdaily and daily precipitation is crucial for the development of future climate projections and to evaluate the ability of RCMs to adequately simulate intense precipitation events. The primary aim of this study was to compare the statistical properties of daily and subdaily annual maximum precipitation (quantiles, seasonal and diurnal cycles, and spatiotemporal scaling) between various observed and simulated datasets.

The performance of two ERA-Interim-driven regional simulations from the CRCM5 and the convection-permitting WRF Model was evaluated against station observations and compared to the bias-corrected satellite CMORPH and the multisource MSWEP dataset.

At their native spatial resolutions both RCMs showed good agreement with station records for short duration extremes, with few statistically significant differences found in the eastern part of the domain. For daily and longer durations,

![Fig. 8](image-url)  
**FIG. 8.** Permutation test for the STS model [Eq. (2)] for subgroups of CRCM5-LE members: fraction \( f_g \) of grid boxes with significant \( h_1 \) (significance levels \( \alpha = 0.05 \) and \( \alpha = 0.1 \)) for each return period for (a) SD and (b) LD.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantiles</td>
<td>Important latitudinal gradient for the relative differences of the estimates: CRCM5-LE quantiles are smaller (larger) than ERA-CRCM5 in the south (northeast). Similar spatial distributions for all ( d ) (e.g., Fig. S12)</td>
</tr>
<tr>
<td>Annual cycle</td>
<td>More AM ERA-CRCM5 occur in summer compared to CRCM5-LE for ( d \leq 24 ) h; for ( d &gt; 24 ) h, CRCM5-LE simulated more AM than ERA-CRCM5 from November to May. Results vary according to the geographical region (e.g., Fig. S13).</td>
</tr>
<tr>
<td>Diurnal cycle</td>
<td>Minor differences between ERA-CRCM5 and CRCM5-LE suggesting that large-scale dynamics and boundary conditions have weak influence on diurnal cycles (the triggering of short-duration AM mainly depends on processes simulating local storm dynamics)</td>
</tr>
<tr>
<td>Temporal scaling</td>
<td>Minor differences for SD, while CRCM5-LE showed weaker LD scaling than ERA-CRCM5. The scaling of short duration extremes is weakly influenced by the lateral boundary conditions used to drive the simulations.</td>
</tr>
</tbody>
</table>
ERA-CRCM5 significantly overestimated the extremes at many stations (e.g., for more than 50% of stations for 2-yr quantiles). Spatial patterns of the estimated relative difference are consistent with the CRCM5 and WRF bias in mean summer precipitation and hourly precipitation found in previous studies (Leduc et al. 2019; Liu et al. 2017; Prein et al. 2019).

Small differences were observed between the station and ERA-CRCM5 annual cycles for all considered durations, while WRF advanced the summer frequency peak of subdaily extremes. Both RCMs slightly underestimated the winter frequencies of annual maxima. Interestingly, ERA-CRCM5 and WRF show comparable performances for the diurnal cycles, with later afternoon peaks for the frequency of hourly extremes compared to observations, and extreme occurrences clustered around late afternoon and early night values for longer durations.

Median underestimation up to 30% of station quantiles was observed for CMORPH and MSWEP for...
subdaily extremes, whereas MSWEP shows the smallest differences with station quantiles and adequately reproduces the observed annual cycles for $d \geq 24\text{ h}$. However, the coarse temporal resolution of MSWEP (i.e., $d_0 = 3\text{ h}$) prevents any meaningful assessment of subdaily extreme characteristics.

The presence of some clusters of spuriously high quantiles in northern regions and the overestimation of extreme frequencies during fall and winter months confirms previously identified issues concerning CMORPH performance in cold regions and during cold seasons (Xie and Joyce 2014; Trenberth et al. 2017).

The spatiotemporal scaling properties of extreme precipitation quantiles were then analyzed and compared among datasets over L1 locations. The following three major results were found:

- The temporal scaling regimes are stronger for short durations (SD, $d < 6\text{ h}$) than longer durations (LD, $d \geq 6\text{ h}$). Hence, changes in rainfall quantiles across durations are smaller for LD, which is consistent with the fact that longer duration extremes are generated by spatially more homogeneous weather systems.
- The temporal scaling slopes increase with the spatial scale and SD increases are larger than for LD. Short duration extremes are more likely associated with intense localized convective systems and thus more sensitive to changes in the spatial resolution. Accordingly, it is interesting to note that ERA-CRCM5, WRF, and CMORPH display similar temporal scaling slopes at the smallest spatiotemporal scales but the increase of temporal scaling slopes with $r$ is much larger for WRF, likely because of its finer native spatial resolution.
- The increase of temporal scaling slopes with the spatial scale is approximately linear for all return periods and datasets.

Accordingly, two parameters can be used at each location to describe the changes in extreme quantiles with the observational spatiotemporal scale $(r, d)$: the extrapolated temporal scaling slope $h_0$ and the STS parameter $h_1$. The STS linear model [Eq. (3)] was found to be appropriate at most locations for SD 2-yr quantiles, suggesting the possibility of approximating the point-scale temporal scaling through the $h_0$ values.

However, the local estimation of the STS model is highly uncertain for longer return period and longer duration extremes. For MSWEP and CMORPH, in particular, few locations adequately fit the STS relationship with significant $h_1$ values. For these datasets, the use of postprocessing methods (e.g., bias correction applied at coarser scale than their native spatial and temporal resolution) may have altered the spatiotemporal structure of precipitation extremes, explaining the high uncertainty of the spatiotemporal scaling estimates. However, this explanation remains a hypothesis and needs further investigation.

The second objective was to examine whether there is evidence to support the empirical linearity of the temporal scaling slopes at the local scale (e.g., for a grid box) when sampling errors associated with short series and local variability are reduced. To this end, the temporal scaling estimates from various CRCM5-LE members were averaged to robustly estimate $h_0$ and $h_1$ at each model grid box. Increasing the ensemble size improved the fit of STS models, and led to increasing fractions of grid boxes with significant $h_1$ as the sample size (members) increased. While the limited length of records and historical simulations does not provide a well-constrained characterization of the extreme scaling, the CRCM5-LE allows a more robust estimation, which highlights the benefit of using a large ensemble of simulations (Thompson et al. 2017; Li et al. 2019).

Spatially, the strongest temporal scaling was observed in the north and in southwestern continental areas of the CRCM5-LE domain, while the strongest spatiotemporal scaling was found in mountainous regions. The clear spatial distribution of STS parameters can be associated with large-scale circulation patterns and topographic features that define the precipitation regimes over the study region.

10. Conclusions and perspectives

Although it remains difficult to definitively recommend the use of any specific dataset considered in our study, our results provide guidance on their relative performance in reproducing the daily and subdaily extreme precipitation characteristics. For short durations, both the CRCM5 and WRF well reproduced the properties of the extremes estimated at stations, while the two observation-based datasets showed good performance for approximating daily and longer duration extremes. Equally important, limited information about the spatiotemporal structure of extreme precipitation can be obtained from the CMORPH and MSWEP datasets. Their adequacy for the assessment of precipitation extremes should be particularly questioned for northern latitudes, while better performance of both gridded datasets may be expected for other regions and climate zones. Guidance on the downscaling of point-scale extreme precipitation properties from simulated series is offered by the proposed STS relationships, which can be used to consistently compare the spatiotemporal statistical structure of the precipitation extremes estimated from different datasets, regions, or periods.
Future work should consider the following issues. First, the STS model should be more thoroughly evaluated over regions with different climatological characteristics to assess the regional variability and improve the empirical evidence of the proposed relationships. Considering other climate model simulations and ensembles would also allow understanding the impacts of climate model–related uncertainty on our results. Finally, repeating the analysis for regions with very high network density would be important, as the characteristics of the available station dataset (e.g., the network density in Canada or the coarse measurement resolution of U.S. station records) may have a strong impact on AM estimates and their scaling properties (e.g., Blanchet et al. 2016).

Second, the analysis of seasonal AM should be considered to evaluate the biases and interannual variability that may affect the precipitation extreme estimation for the different datasets, and the seasonality of the STS relationships. Climate model improvements and increasing resolutions are also expected to yield a better representation of extreme properties for the range of spatiotemporal scales considered in the present study (Coppola et al. 2019). Finally, similar investigations using alternative definitions of extreme, such as event-based heavy rainfall, and projected series under future climate conditions should be carried out. In this way, the statistical scaling properties could be better related to the typical dynamics of extreme precipitation events, which can help the understanding of the main processes driving the future evolution of extreme precipitations.
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