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ABSTRACT

Using extensive hindcasts from seasonal prediction systems participating in the North American Multi-Model Ensemble (NMME), possible causes for low skill in predicting seasonal mean precipitation over California during December–February (DJF) are investigated. The analysis focuses on investigating two possibilities for low prediction skill: role model biases or inherent predictability limits. The motivation for the analysis was the seasonal prediction during DJF 2015/16 that called for enhanced probability for above normal precipitation over southern California (which was consistent with expected conditions during an extreme El Niño) while the observed precipitation was below normal. Based on various analysis approaches and using hindcast datasets from multiple seasonal prediction systems, we build up the evidence that low skill in predicting seasonal mean precipitation over California is likely to be due to inherent predictability associated with a low signal-to-noise (SNR) regime. For the same set of seasonal prediction systems, the precipitation variability over California is contrasted with that over the southeast United States where prediction skill, as well as the SNR, is higher. The discussion also notes that building a knowledge base that goes beyond the well-known response to ENSO (based on the linear regression or composite techniques) has proven to be difficult and a systematic approach to reaching resolution to some of the overarching questions is required, and toward that end, a pathway is suggested.

1. Introduction

Boreal winter of 2015/16 saw the emergence of an extreme El Niño event in the equatorial Pacific. The event was well anticipated from the prediction by statistical and dynamical coupled models (L’Heureux et al. 2017). The emergence of the extreme El Niño event coincided with the prolonged drought over California (Seager et al. 2015; Swain et al. 2014; Wang et al. 2014). Conforming to the current knowledge base for precipitation signals associated with strong El Niño conditions to be above normal over the region (Ropelewski and Halpert 1986; Hoerling and Kumar 1997; Kumar and Hoerling 1997, 1998; Trenberth et al. 1998; Chen and Kumar 2015), anticipation for an El Niño event generated widespread expectations that it would lead to above normal precipitation and relief from drought conditions, particularly over southern California. Indeed, the official seasonal prediction from the Climate Prediction Center (CPC) for seasonal mean of December–February (DJF) 2015/16 indicated a probability for above normal precipitation over this region (Fig. 1). The CPC forecast was consistent with the mean El Niño response as inferred based on the regression or composite analysis using observational data and model simulations, and further, the dynamical tools [e.g., the Climate Forecast System version 2 (CFSv2) at the National Centers for Environmental Prediction (NCEP)] also predicted similar anomalies (Fig. 1).

In contrast to the expectations generated by the seasonal prediction, the observed seasonal mean precipitation anomalies over California turned out to be below normal and positive precipitation anomalies occurred only over the northern parts of the west coast of the United States (Fig. 1). Although given the probabilistic nature of seasonal mean prediction [e.g., CPC prediction for 60% probability that seasonal mean precipitation over southern California would be above normal (Fig. 1)], a forecast verification based on a single instance of opposite sign observed anomaly cannot be considered as a failure per se, nonetheless the general perception of the user community for the performance of seasonal prediction tilted toward that sentiment.
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Subsequently, a similar perception has also been shared by the scientific community, which has strived to explain why the observed seasonal mean anomalies may have differed from the expected El Niño response.

A common approach for understanding differences in the seasonal forecasts and the observed precipitation outcome is 1) to quantify how different the El Niño response for the DJF 2015/16 may have been from the commonly, and now well recognized and widely internalized, response to El Niño, and 2) to determine if the departure in the observed pattern from the forecasts also followed differences. In this reasoning, the differences in response may have been due to differences in the sea surface temperature (SST) pattern for the 2015/16 El Niño from a composite El Niño in that the SST anomalies for 2015/16 El Niño were stronger in the central Pacific—a scenario commonly referred to as the central Pacific (CP) El Niño (Yu and Kim 2010; Paek et al. 2017). Differences in the atmospheric response could also have been due to the influence of some other anomalous boundary conditions. Such possibilities for DJF 2015/16 include warmer SST anomalies in the extratropical Pacific (referred to as the warm blob; Bond et al. 2015; Hu et al. 2017), a general warming of SSTs in the Indian Ocean and western Pacific, drier land conditions over California (as a result of prolonged drought; Yang et al. 2018), and changes in sea ice over the Arctic due to decline of sea ice in past decades (Cohen et al. 2017). Differences in atmospheric and terrestrial response to El Niño conditions in 2015/16 could also have been due to the nonlinearity in the atmospheric response to the strength of SST anomalies that cannot be
captured either by regression or composite-based analysis approaches.

The attempts of the scientific community to understand the unique aspects of atmospheric and terrestrial response during 2015/16 El Niño highlight the conundrum that even after an extensive history of research in understanding and analyzing the atmospheric response to ENSO following the seminal analysis of Horel and Wallace (1981), possible variations in ENSO response beyond the mean response are still not well understood (or agreed upon). Examples of such studies include atmospheric response to central versus eastern Pacific El Niño events (Yu and Kim 2010; Hu et al. 2012; Patricola et al. 2020), changes in the location of equatorial convection associated with El Niño (Palmer and Mansfield 1986; Larkin and Harrison 2005; Barsugli and Sardeshmukh 2002; Chiodi and Harrison 2015; Johnson and Kosaka 2016), and the influence of SST anomalies in other ocean basins (Robinson 2000; Kushnir et al. 2002; Quan et al. 2006; Schubert et al. 2009; Bond et al. 2015). A lack of consensus about the atmospheric response to ENSO and other SST anomalies is reflected in that forecasters still heavily rely on the ENSO composites. In other words, despite extensive efforts, answers to the question of how the atmospheric response may vary from one ENSO event to another have not been conclusive; further, such differences have not been internalized by the operational seasonal forecasting community that continues to rely on ENSO composites in the framing of their forecasts.

For the current generation of dynamical seasonal forecast systems for which an extensive set of hindcasts is generally available, the performance of the precipitation forecast during the 2015/16 event can be evaluated in a larger framework response during other El Niño events. Considering the specific example of CFSv2, seasonal hindcast is available from 1982. An analysis of skill of seasonal mean California precipitation for CFSv2 over the entire forecast history indicates that the average forecast skill is low; for example, the anomaly correlation over California is only about 0.3 (Fig. 2). Based on this measure alone, the perceived notion of failure of the seasonal forecast should not have been a surprise. This argument, however, can be criticized from at least two perspectives discussed below.

In the context of ENSO variability, the average skill assessment computed over the entire forecast history indicates that the average forecast skill is low; for example, the anomaly correlation over California is only about 0.3 (Fig. 2). Based on this measure alone, the perceived notion of failure of the seasonal forecast should not have been a surprise. This argument, however, can be criticized from at least two perspectives discussed below.

In the context of ENSO variability, the average skill assessment computed over the entire forecast history is the skill of the seasonal prediction system over all ENSO conditions including neutral, weak, moderate, and strong ENSO years. Such an assessment of forecast skill is often referred to as the unconditional skill (Kumar 2009). To the first order, a linear dependence of atmospheric signal on the strength of ENSO SST anomalies (Hoerling and Kumar 1997), and the theoretical relationship between the signal-to-noise ratio (SNR) and skill measures (Kumar 2009) will strongly suggest that skill during strong El Niño events (generally referred to as the conditional skill; Kumar 2009) should be larger than the estimate of unconditional skill. The concept of conditional versus unconditional skill, and differences among them, although intuitively appealing, cannot be quantified because of the shortness of the observational record that only contains few strong El Niño events; this is so because for small samples, skill estimates can have large uncertainty (Kumar 2009; Pegion and Kumar 2013).

The second line of criticism for the low skill in the CFSv2 is that it is influenced by the model bias that may compromise the realization of (possibly higher) predictability inherent in nature. This is a valid argument in that issues like inference about skill estimates, responses to external forcings, and so on, if based on a single model, generally cannot be trusted. Reducing reliance on the analysis based on a single model has led to major internationally coordinated efforts involving multimodel approaches. Examples include estimating climate sensitivity to changes in external forcings as part of the Coupled Modeling Intercomparison Project (CMIP) (Eyring et al. 2016), seasonal predictions based on multimodels (Graham et al. 2011; Kirtman et al. 2014), subseasonal predictions based on a multimodel (Vitart et al. 2016), and improvement in weather predictions (Swinbank et al. 2016).

With the multimodel seasonal prediction datasets available at present, specifically the North American Multi-Model Ensemble (NMME) (Kirtman et al. 2014), we can address both the criticisms discussed above. The availability of a large ensemble may also allow us to
investigate the question of how sensitive the atmospheric response is to different flavors of ENSO.

Using the NMME dataset we explore these questions: What is the skill for predicting seasonal mean precipitation over California across various prediction systems? For the same set of prediction systems, how does it differ from other regions that are known to be influenced by ENSO, such as the southeastern United States (Ropelewski and Halpert 1986)? The dataset also gives us the means to address additional questions: Can we infer a difference in the response of CA rainfall to the flavors of ENSO SST anomalies? What is the nonlinearity in the atmospheric response to ENSO? We note that exploration of such factors has already been brought up in the context of 2015/16 California rainfall and in various investigations that have appeared in the literature (e.g., Hoell et al. 2016; Cohen et al. 2017; Paek et al. 2017; Chen and Kumar 2018; Jong et al. 2018; Singh et al. 2018; Zhang et al. 2018).

We approach the analysis with the possibility that even an extensive hindcast database like the NMME may not be sufficient for answering the above questions with confidence, and if so, we discuss what are the implications for the predictability of California seasonal mean precipitation. For example, is our lack of ability to provide answers using large databases a portent that the inherent SNR for California is, indeed, low? We also discuss what further could be done to alleviate the current situation we find ourselves in; that is, our knowledge base beyond the composite response to ENSO does not seem to exist with a degree of confidence that could be used to develop and communicate operational forecasts.

Using the same NMME database we also contrast the analysis over California with that over the southeastern United States where models have higher skill (Fig. 2). This regional contrast in levels of prediction skill using the same set of models raises a fundamental question about the general fidelity of models and our perceptions about their utility in addressing some basic questions associated with assessment of predictability.

### 2. Data and analysis approach

#### a. The data

We focus our analysis on the seasonal precipitation variability 1) averaged over all years, and 2) in all individual El Niño years for the target season of December–February (DJF).

The model data used are forecast data from the North American Multi-Model Ensemble (NMME) project (Kirtman et al. 2014; Becker et al. 2014). The forecast data include ensemble forecasts from seven participating models with retrospective forecasts (also referred to as hindcasts) for 1982–2010 and real-time forecasts over 2011–16. The seven models are the CFSv2 and other six models, which for brevity are referred to as models A–F; mapping of models A–F to their corresponding seasonal forecast system is given in Table 1. The forecast members for the models A–E are initialized at 0000 UTC on the first day of each month for both the hindcasts and real-time forecast. For model F, four members are initialized every fifth day and seven members on the last day of each month. CFSv2 has four forecast members initialized at 0000, 0600, 1200, and 1800 UTC every fifth day starting at 1 January each year for hindcasts and four members every day for real-time forecasts. For the analysis, we subsample the CFSv2 real-time forecast members to match the frequency of its hindcast configuration and use the members from the initial conditions, which are close to the most other NMME models. Following this, the ensemble forecasts for the DJF season used in the analysis are the 24 members initialized on 18, 23, and 28 October, and 2, 7, and 12 November for CFSv2, and all members available in the NMME project for other six models (except for model F; see Table 1). The analysis period covers forecasts from 1982 to 2016. The ensemble size and initial conditions for each model are also listed in Table 1. More detailed information about the models can be found in Kirtman et al. (2014).

In addition to the forecast data from the NMME seasonal forecast systems, the Atmospheric Model Intercomparison Project (AMIP)-type simulation data from four models are also used in the analysis. The setup of AMIP simulation is the atmospheric general circulation model (AGCM) simulation forced by the observed evolution of SSTs. The four models include the atmospheric component of the CFSv2, the National Center for Atmospheric Research (NCAR) Community
Atmosphere Model 4 (CAM4), the Max Planck Institute for Meteorology ECHAM5, and the NOAA Earth System Research Laboratory (ESRL)–NCAR CAM5. The CFSv2 AMIP simulation is from the atmospheric component of CFSv2 and has 55 ensemble members. The simulations for the other three models are obtained from the ESRL (https://www.esrl.noaa.gov/psd/repository/facts). There are 20, 50, and 40 ensemble members for the CAM4, ECHAM5, and ESRL-CAM5 simulations, respectively. For consistency, we use the common period of 1982–2014 and interpolate all AMIP simulation data to 2.5° latitude/longitude spatial resolution.

Estimates of the observed conditions used in the analysis include the monthly precipitation from the Climate Prediction Center (CPC) monthly precipitation reconstruction over land (PRECL; Chen et al. 2002) and the 200-mb (1 mb = 1 hPa) geopotential height (Z200) from the NCEP–NCAR Reanalysis (Kalnay et al. 1996) for the time period from 1950–2017.

Following the same practice as in the NMME forecast system, the seasonal anomalies for the forecasts of each model and the AMIP simulation of each model are defined as the DJF seasonal mean departures from its own model’s climatology computed over the hindcast period of 1982–2010. The seasonal anomalies for the observations are the departures from the observed climatology over the same period (i.e., 1982–2010).

b. The analysis approach

In the first set of analysis, we examine how well the basic features of the DJF forecast precipitation in terms of its mean, total interannual variability, and mean response to predicted ENSO SST for each model compare with corresponding observational estimates. The total interannual variability is defined as the average of seasonal mean precipitation standard deviation from individual members in the ensemble forecasts. The mean response to ENSO SST is quantified by the average of the linear regression of the seasonal mean precipitation forecast against the concurrent forecast value of seasonal mean Niño-3.4 SST index based on each individual member.

We also assess the anomaly correlation skill and the signal-to-noise ratio (SNR) for each model to assess whether the low prediction skill of DJF precipitation over the west coast in CFSv2 is an outlier compared to other models. The anomaly correlation skill is defined as the correlation of anomalies between the forecast ensemble means for each model and the observation. The signal component in the SNR is the standard deviation of ensemble mean while the noise component is the standard deviation of departure in the forecast individual members from the ensemble mean (Kumar and Hoering 1995). The analysis of correlation skill is repeated with AMIP model simulations to contrast skill in seasonal prediction systems but without errors in the prediction of SSTs.

In the second part of the analysis we analyze the west coast precipitation response in each model to anomalous SSTs for individual El Niño events to assess to what extent the responses during individual events differ from the composite response. Based on such an extensive dataset of the ensemble forecasts available in the NMME, this analysis can be approached in two ways: 1) by analyzing the consistency of precipitation responses across El Niño events in a single model, and thereby examining the influence of ENSO SST flavor and possible nonlinearity in the response; and 2) by analyzing the consistency of precipitation responses across seven models for a specific El Niño event to examine if the consistency in response among models improves as the amplitude of El Niño events gets larger.

Following the classification of El Niño events as used in the Climate Prediction Center (CPC) (https://www.cpc.ncep.noaa.gov/products-analysis_monitoring/ensostuff/ONI_v5.php), a total of 11 DJFs (except DJF 1987/88) are selected as El Niño events. They are the DJFs of 1982/83, 1986/87, 1991/92, 1994/95, 1997/98, 2002/03, 2004/05, 2006/07, 2009/10, 2014/15, and 2015/16. The reason why DJF 1987/88 is excluded from the analysis is that the forecast SSTs were in a La Niña pattern for CFSv2.

In the third component of the investigation, we analyze the DJF precipitation for the region of U.S. southeast coast with the same set of forecast models. Over the southeast coast the prediction skill is higher (Fig. 2) and therefore provides a contrasting case study to the analysis over the southwest coast of the United States.

In the final analysis the correlations of the DJF precipitation variability area averaged over the southwest coast and the southeast coast, respectively, to the 200-mb height field and SST are investigated to identify the origins and dynamical reasons for the DJF precipitation variability over these two regions and, further, why the precipitation skill over the regions may differ. In this observational analysis, the correlations are calculated over 1950–2016 and are complemented by AMIP simulations–based analysis over 1982–2014.

3. Results

As discussed in section 1, Fig. 2 shows the anomaly correlation skill of DJF precipitation for the forecast ensemble mean from CFSv2 computed over the entire hindcast period of 1982–2010 (a sample of 29 DJF seasons). It is found that the prediction skill along the west
coast is low, and the largest values of correlation in the southwest do not exceed 0.3 (i.e., they explain approximately 10% of observed precipitation variability). In contrast, prediction skill is higher in the southeast with correlations reaching 0.6–0.7. A low prediction skill based on the CFSv2 raises the question of whether it is an artifact of biases in this model or a consequence of low inherent predictability in nature. To investigate among two alternate possibilities, we analyze the ensemble forecasts from multiple models that are part of NMME.

**a. Validation of precipitation variability in model forecasts**

In this section, some basic features of DJF precipitation forecasts are first assessed and then compared with those in observations. To keep the figure layout concise while displaying results from seven models and observations, the region of the U.S. west coast (wCoast) marked as the blue box in the left side of Fig. 2 is aligned to a 8° × 21° longitude/latitude rectangle. Following this approach, each rectangle in Fig. 3 is the DJF precipitation climatology (top row), standard deviation (middle row), and linear regression with Niño-3.4 SSTs (bottom row) from each of seven models and for the observation.

**FIG. 3.** The DJF (top) precipitation climatology, (middle) standard deviation, and (bottom) linear regression (mm day\(^{-1}\)) to Niño-3.4 SST for seven models in the NMME (marked as CFSv2 and models A–F), and observations over the U.S. west coast are shown in the left side box of Fig. 2. Regression is for unit standard deviation of the Niño-3.4 SST index.
It should be noted that because of the availability of an ensemble of forecasts, the estimates of climatology and standard deviation in models are based on a much larger sample, and hence estimates are more robust; the corresponding estimates in observations, however, do not have the same benefit. To obtain a somewhat more robust estimate of mean and standard deviation of precipitation in observations, estimates based on a longer period (1950–2016) were also computed, and the spatial structure as well as the amplitude over the two periods look very similar.

We next compare the ENSO-related response in models and observations. A simple approach to quantify the ENSO signal is to compute the regression between the interannual variability in seasonal mean precipitation with the Niño-3.4 SST index. For the estimate of the ENSO signal based on the linear regression (Fig. 3, bottom row), there is a general similarity in the spatial distribution with negative values in the north and positive in the south, a result consistent with the typical distribution with negative values in the north and positive values in the south. The amplitude of the Niño-3.4 SST index over the precipitation is remarkably like those based on the El Niño composites of precipitation anomaly. We also estimated the observed ENSO response in precipitation based on a dataset over 1950–2016 and basic features in the observed response remain the same.

It is noted that 1) there are differences in amplitude of regressions across models and a higher (lower) amplitude of regression implies a stronger (weaker) response to ENSO, and 2) just on its face value a higher or weaker response should not be taken as an indication that prediction skill for the respective models will also be higher or lower. It is because a stronger response, if erroneous compared to observations, can still lead to a lower skill, and 3) although regressions for the model forecasts could be influenced by model biases, bias is not an issue for regression based on observational data, which on the other hand can be influenced by limitations in the length of observational record.

Given that in all models, characteristics of the linear precipitation response differ from each other, and have differences from observations, it is not straightforward to anticipate which model is better in replicating the predictable component of observed interannual variability. The reasons for this are twofold. First, although the estimates of the statistical characteristics of precipitation variability in models is more robust (due to the availability of an ensemble of forecasts), the same estimates in observations can be influenced by sampling, and therefore comparison between models and observations may not provide an indication of model’s fidelity. The dependence on the analysis technique to create a gridded estimate for observed precipitation further exacerbates the observational uncertainty. Second, and more importantly, with the ensemble of forecasts while the predictable and unpredictable components of precipitation variability can be separated, the same, however, is not feasible for observations. Because of this, a comparison of signal and noise in the model and observations, beyond estimates based on an assessment of a linear signal (e.g., regression), cannot be made; also, as mentioned earlier, merely a stronger amplitude in the signal cannot be used as a criterion that skill for the model will also be higher.

Beyond comparing the precipitation response to ENSO as the linear signal, any attempts to validate differences in response to ENSO flavors (e.g., linearity in response to ENSO amplitude or response to boundary forcings other than ENSO) are hindered by the limitations in the observational data. Faced with these difficulties and trying to understand if the low skill in predicting interannual precipitation variability in the CFSv2 (Fig. 2) is due to model biases or not, we next compare the prediction skill based on other models. The rationale is that prediction skill is determined by the separation of total interannual variability into predictable and unpredictable components (i.e., the SNR), and the model that has the most realistic (or unbiased) separation in comparison with observations will also have a higher skill. In other words, computation of prediction skill implicitly provides a check on the fidelity of the estimate of SNR in the model. Following this, it could be investigated if the relative strength of SNR across models is related to prediction skill, and whether the precipitation skill in the CFSv2 is systematically lower because of lower SNR.

Figure 4 shows the DJF precipitation anomaly correlation skill and its SNR for each model based on the 1982–2010 hindcast period. As mentioned in section 1, SNR is the ratio of ensemble mean variability (the predictable component) and the variability associated with the departures in the individual forecast members from the ensemble mean (the unpredictable component). The basic feature to note in the comparison of skill is that the prediction skill across all the models is unanimously low and is near the skill for the CFSv2. Low prediction skill for CFSv2 (in Fig. 1), therefore, is not an outlier and is unlikely to be due to model biases influencing this model alone. In fact, a hurried opinion might lead one to draw the conclusion that CFSv2 may be
among the models with better prediction skill. However, for a short verification time series of 1982–2010, and for low skill regimes, the range of uncertainty in the estimate of skill score can be as big as the estimate of skill itself (Kumar 2009), and this can alone be responsible for some of the skill variations across the models. We also note that a conclusion of low prediction skill across all models is consistent with a long history of attempts to estimate seasonal predictability using observational and model simulations—a history that now stretches across a 40-yr period and has repeatedly led to low estimates of seasonal predictability in extratropical latitudes (Madden 1976; Jha et al. 2016).

Across the models, there is a much wider range of variability in the spatial pattern of skill than could have been anticipated from the corresponding differences in the models’ linear response to ENSO (Fig. 3), and one cannot conclude that the amplitude of response relates to skill. For example, model A has a weak response in the north, but is also the one with highest skill; model F, on the other hand has the strongest signal in the north but has no skill; the response in model B has a reasonable depiction of the ENSO response in observation, but also has the smallest skill. In addition to sampling, possible reasons for the lack of correspondence between the ENSO response (Fig. 3, bottom panels) and skill can include the following: 1) if the precipitation response to ENSO has appreciable nonlinearity then while skill will depend on fidelity in capturing the nonlinear response, an analysis of response based on a linear approach will not be able to capture that component; and 2) the estimate of the linear ENSO response in the model forecast may be biased and does not provide a prior assessment of what the skill for the forecast system may be.

To highlight the lack of correspondence between linear regression and skill, the SNR for each model is shown in Fig. 4 (bottom). A linear estimate of the observed SNR is also shown, and is based on the following approach: 1) by multiplying the linear ENSO response in precipitation (Fig. 3, rightmost panels) by the amplitude of the observed Niño-3.4 SST anomaly, a reconstruction of ENSO signal for each DJF in the analysis period is made; 2) the variability of the reconstructed ENSO signal is the linear estimate of precipitation as-
A significance of the SNR is that for a perfect model, SNR also determines the expected value of skill (Kumar and Hoerling 2000; Kumar 2009). It is the biases in the model, together with small ensemble size and the influence of sampling over short verification time series, that can lead to departures from the relationship between SNR and skill. We note that while the model SNR (computed as the ratio of standard deviation of ensemble mean and the standard deviation of departures of individual forecasts from the ensemble mean) is not constrained by the assumption of linearity, the observed estimate, although unbiased, is constrained by the assumption of linearity.

The lack of correspondence that existed between linear response (Fig. 3, bottom) and skill (Fig. 4, top) also extends to between the nonlinear estimate of SNR and skill. The spatial pattern of SNR and linear response, in fact, has good spatial correspondence across all the models. The reason that SNR and skill do not bear a resemblance is the one discussed by Kumar et al. (2014), who indicated that because of model biases there does not have to be a relationship between the SNR (which has a theoretical relationship with skill under a perfect model assumption; Kumar 2009) and the actual skill. This is also the reason that a model with a large SNR (e.g., model F in northern latitudes) does not have to have higher correlation skill. An additional requirement for the SNR–skill relationship to hold is that the decomposition of total variability into predictable and unpredictable components (which determine the SNR) is like that in observations. One could conceive a forecast system in which precipitation response is very sensitive to ENSO, and thereby has a high SNR; however, if the same sensitivity does not exist in observation, the skill for that model will still be low. We also note that extending the analysis period to 1982–2016 (i.e., including the real-time forecasts also) only leads to minor changes in the skill and basic features of skill across all models are still replicated (not shown).

Apart from the possible influence of model biases (e.g., errors in tropical–extratropical teleconnection) that may lead to a low prediction skill, a low skill in SST prediction, particularly associated with ENSO, could also be an influencing factor in low skill for CFSv2 or in differences in skill across models. To demonstrate that SST prediction skill in all seasonal prediction systems over the ENSO region is unanimously high, skill in predicting DJF SSTs based on the same set of hindcasts is shown in Fig. 5. In the equatorial Pacific near and east of the date line, skill in predicting SST for all models exceeds 0.8 and has a similar spatial structure. We also attempted to relate errors in the prediction of SSTs in individual forecasts and errors in the prediction of area averaged precipitation over California; however, no systematic relationship was found (result not shown).

Another way to address the possible role of errors in SST prediction is to assess skill in simulating precipitation in AMIP simulations. In the AMIP simulations observed SSTs are prescribed, and therefore the possible influence of errors in prediction of SSTs can be discounted. We base our analysis on the AMIP simulations from four different models and simulation skill for each model is based on the ensemble mean for the respective model. Simulation skill for precipitation in the AMIP simulations (Fig. 6) has a structure like that for the
CFSv2, showing higher skill in the southern tier states, extending northward over the west and east coast of the United States. The magnitude of skill is generally similar to the other seasonal prediction systems over the west (Fig. 4, top panel) and the southeast coast (Fig. 11, top panel) with average skill for AMIP simulations being 0.28 (west coast) and 0.50 (southeast coast) and for seasonal predictions being 0.14 (west coast) and 0.47 (southeast coast). It is also interesting to note that for all seasonal prediction systems and AMIP simulations the skill over the southeast coast is systematically larger than over the west coast. These analyses of the skill of SST prediction (Fig. 5) and skill in simulating precipitation in the AMIP simulations indicate that errors in SST prediction are 1) not the cause for low prediction skill in the CFSv2 or 2) not linked to differences in precipitation skill across the models.

In summary, the analysis of prediction skill, and a lack of relationship with the SNR in the models, does not lead to the conclusion that low prediction skill in the CFSv2 (or in other models) is an artifact of some systematic differences. Further, a similar feature of low prediction skill is shared across all the models in NMME and for AMIP simulations. A convergence of these results may start to hint toward the possibility that low skill in predicting west coast precipitation variability may just be a reflection of inherent predictability limits in nature.

b. Precipitation response in individual El Niño events

We next extend our analysis of forecast ensemble mean (i.e., the estimate of the response) for individual El Niño events, and thereby extend the analysis that primarily focused on an average response across all ENSO events. The analysis comparing individual El Niño events touches on questions like how sensitive the model response is to the different flavors and amplitude of ENSO SSTs, and whether some systematic conclusions about them can be obtained based on large forecast databases like NMME.

Figure 7 shows the forecast ensemble means of DJF precipitation over the west coast in each of 11 El Niño events (the columns) and for each of seven models (the
rows). Also included is the observed DJF precipitation (bottom row) and the forecast precipitation averaged across all the models (row labeled as NMME). The columns are arranged from the weak to strong El Niño events based on the strength of the observed Niño-3.4 SSTs during DJF. The maps shown in the rightmost column are the mean precipitation across all El Niño events, equivalent to the analysis based on the composite technique. It should be noted that during each El Niño the precipitation anomalies shown for models are the ensemble means and therefore constitute an estimate of mean precipitation response during that event. This precipitation response is not constrained by any assumption of linearity and can fully incorporate the influence of ENSO flavors, ENSO amplitude, or other boundary conditions. The observed seasonal mean (equivalent to being a single realization of model forecast within an ensemble), on the other hand, is a combination of both the response and the contribution from the unpredictable noise, and therefore is expected to have much larger variations from one El Niño event to another (compared to the variations in the ensemble mean response). It is also noted that although an ensemble mean of 10 (which is the typical ensemble size for
the forecast systems in NMME) is generally sufficient to provide a good estimate for the mean value of the distribution of possible outcomes of seasonal means (Kumar and Hoerling 1995; Leutbecher 2018), on occasion it could still have a large contribution from internal variability.

The salient features in Fig. 7 are the following:

- A general comparison of ensemble mean response in the models across El Niño events with that in observations clearly indicates that the event-to-event variability in observations is much larger. If the observed seasonal mean anomalies have a large contribution from the internal variability, this would be the case (and would also imply a low SNR in observations and low prediction skill).

- If the reasons for change in responses have a physical basis—nonlinearity in response to the El Niño amplitude or sensitivity to the flavors of El Niño—and if such variations in response are correct, one would expect that prediction skill for those models will be higher. This, however, is not the case; prediction skills for models E and F (with appreciable variations in response from weak to strong El Niño events) is not better than for CFSv2 and the model C.

- The precipitation response in NMME is largely consistent across all El Niño events with a positive response over California and a negative response over Oregon and Washington. The only exception is the El Niño event of 1994. We note that NMME response is based on an ensemble of 99 forecasts, and thus contribution of internal variability will be much smaller.

- Comparing precipitation responses across models for the same El Niño events presents a baffling scenario and does not lead to definitive conclusions. Weak El Niño events like 1994 seem to have a fair bit of consistency across models whereas the moderate event of 2009 has little consistency in precipitation response over California.

The analysis of precipitation response during El Niño years and across different models does not provide clear indications about how nonlinear the precipitation response to El Niño amplitude might be or what the influence of El Niño flavors is. Even with the availability of such an extensive hindcast dataset, our inability to draw definitive conclusions may again be consistent with a low signal-to-noise regime in that inferences about systematic variations in signal from one El Niño event to another would be hard to reach and the weak signal could easily be overwhelmed by the contribution of residual noise in the ensemble mean.

In the context of the analysis for DJF 2015/16, the analysis also does not provide conclusive evidence as to
whether the departures in the observed seasonal mean anomalies from the expected response were due to changes in the response to flavors of El Niño. As an alternative, the departure could just be explained by the contribution of internal variability in the observed seasonal mean. Even when comparing the three strongest events, where the precipitation response in the NMME ensemble mean has a good consistency over the SCA across three events, the negative observed anomalies over SCA for 2015 stand out. The same is true for the northern region of the analysis domain where the precipitation response had a different sign than the observed precipitation during 1982 and in 2015. In summary, an easy explanation for various features we have discussed so far is that over SCA, and over the west coast in general, the internal variability contributes a large fraction to the observed seasonal mean precipitation variability.

Next, we synthesize the consistency in the El Niño response during El Niño for a single model or across different models for an individual El Niño event. Shown in Fig. 8 are consistency maps across the 11 El Niño events for the model responses and for the observations. The consistency is calculated by counting the number of El Niño cases with the same sign anomaly (positive or negative) either in the model ensemble means or in the observations. The green-blue and yellow-red-brown colors represent the number of events with a similar-sign positive or negative anomaly, respectively. For example, all 11 El Niño events show positive anomalies over most of SCA and at least 8 of 11 El Niño events appear with negative anomalies over the northern parts of the west coast in the precipitation responses for CFSv2. It should be noted that the consistency in the models is for the precipitation response (with a smaller influence from the role of noise), whereas for the observed anomalies the contribution of noise could have a much larger influence during individual years (with the consequence that consistency will be lower).

In conformity with the results in Fig. 7, the consistency in response for model A is the weakest because of jumpiness in the sign of anomalies for different El Niño events. The level of consistency for model F is strongest in the northern latitudes. The response in the NMME is very good both over SCA and NCA. In general, across the models, consistency in the sign of anomalies is generally stronger in the northern part of the domain than in the southern latitudes. The consistency in the response, however, does not relate to the skill (Fig. 4) where model A (with least consistency) has a skill like others while model F (with highest consistency) has the lowest skill.

The uniformity in the sign of the observed anomalies across all El Niño events is weak, and this is consistent with the notion that the observed seasonal mean precipitation anomalies could have a large contribution from the internal variability. As to why the consistency in the models for responses across El Niño’s events is not always high, there could have several reasons: how sensitive is the model’s response to El Niño flavor; the quality of SST prediction; low SNR and the inability of the ensemble size of 10 to, at times, filter out the contribution of noise. As pointed out before, if differences in responses from event to event is correct, it should result in better skill; however, that is not the case. One could argue that skill itself could have been influenced by the sampling issues (because of the verification time series over 29 DJFs), and as the sampling issues are also much larger for smaller SNR ratios (Kumar 2009), this leads us back to the indication that the contribution of internal variability to seasonal mean precipitation anomalies is large.

Figure 9 shows consistency maps for the responses across seven models for individual El Niño events. In this figure, the green-blue and yellow-red-brown colors represent the number of models with similar sign positive or negative anomaly, respectively. The maps are arranged by the strength of El Niño events from weak to strong.
strong. The lower panels in Fig. 9 are the observed precipitation anomalies for the events and for ease of comparison; it is the repeat of the bottom panels in Fig. 7.

Except for 2014, the consistency in models is generally similar or higher in the northern latitudes than over California. This might once again indicate that the role of internal variability (the influence of ENSO) in determining why the observed outcome is larger (weaker) in the southern latitudes. One could also argue that low consistency in the model response over SCA is because some models capture changes in response to the flavors of ENSO while others do not, and because of this the consistency in the response across models is not maintained. However, the models that do seem to have a higher “sensitivity to the amplitude of ENSO” (e.g., models E and F) do not necessarily seem to have higher skill.

In summary, the analysis using a large set of hindcasts from multiple models does not provide convincing evidence that low skill in the CFSv2 in Fig. 2 may not have been due to model biases as it was similar to that based on other forecast systems. Among different possible explanations—for example, that all models share similar biases (including errors in tropical–extratropical teleconnections) or for all model prediction skill of ENSO SSTs is low—a much easier explanation for various results is that the observed anomalies could have large contributions from the unpredictable internal variability and, hence, have a small SNR. This explanation can easily elucidate as to why the prediction skill for all models is low, why inferences about understanding differences in responses to the flavors of ENSO have been elusive, and why consistency in observed anomalies across El Niño events is low. This is not to say that model biases do not lead to a lower realization of predictability in observations, because they do, but the notion of inherent low practicability would be consistent with the results. To provide further support for this hypothesis, we next contrast the same analysis over the west coast with that over the southeast where for all prediction systems skill is consistently higher.

c. Comparison of precipitation variability over the U.S. southwest and southeast coasts

The basic features for simulating seasonal precipitation variability in the same ensemble of forecasts from seven models for the southeast coast area are shown in Fig. 10. Using the same layout as Fig. 3, each rectangle in Fig. 10 represents a $10^\circ \times 10^\circ$ longitude/latitude area for the southeast coast region (seCoast) marked as the blue box in the right side of Fig. 2.

Comparing the mean and standard deviation for models to that for observations, the magnitudes are generally similar, except for CFSv2 and model A, which have relatively larger mean values. The observed interannual variability in seasonal mean precipitation is fairly uniform throughout the domain and is a feature that is generally replicated in forecasts from all models.
The linear regressions (ENSO signal) for all models have similar spatial patterns with northward decreasing gradient, and spatial distribution in models is consistent with that for observation. The amplitude of the precipitation response in the models is also comparable to observations, except for models A and B showing relatively larger values.

Comparing the results over the seCoast (Fig. 10) to those over the wCoast (Fig. 3) region, the magnitudes of mean precipitation and its standard deviation are lower, while the amplitude of linear regression for models and observation is similar. A lower variability and similar amplitude of response indicates larger SNRs, and would imply higher skill than over the wCoast.

Similar to Fig. 4, Fig. 11 shows the anomaly correlation and SNR for each model over the seCoast. As discussed, overall SNRs for all models are larger compared to that over the wCoast. This is also true for the linear estimate of SNR in observations. Furthermore, the overall prediction skill for all models is also higher and is consistent with larger SNRs.

The model precipitation responses during individual El Niño events and for each model for the seCoast area are shown in Fig. 12. It is clearly seen that compared to the analysis for the wCoast, the responses are more consistent across events and across models for El Niños with moderate and strong strength. The sign of observed anomalies, which is a combination of ENSO response and the internal variability, also tends to be similar, except for the weak events shown in the left panels of Fig. 12. The composite anomalies for all models and observations also have a good resemblance. All of the results—higher skill and better consistency in response across different El Niño events—are inferences that would be implied if the SNR was higher.

From the consistency maps shown in Fig. 13, it can be seen that the consistency across different El Niño for model responses is high for models, especially in south, whereas it is much lower in the observation probably because of the contribution from the internal variability; the weak events at times had negative precipitation anomalies compared to the strong El Niño events (Fig. 12, bottom panel).

For individual El Niño events, the consistency across different models is high and improves as the strength of the event gets stronger, particularly for events that are stronger than 2002 El Niño (Fig. 14). Further, over this...
region, higher consistency across models also better relates with the observed anomalies having the same sign. Only for the weak El Niño cases, the observed precipitation anomalies have a higher instance of having the opposite sign. This might be expected as weak El Niño events will have a weaker response and are more likely to be dominated by the contribution of internal variability.

In summary, for the same set of models the results for the analysis over the seCoast region present a contrasting situation compared to that for the wCoast region. The interannual variability over the seCoast has a higher SNR than that over the wCoast and consequences to this carry over to other measures that are influenced by the SNR: higher prediction skill (a feature also replicated in the AMIP simulation), higher consistency across model response, and a higher consistency in the sign of the observed seasonal mean precipitation anomaly and also with the models. Further, the same models that had difficulties in replicating interannual precipitation variability along the wCoast have a better performance in the seCoast.

d. Precipitation variability and its connection with circulation

In this section, we provide some dynamical basis for differences in SNR for precipitation variability along the wCoast and seCoast and attempt to illustrate that the differences in SNR over two regions may indeed be real. The analysis is based on two approaches. The first component is an analysis based on the observational data alone, and therefore, is not influenced by biases. Observational analysis, however, can be influenced by sampling variability, and to reduce its impact, is repeated with the ensembles of AMIP simulations. The analysis investigates association between area averaged precipitation with the variability in 200-mb height (z200) and SSTs.

Figure 15 shows the correlations of the area-averaged southwest coast (swCoast) and seCoast precipitation and the Niño-3.4 SST index with z200, respectively, for the time period of 1950–2016. The swCoast region is the area south of 35° latitude of the wCoast (approximately the box outlined in Fig. 2). To enhance the statistical significance of the correlations to the extent we can, the analysis is for the 67 DJFs in 1950–2016. The correlation is repeated three times: over all 67 DJFs (left column), only over the 20 ENSO DJFs (when the Niño-3.4 SST index was at least one standard deviation; center column), and over the remaining 47 non-ENSO DJFs (right column). A comparison of the last two correlations breaks down the correlations between ENSO and the neutral years. The rationale for using total area-averaged precipitation variability is to analyze what fraction of variability is related to ENSO SSTs. The bottom row in Fig. 15 is the correlation between the Niño-3.4 and z200 and indicates the control of ENSO SST variability on seasonal mean heights. In all the
panels, correlation of the respective variable with the SST is also overlaid as contours.

The correlations between Niño-3.4 and z200 (Fig. 15, bottom panel) are largest over tropical latitudes and extend into extratropical Northern Hemisphere along the well-documented tropical–extratropical pathway associated with ENSO variability (Horel and Wallace 1981). As expected, the correlation is higher when done for ENSO years alone (bottom row, center) and weaker for neutral years (bottom row, right).

For the area-averaged swCoast precipitation, the amplitude of the correlation in tropical latitudes with z200 during the ENSO years is much weaker than what is indicated in the correlation of z200 with Niño-3.4. This is particularly true for tropical latitudes where variability in z200 is highly constrained by SSTs (e.g., correlation between Niño-3.4 and z200 near the date line is higher than 0.9). Lower correlation with tropical Pacific ENSO variability (SSTs and z200) implies that circulation associated with anomalous seasonal mean precipitation

**FIG. 12.** As in Fig. 7, but for the U.S. southeast coast.

**FIG. 13.** As in Fig. 8, but for the U.S. southeast coast.
does not have a dominant contribution from ENSO. We note that correlation of area-averaged precipitation south of 35° latitude is able to pick a dipole pattern of above (below) normal precipitation anomalies in the south (north) (not shown), and looks similar to the ENSO regression pattern in Fig. 3.

For the area-averaged precipitation over the seCoast, on the other hand, the correlation with z200 during ENSO years is stronger. Further, during ENSO years alone, the amplitude of correlation in tropical latitudes is closer to the ones indicated by ENSO SST variability. The same indication exists for correlation between seCoast precipitation and equatorial SSTs which are larger than the corresponding correlation with swCoast precipitation.

These results indicate that precipitation variations over California (seCoast) is less (more) constrained by ENSO SSTs and is influenced more (less) by internal variability, resulting in lower (higher) SNR.

As the analysis in Fig. 15 can be influenced by sampling in the observational data, the same analysis is repeated using AMIP simulations using multiple models. Instead of showing correlations with all four models individually, correlations are averaged and are shown in Fig. 16. The results based on observational data (Fig. 15) are essentially replicated in the model-based analysis, and once again, indicate that precipitation over the seCoast has a stronger connection with the interannual variability associated with ENSO.

4. Summary, discussion, and path forward

Faced with low skill in predicting seasonal mean precipitation over California, and the failure in predicting dry conditions over southern California observed during the strong El Niño event of 2015/16 (which was opposite to the expected response during an El Niño; Fig. 7), we set out to investigate if the skill for the CFSv2 was low (Fig. 2) due to the possible influence of model biases or if it was a common feature also shared by other seasonal prediction systems, and therefore may point to inherent predictability limits in nature.

Based on the analysis of an extensive hindcast dataset in the NMME from seven seasonal forecast systems, no evidence was found that the skill of CFSv2 was an outlier; all models had a similarly low value in predicting seasonal mean precipitation variability over California. Various other analysis approaches, such as assessing the consistency in precipitation response across different models and determining the correlation of area-averaged precipitation with z200, also indicated that the signal-to-noise ratio in precipitation variability may inherently be low. In contrast, for the same hindcast dataset from the same seasonal prediction systems, analysis over the seCoast presented a different paradigm of being consistent with a higher SNR regime.

Another facet of the analysis was that for the precipitation variability over the wCoast the investigation did not provide answers to the questions like nonlinearity (or flavors) in the precipitation response to ENSO, even though the analysis was based on a large multimodel dataset. Such difficulties also point to a low SNR regime because under such scenarios a higher level of effort is required for extracting the signal (and variations therein) above the noise and drawing robust inferences becomes harder (e.g., requiring larger and larger ensemble sizes). In contrast, for the tropical latitudes where SNR in the context of ENSO variability is high,
even small size ensembles are generally enough to determine the signal (Kumar and Hoerling 1995).

The self-consistent relationship between SNR, ensemble size (required for quantifying the signal), and prediction skill is summarized in Fig. 17 and fits the contrasting situation of predictability of seasonal mean precipitation over the wCoast and seCoast. A low (high) SNR requires large (small) ensemble sizes to extract the predictable signal and is also associated with low (high) prediction skill. Conversely, a low prediction skill across a wide range of prediction systems, or difficulties in obtaining agreements in responses, may harbinger the possibility that the SNR is low.

In the practice of making seasonal predictions, going beyond the utility of ENSO composites has proven to be a challenging task and any information about flavors of response and so on has not been internalized to become part of routine forecast practices. We note that the classical ENSO response pattern in the atmospheric variability was first documented by Horel and Wallace (1981); since then, further advances in reaching agreed-upon inferences about higher-order variation in responses have not been forthcoming. It may indeed be that the impediments in advances may not be the analysis methods or biases in the models or the length of the observational record; rather it may be that SNR is low and has been the fundamental constraint.

This analysis also leads to the question as what could be done to reach closure on some of questions that continue to bedevil the extended-range forecasting community. For example, what degree of flavor does the ENSO response have, and can this information be used in framing seasonal forecasts on a routine basis? And even if we may not be able to reach closure, can a community-wide understanding be developed that acknowledges that given the current generation of analysis tools we have, we are not in a position to answer these questions, and therefore, for now, the composite ENSO response is the best heuristics to draw upon?
An approach toward reaching consensus may be a systematic and coordinated set of experiments done within the purview of seasonal prediction systems run at the operational centers, and analysis of those experiments can be used to develop a synthesis about the current state of knowledge. Similar to the CMIP exercise (Eyring et al. 2016), a limited set of experiments can be repeated periodically as seasonal prediction systems improve. This approach contrasts with the current paradigm of isolated case studies that generally do not contribute to advancement in forecast practices. For example, more than 15 papers that appeared in the peer-reviewed journals on analyzing seasonal mean precipitation over California during 2015/16 that attribute differences in seasonal forecasts and observed precipitation to factors such as internal variability (in line with the conclusions presented here; Jong et al. 2018; Lim et al. 2018; Zhang et al. 2018; Cash and Burls 2019; Swenson et al. 2019), decline in the Arctic sea ice (Cohen et al. 2017), sensitivity in precipitation response to flavors of ENSO (Pack et al. 2017; Siler et al. 2017; Patricola et al. 2020), and dry land surface conditions over southern California (Yang et al. 2018) have not led to usable advancements in our understanding and, if anything, might have led to more confusion. A coordinated assessment of responses in seasonal prediction systems would also help shed light on the questions like 1) what specific biases in models matter the most for the realization of seasonal predictability and 2) given that model biases are often the blame for low prediction skill (or when seasonal predictions fail), what metrics can quantify the “fidelity” of the models and their suitability for seasonal predictions (Kumar et al. 1996). Answering questions like these is important because although models will continue to improve and biases will reduce with time, it is unlikely that they will go to zero in the near future. Even with
improved models, if the model-based estimates of predictability stay low, the question of the influence of model biases will continue to cast doubt on the validity of updates in the estimates of predictability.

We also need to recognize that if inferences about limits of predictability cannot be obtained based on first principles, then the alternative is to build them based upon the convergence of circumstantial evidence using different analysis tools. It is noted that because the evidence for the estimates of predictability are circumstantial, there are always several alternatives that can be used to explain results in the present analysis. These include the following: all models share common biases (including errors in tropical–extratropical teleconnection), and hence all seasonal prediction system have low skill in predicting west coast precipitation; all seasonal prediction systems have some errors in predicting SSTs associated with ENSO (although skill for short-lead prediction is ~0.9), and this could be responsible for low prediction skill in west coast precipitation; and inherent SNR for precipitation is low and is responsible for low precipitation skill.

Out of various possible explanations, the alternative of low inherent SNR is the simplest. This alternative is also consistent with a 40-yr history of attempts to estimate seasonal predictability in extratropical latitudes, and all results based either on observational data or based on generation of models (which have improved over time) have led to the same conclusion of low predictability (Madden 1976; Jha et al. 2016). The choice of this alternative, of course, is open to further analysis and debate, and as better seasonal prediction systems are put in place, can be easily tested.

One should also recognize that the same models that fail to predict extratropical features are much better at predicting seasonal mean anomalies in the tropical latitudes compared to those in the extratropics for some variables, such as 200-mb heights (Kumar and Hoerling 1995; Phelps et al. 2004; Kumar and Chen 2015). The difference is because of much higher SNR in the tropics compared to that in the extratropics. It is also noted that the question of model biases gets accentuated when high-profile predictions (based on a collection of prediction systems) fail and the null hypothesis that forecast failure could be due to contribution of internal variability is ignored.
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