1. Introduction

Ocean in situ temperature observations show increasing ocean temperatures (e.g., Lyman and Johnson 2014; Cheng et al. 2017), which is the primary manifestation of Earth’s energy imbalance (EEI) derived from top-of-atmosphere (TOA) radiation (von Schuckmann et al. 2016). Ocean temperature changes are driven by increasing anthropogenic forcing, associated with changes in anthropogenic aerosols and greenhouse gases, which in turn drive changes in the flows of energy through the climate system. Ultimately these perturbed flows are known to sequester over 90% of EEI in the ocean. However, our understanding of the connections between perturbed TOA irradiances, changes in the forms and flows of energy within the atmosphere, and perturbed air-sea exchanges driving ocean warming remain limited. Adequately tracking and accounting for these perturbed flows has been a major challenge for existing observing systems, as uncertainties in energy flow components, particularly at the surface and within the atmosphere, can exceed estimated perturbations driven by climate change by an order of magnitude. This is evident, for example, when satellite-derived products are used to close the surface energy budget, as there is a significant discrepancy in the annual global energy balance of 10 to 15 W m\(^{-2}\) (Kato et al. 2011; L’Ecuyer et al. 2015). While the cause of the residual is unknown, Loeb et al. (2014) and Kato et al. (2016) used satellite-derived radiation, precipitation, sensible heat flux, and atmospheric energy transport data products to identify the tropical ocean as a key region where large discrepancies occur. In addition to the problem of understanding surface radiation budget, the discrepancy of 10 to 15 W m\(^{-2}\) creates a significant problem in evaluating climate models with satellite data products. When models are constrained by TOA radiation data products, models that conserve energy and water mass do not match an observed global mean precipitation rate (e.g., Held et al. 2019) because of, in part, the existence of a significant energy balance residual when satellite energy flux products are integrated.

While the total energy is conserved, energy is converted and transferred in various different forms in the atmosphere. Although the regional energy balance in the atmosphere is largely achieved with diabatic heating by precipitation, radiative cooling, and dry static energy divergence by dynamics (Trenberth and Stepaniak 2003a; Kato et al. 2016), all forms need to be considered in closing the energy budget in the atmosphere. Identifying assumptions made in producing data products and accounting for all energy fluxes are the first steps toward closing the regional energy budget when regional energy balance in the atmosphere and surface is analyzed by integrating multiple data products. To include all energy fluxes and identify assumptions that arise when multiple data products are integrated, we formulate an improved set of energy budget equations in this study, aiming toward balancing the energy budget through integrating observational energy flux data products.

Energy budget equations derived in earlier studies (e.g., Peixoto and Oort 1992; Trenberth 1997; Trenberth and Stepaniak 2003b)
consider moist air but do not express hydrometeors that may have different velocities from the moist air velocity (e.g., precipitation) explicitly. In addition, equations used in earlier studies mostly do not make a distinction between the liquid and ice water phases of hydrometeors. Furthermore, temperature dependence of the enthalpy of vaporization is often ignored in computing global energy budgets (e.g., Trenberth et al. 2009; Stephens et al. 2012). The enthalpy transfer associated with mass transfer (Mayer et al. 2017; Trenberth and Fasullo 2018) also depends on the phase and temperature of hydrometeors. Assumptions made in formulating earlier energy budget equations are understandable because some of the variables were (and still are) not available as outputs from reanalysis or data products to analyze or diagnose the energy balance. However, that does not preclude work identifying missing energy fluxes and assumptions. Additionally, uncertainties arise when integrating multiple energy data products, especially in converting precipitation rate to diabatic heating rate. In this study, we quantify the effect of temperature dependence on thermodynamic constants and the phase of precipitation when computing diabatic heating rates.

The improved atmospheric energy budget equations developed in this study explicitly account for water vapor, ice, liquid clouds, and precipitation. We use a framework to separate water variables from dry air and to aid identifying assumptions made when multiple energy flux data products are integrated. Separation of precipitations from dry air is necessary to explicitly accounting for their different vertical velocities from dry-air velocity. Although explicitly treating dry air, water vapor, and hydrometeors has been done in earlier work (e.g., Bannon 2002; Satoh 2003), regional energy equations integrated over the atmospheric column explicitly treating dry air, water vapor, and hydrometeors were not derived in earlier studies. We use the velocity of dry air as the reference velocity instead of barycentric velocity and express water vapor and hydrometeors velocities relative to this reference velocity, because dry-air velocity is independent of hydrometeor fallout as precipitation. In addition, because dry-air mass is conserved, we use the dry-air mass as the vertical coordinate instead of total pressure, in accordance with the recent development of National Center for Atmospheric Research Community Earth System Model (Lauritzen et al. 2018). As stated by Lauritzen et al. (2018), the use of dry-air reference velocity and dry-air mass coordinates has an advantage for our purpose. The conservation of energy associated with water is visible in the derivation because all water variables are separated from dry air. We then use improved energy equations to assess the effect of horizontal transport of hydrometeors and enthalpy transport associated with precipitation on the atmospheric energy budget.

Energy and water budget equations are formulated in section 2. Water mass balance and the effect of water mass balance residual and horizontal transport of hydrometeors are assessed in section 3. Enthalpy fluxes at the surface due to water mass fluxes are estimated in section 4a. The effects of water phase and temperature dependence of thermodynamic constants on diabatic heating rates are evaluated in section 4b. Section 5 summarizes the results. Energy and water budget equations derived in section 2 can be applied to an atmospheric column over ocean and land. However, because the surface latent heat flux product used in section 4 includes fluxes only for ocean surfaces, our focus, and the analysis of the enthalpy flux associated with water mass transfer, is limited to over the ocean. Because both turbulent fluxes and energy fluxes associated with mass transfer are all enthalpy fluxes, we refer to them collectively as the enthalpy flux. Therefore, we use surface sensible and latent heat fluxes, as they are generally used, to distinguish them from the enthalpy flux associated with water mass transfer in this paper.

2. Atmospheric energy and water budget equations

The energy budget equations presented below are similar to those used in earlier studies (e.g., Peixoto and Oort 1992; Trenberth 1997). Although column integrated atmospheric energy equations do not depend on the choice of the vertical coordinate system, revised equations are formulated in a dry-air mass coordinate. Revisions also include the formulation of energy storage per unit mass of dry air instead of moist air as it is the former that is strictly conserved. We treat dry air and water vapor as independent components of a mixture. Furthermore, we explicitly distinguish between liquid and ice cloud particles in our accounting of moisture storage and precipitation. Our derivation follows the derivation of moist convection equations formulated by Bannon (2002). However, an important difference is that we assume hydrostatic balance in our derivation as a reasonable assumption for the horizontal and temporal scales for which the equations are applied. We also assume that dry air, water vapor, and hydrometeors in the parcel are all at the same temperature. In addition, we ignore the volume occupied by hydrometeors.

Following Lauritzen et al. (2018), we use dry air mass per unit area \( M_a \) above the height \( z \) as the vertical coordinate

\[
\eta = M_a(x, y, z, t) = \int_z^h \rho_a \, dz, \tag{1}
\]

where \( \rho \) is the density and the subscript \( a \) indicates dry air. (See appendix A for a list of variables.) We do not normalize \( M_a(x, y, z, t) \) by dividing by the mass of dry air above the surface, which is done in Lauritzen et al. (2018), so that \( \eta \) at the surface changes spatially and temporally. As noted by Lauritzen et al. (2018), \( M_a \) is not a directly measurable quantity. Also the sum of the column-integrated mass of dry air and water vapor multiplied by gravitational acceleration differs from surface moist air pressure because the sum of dry air and water vapor partial pressures is equal to the mass of the atmospheric column including hydrometeors (Lauritzen et al. 2018). We define the vertical velocity of dry air \( \omega_a \) as

\[
\omega_a = \frac{DM_a}{Dt}, \tag{2}
\]

where the material derivative is defined following a dry-air parcel as

\[
\frac{D}{Dt} = \frac{\partial}{\partial t} + \mathbf{U}_a \cdot \nabla + \omega_a \frac{\partial}{\partial \eta} \tag{3}
\]

and \( \mathbf{U}_a \) is the horizontal velocity of dry air. We use the dry-air velocity as the reference velocity and set up equations following a
parcel moving with the dry-air velocity. The mass continuity equation of dry air is
\[ \nabla_n \cdot \mathbf{U}_a + \frac{\partial \omega}{\partial \eta} = 0, \tag{4} \]
where \( \nabla_n \) is the horizontal gradient operator applied with dry-air mass held constant.

We start with some definitions and set up equations that are used later in the derivation. A general form of local conservation of a property \( \chi \) can be expressed as (e.g., Bohren and Albrecht 1998, chapter 7)
\[ \frac{\partial \chi}{\partial t} + \nabla \cdot (\chi \mathbf{U}_x) + \frac{\partial (\chi \omega_x)}{\partial \eta} = \dot{\chi}, \tag{5} \]
where \( \mathbf{U}_x \) and \( \omega_x \) are the horizontal and vertical velocity, respectively, and \( \dot{\chi} \) is the rate at which \( \chi \) is being transported with the flux of \( \chi \mathbf{U}_x \) and \( \chi \omega_x \). Following Kasahara (1974), we expand the material derivative of Eq. (8) as
\[ \frac{\partial \Phi}{\partial \eta} = \frac{1}{\rho} \frac{\partial \rho}{\partial \eta} - \frac{1}{\rho} \frac{\partial \rho}{\partial \eta}, \tag{11} \]
where geopotential \( \Phi \) is \( gz \). Equations (10) and (11) give
\[ \frac{\partial \Phi}{\partial \eta} + \nabla \cdot \left( \mathbf{U} \frac{\partial \rho}{\partial \eta} \right) + \frac{\partial \omega}{\partial \eta} \left( \frac{\partial \rho}{\partial \eta} \right) = -g \frac{\partial \rho}{\partial \eta}. \tag{12} \]
The mass continuity equations in the form of Eqs. (10) and (12) are used to derive the total energy equation later in this section.

The kinetic energy of a unit mass of dry air is (Starr 1945; Lauritzen et al. 2018)
\[ \frac{Dk}{Dt} = - \mathbf{U}_a \cdot \nabla \Phi \cdot \mathbf{U} \rho - \nabla \frac{\partial \rho}{\partial \eta}, \tag{13} \]
where \( p \) is the pressure and \( J_{\text{fr}} \) is the rate of work done by friction. The friction term includes the momentum transferred from hydrometeors. The derivation of Eq. (13) follows from Eq. 8 of Starr (1945) with a hydrostatic assumption. The kinetic energy of water vapor and hydrometeors within the parcel and the kinetic energy transported by convergence is obtained by setting \( \chi = k_x \). When the resulting equation is added to Eq. (13), the kinetic energy equation for a unit mass of dry air containing water vapor and hydrometeors is
\[ \frac{Dk}{Dt} = - \mathbf{U}_a \cdot \nabla \Phi \cdot \mathbf{U} \rho - \nabla \frac{\partial \rho}{\partial \eta} + J_{\text{dif}} + J_{\text{fallout}}, \tag{14} \]
where \( k \) is the kinetic energy per unit mass:
\[ k = k_a + r_k v_k + r_j v_j + r_s v_s + r_f k_f. \tag{15} \]
We separate source and convergence terms into two terms due to diffusion \( J_{\text{dif,}k} \) and fallout \( J_{\text{fallout,}k} \). The \( J_{\text{dif,}k} \) term includes water vapor and liquid and ice particles, and \( J_{\text{fallout,}k} \) includes rain and snow. These terms are
\[ J_{\text{dif,}k} = \sum_{j=u,l,r,s} \dot{r}_j \left( \nabla \cdot (k y_j) + \frac{\partial (k w_j)}{\partial \eta} \right), \tag{16} \]
and
\[ J_{\text{fallout,}k} = \sum_{j=u,l,r,s} \dot{r}_j \left( \nabla \cdot (k y_j) + \frac{\partial (k w_j)}{\partial \eta} \right). \tag{17} \]
condensation, evaporation, sublimation, fusion, and coagulation. The water mass is conserved so that \( r_r + r_i + r_f + r_r + r_f = 0 \).

The thermodynamic equation of moist air is (see appendix C for detail)

\[
\frac{Dc_pT}{Dt} - \alpha \frac{Dp}{Dt} = J_{\text{rad}} + J_{\text{dif},T} + J_{\text{fallout},T} + J_{\text{phase}} + J_{\text{trans}} + J_{fr},
\]

where the specific volume of the parcel \( \alpha \) is defined by Eq. (C3) and the mass-weighted heat capacity \( c_p \) is

\[
c_p = c_{pu} + r_c c_i + r_c c_i + r_c c_i + r_c c_i,
\]

where \( c_{pu} \) is the specific heat capacity of moist air at constant pressure and \( c_i \) and \( c_r \) are, respectively, the specific heat capacity of liquid water and ice. The diabatic heating by radiation \( J_{\text{rad}} \) is the sum of radiative heating caused by emission and absorption by water vapor (and other absorbing gases) and hydrometeors:

\[
J_{\text{rad}} = J_{\text{rad},a} + J_{\text{rad},i} + J_{\text{rad},r} + J_{\text{rad},s}.
\]

Other energy flux terms are diffusion of the enthalpy caused by water vapor, liquid, and ice cloud particles

\[
J_{\text{dif},T} = \left[ r_c c_i T + r_c \nabla \cdot (c_i T \nabla) - r_c \frac{\partial (c_i T)}{\partial \eta} \right] + \sum_{j=1}^k \left[ r_j c_j T - r_j \nabla \cdot (c_j T \nabla) - r_j \frac{\partial (c_j T)}{\partial \eta} \right],
\]

transport of the enthalpy associated with rain and snow

\[
J_{\text{fallout},T} = \sum_{j=1}^k \left[ r_j c_j T - r_j \nabla \cdot (c_j T \nabla) - r_j \frac{\partial (c_j T)}{\partial \eta} \right],
\]

and enthalpy transport by conduction

\[
J_{\text{trans}} = \nabla \cdot (k_T \nabla T) + \frac{\partial}{\partial \eta} \left( k_T \frac{\partial T}{\partial \eta} \right).
\]

The term \( J_{fr} \) is the diabatic heating due to friction that appears in Eq. (14), and \( k_T \) in Eq. (23) is thermal conductivity. The magnitude of \( J_{\text{trans}} \) is only significant at the atmosphere-surface boundary. Sensible heat flux appears at the surface boundary when the energy balance equation is integrated over the atmospheric column. The enthalpy of each constituent changes when the mixing ratio of each constituent changes. For example, cloud particles coagulate and form raindrops, which involves no enthalpy change because we assume that the temperature is the same for all hydrometeors. Diabatic heating due to water phase change within the parcel occurs through eight different paths: water vapor condenses to form liquid particles, raindrops, and deposits to form ice crystals or snowflakes at the rate of, respectively, \( r_i, r_f, r_s, r_d \), and \( r_s \). Liquid particles or raindrops freeze to form ice crystals or snowflakes at the rate of, respectively \( r_r, r_s, r_d \), and \( r_r \). The reverse process can occur. Therefore, a negative \( r_i \) accounts for evaporation of raindrops. The net effect determining diabatic heating due to water phase change is

\[
J_{\text{phase}} = l_i (r_i + r_f + r_s) + l_s (r_s + r_f + r_r + r_r),
\]

where \( l_i, l_s, \) and \( l_f \) are, respectively, enthalpy of vaporization, sublimation, and fusion of water.

To express the derivative of the total energy of the parcel per unit mass, we use Eqs. (14) and (18), multiply them by \( \rho \partial z / \partial \eta \), multiply the continuity Eq. (10) by \( k_T \), and add resulting four equations to obtain

\[
\frac{\partial}{\partial t} \left[ (c_p T + k_T) \frac{\partial z}{\partial \eta} \right] + \nabla \cdot \left[ \rho \Phi \frac{\partial z}{\partial \eta} \right] = - \frac{\partial z}{\partial \eta} \left( \rho \frac{\partial p}{\partial \eta} \right) - \frac{\partial p}{\partial \eta} \frac{\partial z}{\partial \eta} - \rho \frac{\partial z}{\partial \eta} \nabla \cdot \Phi - \frac{\partial \Phi}{\partial \eta} 
\]

Using Eq. (11), the second term on the right side of Eq. (25) can be written as (Kasahara 1974)

\[
\frac{\partial z}{\partial \eta} \frac{\partial \Phi}{\partial \eta} = - \frac{\partial}{\partial \eta} \left( \rho \frac{\partial \Phi}{\partial \eta} \right) - \frac{\partial}{\partial \eta} \left( \rho \frac{\partial p}{\partial \eta} \right)
\]

and the third term on the right side of Eq. (25) as

\[
- \rho \frac{\partial z}{\partial \eta} \left[ \Phi \frac{\partial z}{\partial \eta} \right] = - \nabla \cdot \left( \Phi \frac{\partial z}{\partial \eta} \right) - \nabla \cdot \left( \frac{\partial \Phi}{\partial \eta} \right).
\]
where

\[ J_{\text{dd}} = J_{\text{dd},T} + J_{\text{dd},k} + (c_p T + k_j)J_{\text{r}} + \sum_{j=1}^{r} (c_j T + k_j)J_{\text{r}} \]

\[ = \sum_{j=1}^{r} \left\{ \left( r_j (c_j T + k_j) - \nabla_\eta \cdot [r_j (c_j T + k_j)w_j] \right) - \partial [r_j (c_j T + k_j)w_j]/\partial \eta \right\} , \]  

\[ \text{Eq. (32)} \]

where \( c_w = c_p \) and

\[ J_{\text{fallout}} = J_{\text{fallout},T} + J_{\text{fallout},k} + \sum_{j=1}^{r} (c_j T + k_j)J_{\text{r}} \]

\[ = \sum_{j=1}^{r} \left\{ \left. r_j (c_j T + k_j) - \nabla_\eta \cdot [r_j (c_j T + k_j)w_j] \right|_{\eta} - \partial [r_j (c_j T + k_j)w_j]/\partial \eta \right\} . \]  

\[ \text{Eq. (31)} \]

Equation (29) is equivalent to the total energy equation derived by Lauritzen et al. (2018) except that it includes advection terms due to water vapor and hydrometeors moving at different velocities from the dry-air velocity on the right side.

Equation (29) is integrated over the entire atmospheric column using the dry-air mass vertical coordinate

\[ \int_{0}^{M_{\text{dry}}} \left[ \frac{\partial (c_p T + k_j)}{\partial t} + \nabla_\eta \cdot \mathbf{U}_{\text{dry}}(c_p T + k_j) + \frac{\partial c_w (c_p T + k_j)}{\partial \eta} \right] \frac{\partial z}{\partial \eta} d\eta \]

\[ = \int_{0}^{M_{\text{dry}}} \left[ \frac{\partial c_w}{\partial \eta} \frac{\partial z}{\partial \eta} + (\nabla J_s + J_{\text{rad}} + J_{\text{cel}} + J_{\text{fallout}} + J_{\text{phase}} + J_{\text{trans}}) \frac{\partial z}{\partial \eta} \right] d\eta , \]  

\[ \text{Eq. (32)} \]

where \( M_{\text{dry}} \) is the dry-air mass integrated over the column above the surface. With boundary conditions of \( DM_{\text{dry}}/Dt = 0 \) at the top boundary and the boundary condition at the surface of

\[ \frac{\partial M_{\text{dry}}}{\partial t} + \mathbf{U}_s \cdot \nabla M_{\text{dry}} = \omega_a (M_{\text{dry}}) , \]  

\[ \text{Eq. (33)} \]

Eq. (32) becomes

\[ \frac{1}{g} \frac{\partial z}{\partial t} \int_{0}^{z} (c_p T + k_j) \mathbf{d}p + \nabla \cdot \int_{0}^{z} \mathbf{U}_{\text{dry}}(c_p T + k_j) \mathbf{d}p = \left( z(0) \frac{\partial p(0)}{\partial t} - z(M_{\text{dry}}) \frac{\partial p(M_{\text{dry}})}{\partial t} \right) \int_{0}^{M_{\text{dry}}} (g\mathbf{J}_s + J_{\text{rad}}) \]

\[ + J_{\text{cel}} + J_{\text{fallout}} + J_{\text{phase}} + J_{\text{trans}} \frac{\partial z}{\partial \eta} d\eta , \]  

\[ \text{Eq. (34)} \]

where \( z(0) \) is the height of the top boundary and \( p(0) = 0 \), and \( z(M_{\text{dry}}) \) and \( p(M_{\text{dry}}) \) are, respectively, the surface height and pressure at the surface. The relationship \( (\partial p/\partial t)_{M_{\text{dry}}} = \frac{\partial p(M_{\text{dry}})}{\partial t} + g(\rho z/\partial \eta)_{M_{\text{dry}}} \) is used to derive Eq. (34). Equation (34) is equivalent to Eq. (5.11) of Kasahara (1974) except that the third term on the right side includes the advection of energy due to water vapor and hydrometeors moving at different velocities from the velocity of dry air. Because \( z(M_{\text{dry}}) \) is constant with time, Eq. (34) can be written as

\[ \frac{1}{g} \frac{\partial p}{\partial t} (c_p T + k_j) \mathbf{d}p + \nabla \cdot \mathbf{U}_{\text{dry}}(c_p T + k_j) \mathbf{d}p = \int_{0}^{M_{\text{dry}}} (g\mathbf{J}_s + J_{\text{rad}} + J_{\text{cel}} + J_{\text{fallout}} + J_{\text{phase}} + J_{\text{trans}}) \frac{\partial z}{\partial \eta} d\eta , \]  

\[ \text{Eq. (35)} \]

where \( \mathbf{J}_s = g(\rho z/\partial \eta) \). The first term in the integrand on the right side of Eq. (35) accounts for the advection of the mass of water vapor and hydrometeors. Integration of the two terms of the right side of Eq. (35) \( J_{\text{rad}} \) and \( J_{\text{phase}} \) can be expressed as

\[ \int_{0}^{M_{\text{dry}}} (J_{\text{rad}} + J_{\text{phase}}) \frac{\partial z}{\partial \eta} d\eta = \int_{0}^{M_{\text{dry}}} (J_{\text{rad}} + J_{\text{phase}}) dz \]

\[ = (R_{\text{TOA}} - R_{\text{del}}) + l_{i}(C_{\text{el}} + P_{\text{el}}) + l_{2}(C_{\text{el}} + P_{\text{el}}) \]

\[ + l_{3}(C_{\text{el}} + P_{\text{el}}) + l_{4}(C_{\text{el}} + P_{\text{el}}) , \]  

\[ \text{Eq. (36)} \]

where \( R_{\text{TOA}} \) and \( R_{\text{del}} \) are, respectively, the net TOA and surface irradiance, \( P_{\text{el}} \) is the rate of column integrated precipitation of \( j_{2} \) formed from \( j_{1} \), and \( C_{\text{el}} \) is the rate of column integrated net condensation, deposition, and freezing of \( j_{2} \) formed from \( j_{1} \). Integration of the \( J_{\text{cel}}, J_{\text{fallout}}, \) and \( J_{\text{trans}} \) terms is

\[ \int_{0}^{M_{\text{dry}}} (J_{\text{trans}} + J_{\text{cel}} + J_{\text{fallout}}) \frac{\partial z}{\partial \eta} d\eta \]

\[ = \frac{1}{g} \int_{0}^{M_{\text{dry}}} \sum_{j=1}^{r} r_j \mathbf{c}_j \mathbf{d}p - \int_{0}^{M_{\text{dry}}} \nabla \cdot \mathbf{r}_j \left( k_j + c_j T \right) \mathbf{d}p + F_{\text{SH}} + F_{\text{w}} + F_{\text{fallout}} , \]  

\[ \text{Eq. (37)} \]
Equation (35) is, therefore,

\[
\frac{1}{g} \int_0^{\rho_a} \left[ c_p T + \Phi + k \right] dp + \frac{1}{g} \int_0^{\rho_a} \mathbf{u}_j [c_p T + \Phi + k] dp \\
= \left( R_{\text{TOA}} - R_{\text{cli}} \right) + l_v \left( \tilde{C}_v + \tilde{P}_v \right) + l_f \left( \tilde{C}_f + \tilde{P}_f \right) + l_i \left( \tilde{C}_i + \tilde{P}_i \right) \\
+ P_{\text{h}} + P_{\text{n}} + F_{\text{SH}} + F_{\text{v}} + F_{\text{fallout}} + \frac{1}{g} \sum_{j=0}^{\rho_a} \mathbf{v}_j c_T dp \\
- \frac{1}{g} \int_0^{\rho_a} \sum_{j=0}^{\rho_a} \nabla \cdot \mathbf{v}_j c_T dp - F_{\Phi},
\]

(38)

where

\[
F_{\Phi} = \frac{1}{g} \int_0^{\rho_a} \sum_{j=0}^{\rho_a} \nabla \cdot \mathbf{v}_j \Phi dp,
\]

(39)

which is the potential energy flux due to changes of the vertical distribution of water mass in the column by their velocities deviating from dry-air velocity. Equation (38) is the energy balance equation of the atmospheric column. Equation (38) is similar to the energy balance equation of the atmospheric column derived in Trenberth and Fasullo [2018, their Eq. (17)] except diabatic heating due to net condensation of nonprecipitating hydrometeors is included, dry-air velocity is used for the reference velocity, and two enthalpy fluxes associated with water mass transfer \( F_v \) and \( F_{\text{fallout}} \) are explicitly expressed as two different terms (details are discussed in section 4a). In addition, Eq. (38) has extra terms on the right side because the mixing ratio of constituents within the column can change and hydrometeors can be advected with velocities different from the dry-air velocity.

The atmospheric energy budget equation that uses moist static energy and energy fluxes at boundaries is provided in appendix D [Eq. (D5)]. Two forms of atmospheric energy equations are used in section 3 to assess the effect of the transport of hydrometeors on the regional atmospheric energy budget.

3. Evaluation of water mass balance and the effect of hydrometeor horizontal advection

Equations (38) and (D5) include horizontal enthalpy fluxes associated with horizontal transport of hydrometeors. In the analysis by Kato et al. (2016), the horizontal transport of hydrometeors is neglected. In addition, all precipitation is assumed to be formed in the atmospheric column where fallout occurs. Furthermore, the water mass is not necessarily conserved when flux data products are integrated. We evaluate regional water mass balance and the impact of horizontal transport of hydrometers on regional energy budget in this section.

To assess the water mass balance in the atmospheric column with the data products used in the study by Kato et al. (2016), we compute regional precipitation rate \( \dot{P} \) minus evaporation rate \( \dot{E} \) in Fig. 1. The precipitation rate is from version 2.3 of the Global Precipitation Climatology Project (GPCP; Adler et al. 2012) product multiplied by the enthalpy of vaporization at 0°C. Temperature dependence of the enthalpy of vaporization is ignored here but is considered in section 4b. The evaporation rate is from the SeaFlux data product (Clayson and Bogdanoff 2013). We then compute the difference of \( \dot{P} - \dot{E} \) from \( \dot{P} - \dot{E} \) derived from ERA-Interim (Trenberth and Fasullo 2018). The difference provides an approximate estimate of regional water mass balance residuals when GPCP and SeaFlux are combined, although water mass is not conserved in ERA-Interim either. The terms \( \dot{P} \) and \( \dot{E} \) averaged over global ocean are, respectively, 87.0 W m\(^{-2}\) (3.0 mm day\(^{-1}\)) and 85.4 W m\(^{-2}\). Figure 1 shows that regions with a larger negative difference extend from tropical western Pacific to south central Pacific. Regions with a positive difference are present at the south of the negative regions, as well as in midlatitude. Regions with a negative difference need a larger convergence of water in the atmosphere, a smaller \( \dot{P} \) or a larger \( \dot{E} \) to mitigate the regional water mass balance residual.

To illustrate the potential impact of the horizontal transport of hydrometeors (e.g., ice crystals) on the energy budget of an atmospheric column and to assess whether the transport...
explains a part of the regional energy budget residual, we consider three extreme cases shown schematically in Fig. 2. In each case water vapor is transported into the atmospheric column in which ice crystals are present. In case 1, all water vapor is transported out of the column. Ice crystals are formed in cases 2 and 3. In case 2, all ice crystals are transported out of the column while in case 3 the ice crystals precipitate and fall out.

Differences in diabatic heating rate, dry static energy convergence, moist static energy convergence, and $F_{\text{fallout}}$ between these cases are summarized in Table 2.

The largest difference of diabatic heating rate $l_lC_{\text{st}}$ occurs between case 2 and case 1 (Table 2), which is equivalent to the difference of column integrated dry and moist static energy convergence differences. Regional differences of dry and moist static energy divergences in the tropics can be larger than 100 W m$^{-2}$. Even though this is an unrealistic and extreme case in which all water vapor is condensed and freezes to form ice crystals to be transported, it demonstrates that the horizontal transport of hydrometeors is to increase energy in the atmospheric column from which ice crystals are exported.

**Table 1.** Dry and moist static energy advection and diabatic heating associated with hydrometeor transport. Asterisks (*) indicate that vertical integration and kinetic energy are omitted in the expression.

<table>
<thead>
<tr>
<th></th>
<th>Case 1: Go through</th>
<th>Case 2: Freeze and transport</th>
<th>Case 3: Freeze, melt, and precipitate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Incoming dry static energy</strong></td>
<td>$U_d[(c_p + r_c r_p)T + \Phi] + r_c c_v T_v$</td>
<td>$U_d[(c_p + r_c r_p)T + \Phi] + r_c c_v T_v$</td>
<td>$U_d[(c_p + r_c r_p)T + \Phi] + r_c c_v T_v$</td>
</tr>
<tr>
<td><strong>Diabatic heating due to freezing</strong></td>
<td>0</td>
<td>$l_lC_{\text{st}}$</td>
<td>$l_lC_{\text{st}}$</td>
</tr>
<tr>
<td><strong>Diabatic heating due to fusion (precipitation)</strong></td>
<td>0</td>
<td>0</td>
<td>$-l_lP_l$</td>
</tr>
<tr>
<td><strong>Outgoing dry static energy</strong></td>
<td>$U_d[(c_p + r_c r_p)T + \Phi] + r_c c_v T_v$</td>
<td>$U_d[(c_p + r_c r_p)T + \Phi] + r_c c_v T_v$</td>
<td>$U_d(c_p T + \Phi)$</td>
</tr>
<tr>
<td><strong>Convergence of dry static energy</strong></td>
<td>0</td>
<td>$U_d(r_c c_p - r_c c_l)T + r_c T_v (c_p - c_l)$</td>
<td>$r_c c_p T(U_a + v_c)$</td>
</tr>
<tr>
<td><strong>Incoming moist static energy</strong></td>
<td>$U_d[(c_p + r_c r_p)T + \Phi + l_l r_c + r_c (c_T + l)] v_v$</td>
<td>$U_d[(c_p + r_c r_p)T + \Phi + l_l r_c + r_c (c_T + l)] v_v$</td>
<td>$U_d[(c_p + r_c r_p)(T + \Phi + l_l r_c + r_c (c_T + l))] v_v$</td>
</tr>
<tr>
<td><strong>Outgoing moist static energy</strong></td>
<td>$U_d[(c_p + r_c r_p)T + \Phi - l_l r_c + r_c (c_T - l)] v_v$</td>
<td>$U_d[(c_p + r_c r_p)T + \Phi - l_l r_c + r_c (c_T - l)] v_v$</td>
<td>$r_c (c_p T + l) (U_a + v_c)$</td>
</tr>
<tr>
<td><strong>Convergence of moist static energy</strong></td>
<td>0</td>
<td>0</td>
<td>$-c_l \dot{P}_l T$</td>
</tr>
</tbody>
</table>

**Fig. 2.** Three cases to evaluate the effect of hydrometeor horizontal transport to the regional atmospheric energy budget. In each case water vapor is transported into the atmospheric column in which ice crystals are present. In case 1, all water vapor is transported out of the column. Ice crystals are formed in cases 2 and 3. In case 2, all ice crystals are transported out of the column while in case 3 the ice crystals precipitate and fall out.
In summary, a part of regional energy balance residual shown in Kato et al. (2016) is due to regional water mass imbalance. If a larger water vapor convergence that is needed to reduce the water mass balance residual over tropical western Pacific and the additional convergence is associated with diabatic heating by condensation or freezing (e.g., a combination of cases 2 and 3), then the additional water vapor convergence also is to increase diabatic heating in the atmospheric column. Considering this process that is missing in Kato et al. (2016), therefore, can reduce regional water mass and energy balance residuals. The horizontal transport of hydrometeors, however, only affects regional energy budget and does not contribute to the global energy budget residual.

4. Enthalpy fluxes associated with data products integration

There are energy fluxes that are not included in an individual data product but arise when multiple energy flux data products are integrated. The terms $F_v$ and $F_{\text{fallout}}$ in Eqs. (38) and (D5) are generally not included in turbulence flux data products. We estimate these fluxes in section 4a. In addition, computing diabatic heating terms in Eq. (38) requires the knowledge of the phase and temperature of hydrometeors (e.g., height where condensation occurs) (e.g., Shige et al. 2004; Tao et al. 2006; Nelson et al. 2016). In section 4b, we investigate the effect of temperature dependence of the enthalpy of vaporization to diabatic heating estimates.

4a. Energy transfer associated with mass transfer

Equations (38) and (D5) contain the horizontal enthalpy flux and enthalpy flux associated with precipitation $F_{\text{fallout}}$ and evaporation $F_v$. As pointed out by Mayer et al. (2017), the reference temperature needs to be defined to compute enthalpy fluxes. Mayer et al. (2017) and Trenberth and Fasullo (2018) use 0°C as a reference temperature. However, when the mass-weighted global mean ocean or atmosphere temperature is used as the reference temperature, the flux divided by the heat capacity of ocean or atmosphere is the temperature change (appendix E). In this section, we estimate $F_{\text{fallout}}$ and $F_v$ using mass-weighted ocean and atmosphere temperature as the reference temperature. As pointed out by Mayer et al. (2017), however, the same reference temperature for the atmosphere and ocean is required when the energy budget of the atmosphere and ocean combined system is considered. Moving water between the atmosphere and ocean should not alter the energy budget of the ocean and atmosphere combined system. For practical purposes, therefore, the use of 0°C as a reference temperature for both ocean and atmosphere in computing the enthalpy flux associated with water mass transfer is a reasonable compromise (Mayer et al. 2017; Trenberth and Fasullo 2018).

While not significantly different from 0°C, the global mean mass-weighted ocean mean temperature is 3.7°C. This value is from the World Ocean Atlas (WOA) 2013 V2 ocean climate product (Locarnini et al. 2013) and includes the entire ocean depth. In the ocean mean temperature estimate, the mass is assumed to be independent of depth and salinity dependence is ignored (i.e., the mass-weighted mean is therefore equal to the volume weighted mean). To derive the mass-weighted global mean temperature of the atmosphere we use tropical and midlatitude summer standard atmospheres. For both atmospheres, the mass-weighted mean temperature is close to 450-hPa air temperature. Therefore, we use the global mean 450-hPa air temperature of 255 K for $T_{\text{atm}}$ in the following computations.

We compute enthalpy transported from the atmosphere to the ocean by precipitation using

$$F_{\text{fallout,ocn}} = c_w P(T_w - T_{\text{ocn}}),$$  \hspace{1cm} (40)

where $T_{\text{ocn}}$ is the mass-weighted ocean global mean temperature, $c_w$ is either the specific heat capacity of liquid water $c_l$ or ice $c_i$, and $T_w$ is the wet-bulb temperature. Because the temperature of a raindrop is close to the wet-bulb temperature near the surface (Gosnell et al. 1995; Fairall et al. 1996), we use the sea level (2 m) wet-bulb temperature for $T_w$ in this study. While enthalpy is transported to the ocean by precipitation at the rate of $c_w P(T_w - T_{\text{ocn}})$, enthalpy is also extracted from the atmosphere at the rate of

$$F_{\text{fallout,atm}} = -c_w P(T_w - T_{\text{atm}}),$$  \hspace{1cm} (41)

where $T_{\text{atm}}$ is the mass-weighted global mean temperature of the atmosphere. The apparent flux difference expressed by Eqs. (40) and (41) arises because the enthalpy flux is computed based on how the transport of $c_w P T_w$ affects the mass-weighted global mean ocean or atmosphere temperature, although the enthalpy transported by precipitation $c_w P T_w$ is conserved.

In addition to the enthalpy flux associated with precipitation, enthalpy flux is also associated with mass transfer by water...
vapor evaporated from the ocean surface. Similar to flux by precipitation, enthalpy flux from the ocean and to the atmosphere caused by evaporation is, respectively,

\[ F_{v,\text{ocn}} = -c_p E(T_{\text{skin}} - T_{\text{ocn}}) \]  

(42)

and

\[ F_{v,\text{atm}} = c_p E(T_{\text{skin}} - T_{\text{atm}}), \]  

(43)

where \(c_p\) is the specific heat capacity of water vapor at constant pressure, \(T_{\text{skin}}\) is the surface skin temperature, and \(E\) is the evaporation rate. Equation (42) uses \(c_p\), which differs from Eq. (5) of Mayer et al. (2017), which uses specific heat capacity of liquid water.

To understand the spatial distribution of the enthalpy fluxes, Fig. 3 shows \(-c_wP(T_w - T_{\text{atm}}) + c_w E(T_{\text{skin}} - T_{\text{atm}})\) on the left and \(c_wP(T_w - T_{\text{ocn}}) - c_w E(T_{\text{skin}} - T_{\text{atm}})\) on the right. We use 2-m air temperature and humidity from the Goddard Earth Observing System Model (GEOS)-5.4.1 reanalysis product (Rienecker et al. 2008) to compute monthly mean wet-bulb temperature. In addition, the GEOS-5.4.1 reanalysis product provides monthly mean surface skin temperatures. We use version 2.3 Global Precipitation Climatology Project (GPCP; Adler et al. 2012) data product for monthly mean precipitation and the SeaFlux product (Clayson and Bogdanoff 2013) for monthly mean evaporation rate. The left plot is, therefore, the net enthalpy transported to the atmosphere and the right plot is the net enthalpy transported to the ocean. We assume that precipitation is in liquid phase when \(T_w > 273.2\) K and in solid phase when \(T_w \leq 273.2\) K. Hence, the specific heat capacity of liquid or ice is used for \(c_w\), depending on \(T_w\).

Once \(-c_wP(T_w - T_{\text{atm}}) + c_w E(T_{\text{skin}} - T_{\text{atm}})\) is averaged over the global ocean for 16 years (January 2001 to December 2016), the mean flux is \(-2.3\) W m\(^{-2}\). The average of \(c_wP(T_w - T_{\text{ocn}}) - c_w E(T_{\text{skin}} - T_{\text{ocn}})\) over the global ocean is 0.7 W m\(^{-2}\). Therefore, the effect of the enthalpy flux associated with water mass transfer is to cool the atmosphere and warm the ocean. When \(0^\circ\)C is used for both reference temperatures \(T_{\text{ocn}}\) and \(T_{\text{atm}}\), \(-c_wP(T_w - T_{\text{atm}}) + c_w E(T_{\text{skin}} - T_{\text{atm}})\) averaged over the global ocean is \(-1.0\) W m\(^{-2}\) and \(c_wP(T_w - T_{\text{ocn}}) - c_w E(T_{\text{skin}} - T_{\text{ocn}})\) averaged over the global ocean is 1.0 W m\(^{-2}\). The effect of enthalpy transport associated with water mass transfer to the column of ocean and atmosphere combined is the sum of \(-c_wP(T_w) + c_w E(T_{\text{skin}})\) and \(c_w P(T_w) - c_w E(T_{\text{skin}})\). Therefore, there is no net effect to the atmosphere and ocean columns combined, which is also achieved using the same reference temperature for the atmosphere and ocean (i.e., \(T_{\text{atm}} = T_{\text{ocn}}\)).

b. Diabatic heating rate in the atmosphere by precipitation

As indicated by Eq. (38), the phase of hydrometeors is needed to compute diabatic heating rate due to precipitation. In addition, the temperature at which precipitation is formed is different from a 2-m wet-bulb temperature, our assumed hydrometeor temperature in section 3a, when it falls to the ground. Therefore, the enthalpy transferred to or from hydrometeors to make their temperature a 2-m wet-bulb temperature after they form needs to be considered. Because a 2-m wet-bulb temperature is generally higher than a temperature at which precipitation is formed, the diabatic heating rate due to precipitation is expected to be smaller when the enthalpy transport to the hydrometeors is included.

To estimate diabatic heating rate by precipitation including the enthalpy transfer to make hydrometeors temperature a 2-m wet-bulb temperature, we again use the GPCP precipitation data product. Because where and in which phase precipitating hydrometeors are formed are unknown from the data product, we assume that clouds and precipitation are formed in the same column of ocean where precipitations occur. We use the enthalpy of vaporization (sublimation) when monthly regional 750-hPa temperature is equal or greater (less) than \(-10^\circ\)C [i.e., \(l_Pw\) and \(l_Pr\) in Eq. (36)]. A study by Hu et al. (2010) shows that cloud particles detected by CALIPSO are almost all in liquid phase when midcloud temperature is
higher than \(-10^\circ C\). The temperature dependence of the enthalpy of vaporization is computed by (Bohren and Albrecht 1998, p. 197)

\[
l_v = (c_p - c_l)(T_{750} - T_0) + l_{0},
\]

where \(T_{750}\) is the 750-hPa temperature, \(T_0 = 0^\circ C\), \(c_p\) is the specific heat capacity of water vapor at constant pressure at \(0^\circ C\), \(c_l\) is the specific heat capacity of liquid water at \(0^\circ C\), and \(l_{0}\) is the enthalpy of vaporization at \(0^\circ C\). The enthalpy of sublimation is nearly constant with temperature; it only changes less than 0.2% when the temperature is increased from \(-40^\circ C\) to \(0^\circ C\) (List 1949). Therefore, we use a constant enthalpy of sublimation at \(0^\circ C\). We also assume that the phase of precipitating hydrometeors depends on the 2-m wet-bulb temperature. This results in four different precipitation types depending on the 750-hPa and 2-m wet-bulb temperatures (appendix F): warm rain (Precip. 1), freezing rain or sleet (Precip. 2), cold rain (Precip. 3), and snow (Precip. 4). The enthalpy transferred to change the temperature and phase of precipitating hydrometeors is included in converting the precipitation rate to diabatic heating rate for these four cases.

When warm rain forms at the 750-hPa level and falls toward a surface with the 2-m wet-bulb temperature, the enthalpy loss by the atmosphere to warm liquid water from \(T_{750}\) to \(T_{\text{skin}}\) is \(c_l(T_{\text{skin}} - T_{750})\), where \(c_l(T_w - T_{750})\) is transferred in the atmosphere and \(c_l(T_{\text{skin}} - T_w)\) at the surface. When water vapor evaporates at the surface in the same column, and condenses at the 750-hPa level, the enthalpy transferred to the atmosphere to cool water vapor from \(T_{\text{skin}}\) to \(T_{750}\) is \(c_p(T_{\text{skin}} - T_{750})\) per unit mass of water. The sum of the loss by the atmosphere is \(c_l(T_{\text{skin}} - T_{750}) - c_p(T_{\text{skin}} - T_{750})\). However, the loss is balanced by a larger diabatic heating rate by precipitation in the atmosphere \([c_p(T_{\text{skin}} - T_0) + l_{0}]\) than the diabatic cooling rate at the surface by evaporation because of a lower temperature at which condensation occurs than the skin temperature at which evaporation takes place. Therefore, in this simple closed system scenario with precipitation and evaporation occurring in the same column, there is no net effect of temperature dependence of the enthalpy of vaporization in computing diabatic heating by precipitating hydrometeors to the combined ocean and atmosphere column.

Figure 4 (left) shows regional diabatic heating rates due to precipitation including the enthalpy transport to hydrometeors discussed above. Four different types of precipitation explained in appendix F are considered. The global annual mean diabatic heating rate by precipitation is 78.9 W m\(^{-2}\) with the 750-hPa threshold temperature to determine the phase equal to \(-10^\circ C\), which is 0.8 W m\(^{-2}\) larger than the value computed with a constant enthalpy of vaporization at \(0^\circ C\) (i.e., \(2.5 \times 10^\circ C\) J kg\(^{-1}\)). The regional annual mean difference can be larger than 15 W m\(^{-2}\) as shown in the right plot of Fig. 4 (right). When the 750-hPa threshold temperature is changed to \(-5^\circ C\) \((-25^\circ C\)), the global annual mean enthalpy release by precipitation is 79.7 W m\(^{-2}\) (78.1 W m\(^{-2}\)). The differences in the global annual mean are within ±1 W m\(^{-2}\). However, GPCP precipitation rate might not include some snow precipitation, which can be up to 4 W m\(^{-2}\) (Stephens et al. 2012).

Even though we separated diabatic heating computations in four cases, the diabatic heating rate in the atmosphere largely depends on the water phase of hydrometers that fall on the surface. As a consequence, for a given rain rate, diabatic heating for Precip. 2 and 4 is larger than diabatic heating for Precip. 1 and 3. For Precip. 2 and 4, when snow melts at the surface ocean (or land) at the expense of the enthalpy from the ocean, diabatic cooling occurs at the surface. Figure 5 shows diabatic cooling due to melting snow at the surface. The global annual mean net effect is \(-0.7\) W m\(^{-2}\). Therefore, depending on the frequency of snow occurrence, when it is averaged over the globe and a year, snow warms the atmosphere (Fig. 4 right) and cools the surface (Fig. 5) up to \(-1\) W m\(^{-2}\) compared to diabatic heating by rain.
is 2 melt at 0°C. The frequency of occurrence of snow is determined by the method described in appendix F. The global annual mean value is −0.74W m⁻². Sixteen years of data from March 2000 through February 2016 are used.

5. Discussion and summary

Energy and water budget equations of the atmosphere that explicitly consider the velocity of water vapor, liquid, and ice particles, and rain and snow and their diabatic heating are formulated. Differences of the equations [Eq. (38)] derived in this study from equations used in earlier studies are 1) diabatic heating rates due to rain and snow are expressed by separate terms, 2) diabatic heating rate due to net condensation of nonprecipitating hydrometeors is included, and 3) hydrometeors can be advected with a velocity different from the velocity of dry air.

Equation (38) indicates that changing the spatial scale from global to regional to understand regional energy balance in the atmosphere increases the complexity of tracking energy flow significantly. In addition, accounting for all energy flux components in balancing regional energy requires observations that are not easily available. Equation (38) requires the knowledge of where hydrometeors are formed and how much they are transported horizontally.

Even though energy fluxes by hydrometeors in a regional energy budget are difficult to estimate, there are some observations that can be used for such an estimate. Spaceborne radar can provide vertical profiles of hydrometeors and height at which precipitating hydrometeors form (e.g., Tao et al. 2006). In addition, understanding source and sink regions of hydrometeors helps in the understanding of regional energy balance residuals when energy data products are integrated. Therefore, achieving regional water mass balance with satellite data products is necessary (e.g., Brown and Kummerow 2014). Cloud objects (Xu et al. 2005; Duncan et al. 2014; White et al. 2017) derived from high temporal observations by new geostationary satellites are also expected to help in the understanding of where clouds are generated and dissipated.

We investigated water mass balance and the effect of hydrometeor horizontal transport and diabatic heating on the regional energy budget in the atmosphere. To understand the effect of hydrometeor transport, we considered three ideal cases. When all water vapor is transported out of the column, when it forms ice crystals that are transported out, and when ice crystals subsequently fall out. At times, the energy in the atmosphere column can be more than 100 W m⁻² larger from the energy in the column without ice crystal transport. The ice water content of an anvil formed in the tropics can be close to 0.1 g m⁻³ at a 10-km altitude (e.g., McFarquhar and Heymsfield 1996). The water vapor concentration of a tropical standard atmosphere is about 0.1 g m⁻³ at 350 hPa and can be 0.3 g m⁻³ when water vapor is saturated relative to ice. While the extreme condition considered here is not realistic, an additional water mass convergence, which also arises to balance regional water mass, associated with the horizontal transport of hydrometeors and diabatic heating can reduce regional energy budget residuals shown in Kato et al. (2016). Importantly, the sign of the energy budget change, to increase energy in the atmospheric column where hydrometeors are formed and exported and to reduce energy where hydrometeors are imported and evaporated, implies the correct direction to reduce the energy budget residual in the tropics.

The effect of enthalpy transport associated with water mass transfer through the atmosphere ocean boundary is to cool the atmosphere and to warm the ocean when the enthalpy is averaged over the global ocean. There is no effect of the enthalpy transport to the atmosphere and ocean combined system and the effect is independent of the choice of reference temperature, as long as the reference temperatures for the atmosphere and ocean are the same.

The enthalpy of vaporization used for the conversion of precipitation rate to diabatic heating rate depends on the temperature at which water vapor condenses. However, the temperature dependence of diabatic heating is offset by the enthalpy transferred from the atmosphere to hydrometeors and to water vapor. For a closed system in which precipitation and evaporation balances, the net effect of temperature dependence of the enthalpy of vaporization vanishes. As a result, the diabatic heating rate by precipitation computed by a constant enthalpy of vaporization at 0°C differs less than 1 W m⁻² in the global annual mean value. The temperature threshold of melting snow to form rain does not affect diabatic heating by precipitation very much, but the phase of precipitation alters the regional atmospheric energy budget by up to −15 W m⁻².

In addition to causes that might lead to an energy budget residual investigated in this study, inconsistent temperature and humidity profiles used in different products can also introduce an energy budget residual. For example, differences in temperature and humidity profiles used for surface irradiance, sensible and latent heat fluxes, and moist static energy horizontal transport computations can introduce energy balance residual. While the inconsistency can be avoided by using energy fluxes from a reanalysis product, the difference between observed TOA irradiances and TOA irradiances from some reanalysis products is at times quite large (e.g., Trenberth and Fasullo 2013; Hinkelman 2019). Although the magnitude of residual caused by inconsistent temperature and humidity profiles is unknown, closing global and regional energy budget...
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List of Symbols

\( \dot{C}_w, \dot{C}_d, \dot{C}_l \) \quad Column-integrated net conversion rates from vapor to liquid, vapor to ice, and liquid to ice

\( c_p \) \quad Specific heat capacity of moist air at constant pressure including dry air, water vapor, liquid particle, ice particle, rain, and snow

\( c_p, c_w, c_m, c_\lambda \) \quad Specific heat capacity of dry air, water vapor, and moist air at constant pressure

\( c_v \) \quad Specific heat capacity of water vapor at constant pressure

\( c_l, c_r, c_e, c_s, c_\chi \) \quad Specific heat capacity of liquid particle, ice crystals, rain, snow, and \( \chi \); \( c_r = c_l \) and \( c_e = c_s \)

\( c_w \) \quad Specific heat capacity of liquid water or ice

\( \dot{E} \) \quad Evaporation rate of water vapor at surface

\( F_{sH}, F_{LH} \) \quad Sensible and latent heat flux at the surface defined positive downward

\( F_{fallo} \) \quad Enthalpy flux at the surface associated with water mass transport by precipitation

\( F_v \) \quad Enthalpy flux associated with evaporation of water vapor from surface to the atmosphere

\( F_P \) \quad Potential energy flux caused by horizontal and vertical divergence of water mass by water vapor and hydrometeor velocities deviating from dry-air velocity

\( J_{\text{dif}}, J_{\text{dif,k}}, J_{\text{dif,T}} \) \quad Diabatic heating rate per unit mass due to diffusion, diffusion of kinetic energy, and diffusion of enthalpy

\( J_{\text{fallo}}, J_{\text{fallo,k}}, J_{\text{fallo,T}} \) \quad Rate of energy change per unit mass due to fallout, fallout of kinetic energy, and fallout of enthalpy

\( J_{\text{rad}}, J_{\text{rad,k}}, J_{\text{rad,T}} \) \quad Diabatic heating rate per unit mass due to radiation and conduction

\( J_{\text{trans}} \) \quad Diabatic heating rate per unit mass due to water phase change

\( k, k_a, k_v, k_l, k_r, k_s \) \quad Mass flux of water vapor and hydrometeors due to their velocities relative to dry-air velocity and mixing ratio gradients

\( \dot{p}, \dot{p}_l, \dot{p}_s \) \quad Diabatic heating rate per unit mass of dry air containing water vapor (and other absorbing gases) and hydrometeors due to radiation, absorption and emission by moist air, liquid and ice particles, rain, and snow

\( \dot{p}_s, \dot{p}_r, \dot{p}_l, \dot{p}_m, \dot{p}_t \) \quad Diabatic heating rate per unit mass due to conduction

\( p, p_{sfc}, p(0) \) \quad Kinetic energy including all constituents

\( m_{\text{air}}, m_{\text{wsfc}}, m_{\text{sl}}, m_{\text{sw}}, m_{\text{swf}} \) \quad Mass of dry air, water vapor, liquid particle, ice particle, rain, and snow

\( \chi \) \quad Enthalpy of vaporization, sublimation, and fusion of water

\( m_{\text{dry}}, m_{\text{wv}}, m_{\text{li}}, m_{\text{sl}}, m_{\text{sfc}} \) \quad Mass of dry air, water vapor, liquid particle, ice particle, rain, snow, and \( \chi \)

\( \dot{p}_s, \dot{p}_r, \dot{p}_l, \dot{p}_m, \dot{p}_t \) \quad Precipitation rate including rain and snow at surface

\( p_{\text{air}}, p_{\text{wsfc}} \) \quad Precipitation rate of rain and snow at surface

\( p, p_{sfc}, p(0) \) \quad Column-integrated net conversion rates from vapor to rain, vapor to snow, rain to ice, rain to snow, and liquid particles to snow

\( P_{\text{air}}, P_{\text{wsfc}} \) \quad Pressure, surface pressure, and pressure at the top boundary

\( P_{\text{air}}, P_{\text{wsfc}} \) \quad Dry-air pressure and water vapor pressure

\( R_{\text{boas}}, R_{\text{sfc}} \) \quad Net irradiance at the top-of-atmosphere and surface

\( r, r_{sfc}, r_{\text{sw}}, r_{\text{swf}}, r_{\text{m}}, r_{\text{li}}, r_{\text{sl}}, r_{\text{air}}, r_{\text{wv}}, r_{\text{li}}, r_{\text{sl}}, r_{\text{air}}, r_{\text{wv}} \) \quad Sum of the mixing ratio of water vapor, liquid and ice crystals, rain drops and snowflakes

\( r_{sfc}, r_{\text{sw}}, r_{\text{swf}}, r_{\text{m}}, r_{\text{li}}, r_{\text{sl}}, r_{\text{air}}, r_{\text{wv}}, r_{\text{li}}, r_{\text{sl}}, r_{\text{air}}, r_{\text{wv}} \) \quad Mixing ratio of water vapor, liquid particle, ice crystals, rain drops, and snowflakes

\( r_{sfc}, r_{\text{sw}}, r_{\text{swf}}, r_{\text{m}}, r_{\text{li}}, r_{\text{sl}}, r_{\text{air}}, r_{\text{wv}}, r_{\text{li}}, r_{\text{sl}}, r_{\text{air}}, r_{\text{wv}} \) \quad Production rate of water vapor, liquid particle, ice particle, rain drops, and snowflakes per unit mass
Net condensation rate of water vapor to form liquid particle and rain
Net deposition rate of water vapor to form ice particle and snow
Net fusion rate of liquid particle to form ice particle, rain, and snow relative to the dry-air vertical velocity
Net deposition rate of water vapor to form ice particle, rain, and snow relative to the dry-air horizontal velocity
Net fusion rate of liquid particle to form snow
Net deposition rate of water vapor to form liquid particle and rain
Vertical coordinate, dry-air mass per unit area
Thermodynamic Equation
Change of $\chi$ in the Dry-Air Parcel
APPENDIX B

Change of $\chi$ in the Dry-Air Parcel

Equation (6) is derived in Bannon (2002) with the height vertical coordinate; the derivation in dry-air mass coordinate follows.

\[
\frac{D}{Dt} \left( \frac{\chi}{\rho_a} \right) = \frac{1}{\rho_a} \frac{D \rho_a}{Dt} - \frac{\chi}{\rho_a} \frac{D \rho}{Dt} + \frac{1}{\rho_a} \left[ \frac{\partial \chi}{\partial t} + \nabla \cdot (\chi \mathbf{U}_x) + \frac{\partial \chi w_x}{\partial \eta} \right] - \frac{\chi}{\rho_a} \left[ \nabla \cdot \mathbf{U}_x + \frac{\partial \omega_x}{\partial \eta} \right] - \frac{\chi}{\rho_a} \frac{D p_a}{Dt}.
\] 

But

\[
\frac{\partial \chi}{\partial t} + \nabla \cdot (\chi \mathbf{U}_x) + \frac{\partial \chi w_x}{\partial \eta} = \dot{\chi}
\]

and

\[
\frac{1}{\rho_a} \frac{D \rho_a}{Dt} = \nabla \cdot \mathbf{U}_x + \frac{\partial \omega_x}{\partial \eta} = 0.
\]

Therefore,

\[
\frac{D}{Dt} \left( \frac{\chi}{\rho_a} \right) = \frac{\dot{\chi}}{\rho_a} - \frac{1}{\rho_a} \left[ \nabla \cdot (\chi \mathbf{U}_x) + \frac{\partial \chi w_x}{\partial \eta} \right].
\]

APPENDIX C

Thermodynamic Equation

The thermodynamic equation of moist air for a closed system is

\[
c_m \frac{DT}{Dt} - \alpha_m \frac{D p}{Dt} = J_m,
\]

where $c_{pm} = c_p + r_e c_{pm}, c_p,$ and $c_{pm}$ are, respectively, the specific heat capacity of dry air and water vapor at constant pressure, $r_e$ is the water vapor mixing ratio, pressure $p$ is the sum of the dry-air pressure and water vapor pressure $p = p_d + p_w$, specific volume $\alpha_m$ is the volume of the parcel divided by the sum of the mass of dry air and water vapor, and $J_m$ is the diabatic heating to moist air due to radiation, conduction, and friction. In Eq. (C1) the mixing ratio of water vapor is constant with time so that $c_{pm} DT/Dt$ is the enthalpy change in the parcel. In addition to the diabatic heating to the closed system that changes the enthalpy of the parcel, when the system is open, water vapor moving at a different velocity from the dry-air velocity can transport enthalpy (e.g., de Groot and Mazur 1984, p. 13) to the parcel or the enthalpy of the parcel changes when the mixing ratio of water vapor changes. Using Eq. (6) with $\chi = c_p, T$ and combining with Eq. (C1) leads to

\[
\frac{D c_p}{D t} - \alpha_m \frac{D p}{D t} = J_m + h_v r_v - r_v \left[ \nabla \cdot (c_p \mathbf{U}_w) + \frac{\partial (c_p T \mathbf{U}_w)}{\partial \eta} \right].
\]

where $h_v$ is the enthalpy of vaporization or sublimation.
If hydrometeors are present in the parcel, then the specific volume $\alpha$ with an assumption that hydrometeors occupy no space is

$$\alpha = \frac{V}{m_a \left(1 + r_r + \sum_{i=1,2,3} r_i \right)},$$

(C3)

where $V$ is the volume of the parcel occupied by dry air and water vapor, $m_a$ is the mass of dry air, and $r_i$ is the mixing ratio of the $i$th hydrometeor. The change of enthalpy due to hydrometeors moving at a different velocity from the dry-air velocity is given by Eq. (6) with $\chi = c_r T$:

$$\frac{Dr_r c_r T}{Dt} = J_{rad} + h_x \hat{r}_x - r_x \left[ \nabla \cdot \left( c_r T \nabla \right) + \frac{\partial (c_r T w)}{\partial \eta} \right],$$

(C4)

where $x = l, i, r,$ or $s$ and $h_x$ is the enthalpy change of hydrometeor $\chi$ due to phase change. Replacing $\alpha_m$ by $\alpha$ and summing Eqs. (C2) and (C4) leads to

$$\frac{Dc_r T}{Dt} = \frac{Dp}{Dt} = J_{rad} + J_{phase} + J_{diff,T} + J_{fallout,T} + J_{trans} + J_T,$$

(C5)

where

$$c_p = c_{\alpha m} + r_c c_r + r_r c_r + r_i c_i + r_s c_s,$$

(C6)

$r_r$ and $r_s$ are the mixing ratios of liquid and ice cloud particles, $r_l$ and $r_i$ are the mixing ratios of rain and snow, and $c_i$ and $c_s$ are the specific heat capacities of liquid water and ice; $J_T$ is diabatic heating due to friction. Other diabatic heating is separated into two terms due to radiation $J_{rad}$ [Eq. (20)], which is the sum of radiative heating by moist and hydrometeors, and phase change $J_{phase}$.

Diabatic heating due to water phase change $J_{phase}$ is

$$J_{phase} = l_t (\hat{r}_l + \hat{r}_r) + l_s (\hat{r}_s + \hat{r}_r) + l_i (\hat{r}_i + \hat{r}_r + \hat{r}_s + \hat{r}_i),$$

(C7)

where $\hat{r}_l$, $\hat{r}_s$, $\hat{r}_r$, and $\hat{r}_i$ are the rate of water vapor mixing ratio change due to the formation of liquid particles, rain drops, ice particles and snow, respectively; $\hat{r}_l$, $\hat{r}_s$, $\hat{r}_r$, and $\hat{r}_i$ are the rate of liquid hydrometeor mixing ratio changes due to freezing, forming ice particles and snow, respectively; and $l_t$, $l_s$, and $l_i$ are, respectively, the enthalpy of vaporization, sublimation, and fusion of water. The reverse process can occur. Therefore, a negative $\hat{r}_t$ accounts for evaporation of raindrops. Other terms, $J_{diff,T}$, $J_{fallout,T}$, and $J_{trans}$ are given by, respectively, Eqs. (21), (22), and (23). We only treat the enthalpy flux by heat conduction $J_{trans}$ by the sensible heat flux at the surface and atmosphere boundary.

**APPENDIX D**

**Water Mass and Moist Static Energy Equations**

The equation of conservation of water mass in the parcel using Eq. (6) with $\chi = \rho_v + \rho_i + \rho_r + \rho_s$ is

$$\frac{Dr}{Dt} = \dot{r}_v + \dot{r}_i + \dot{r}_r + \dot{r}_s - \sum_{j=l,i,r,s} \left[ \nabla \cdot \left( r_j \nabla \right) + \frac{\partial (r_j w)}{\partial \eta} \right].$$

(D1)

Multiplying Eq. (D1) by $\rho \omega \partial r / \partial \eta$ and integrating over the atmospheric column leads to

$$\int_0^{\theta} \int_{z_{sfc}}^{\theta} \int_{M_{sfc}}^{	heta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta \left[ \int_{M_{sfc}}^{	heta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta \right] + \int_{z_{sfc}}^{\theta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta + \int_{M_{sfc}}^{	heta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta = \sum_{j=l,i,r,s} \int_0^{\theta} \frac{\partial (r_j w)}{\partial \eta} d\eta,$$

(D2)

where $\dot{r}_v + \dot{r}_i + \dot{r}_r + \dot{r}_s = 0$ is used. The boundary condition of Eq. (33) is used when time and horizontal derivatives are brought outside the integrals, then Eq. (D2) is

$$\frac{1}{g^2} \int_0^{\theta} \int_{z_{sfc}}^{\theta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta + \int_{z_{sfc}}^{\theta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta + \int_{M_{sfc}}^{\theta} \nabla \cdot \left[ \rho \omega \hat{r}_w \right] d\eta = \sum_{j=l,i,r,s} \int_0^{\theta} \frac{\partial (r_j w)}{\partial \eta} d\eta,$$

(D3)

where $\dot{E}, \dot{P}_r$, and $\dot{P}_s$ are, respectively, evaporation, rain, and snow rate at the surface. Equation (D3) is the exact equation of water mass budget in the atmospheric column. The balance equation of moist static energy plus kinetic energy including the terms due to water vapor and hydrometeors melt ($l_r$ in this case is the specific heat capacity multiplied by temperature difference to the reference temperature) and $F_{LH} = l_E$ is the latent heat flux at the surface. Equation (D5) is similar to the equation derived in Mayer et al. (2017) and Trenberth and Fasullo (2018) except that it uses water vapor mixing ratio instead of specific humidity and that advection terms due to water vapor and hydrometeors appear.
on the right side because they can be advected by different velocities from the dry-air velocity.

APPENDIX E

Enthalpy Flux Associated with Water Mass Transfer through the Surface Boundary

We consider the reference temperature to estimate the enthalpy transferred associated with water mass transfer in this appendix. Precipitation carries the enthalpy of $c_w PT_w$, but the apparent enthalpy transferred from the atmosphere to ocean by precipitation is different from $c_w PT_w$ for the following reason. When water with mass $M_1$, specific heat capacity $c_w$, and temperature $T_1$ is mixed with ocean water with mass $M_2$, specific heat capacity $c_w$, and temperature $T_2$, the temperature of the mixed water $T$ is

$$T = \frac{c_w M_1 T_1 + c_w M_2 T_2}{c_w M_1 + c_w M_2}. \quad (E1)$$

Therefore, the temperature change $\Delta T$ from $T_1$ is

$$\Delta T = T - T_1 = \frac{c_w M_1 (T_2 - T_1)}{c_w M_1 + c_w M_2}. \quad (E2)$$

Rewriting (E2) gives

$$(c_w M_1 + c_w M_2)\Delta T = c_w M_2 (T_2 - T_1). \quad (E3)$$

The left side is the enthalpy increase from the initial state of the system 1 with the $M_1$ mass by the mass transfer of $M_2$ and the right side is the enthalpy input. Therefore, if $M_2$ is mixed at the rate of $M_2$ per unit area, $c_w M_2 T_2$ is the enthalpy flux associated with the mass transfer. The effective enthalpy transfer is proportional to $T_2 - T_1$. Similar to this example, we consider water from precipitation is mixed with water in the column, dividing the ocean column into $N$ layers. The enthalpy of the ocean column is

$$\sum_{i=1}^{N} c_w M_i T_i = c_w \sum_{i=1}^{N} M_i T_i, \quad (E4)$$

where $T = \frac{\sum_{i=1}^{N} M_i T_i}{\sum_{i=1}^{N} M_i}$ is the mass-weighted mean ocean temperature and $\sum_{i=1}^{N} M_i$ is the mass of water per unit area. We assume that $c_w$ is constant. The change of the enthalpy of the ocean column due to precipitation is

$$c_w \sum_{i=1}^{N} M_i T_2 + c_w T_2 M_2 = c_w M_p + c_w \sum_{i=1}^{N} M_i (T + \Delta T), \quad (E5)$$

where subscript $p$ indicates precipitation. Similar to the two-layer model discussed above, this leads to

$$c_w (M_p + \sum_{i=1}^{N} M_i) \Delta T = c_w (T_2 - T_1) M_2. \quad (E6)$$

The mass-weighted mean ocean temperature changes by $\Delta T$ due to precipitation. The above examples demonstrate that when the mass-weighted mean ocean temperature is used for the reference temperature, the flux divided by the heat capacity of the ocean is the temperature change.

APPENDIX F

Conversion of Precipitation Rate to Diabatic Heating Rate

We assume that precipitation is formed at the temperature of 750-hPa height $T_{750}$, and that the temperature of precipitating hydrometeors is the 2-m wet-bulb temperature when they fall on the surface. The temperature of the precipitating hydrometeors changes from $T_{750}$ to $T_w$ and the enthalpy is provided by the atmosphere. The diabatic heating rate depends on the phase of the hydrometeors.

Precip. 1: $T_{750} \approx -10^\circ C$ and $T_w \approx 0^\circ C$ (rain at 750 hPa to the surface)

$$\Delta h = [l_s(T_{750}) - c(T_w - T_{750})] P. \quad (F1)$$

Precip. 2: $T_{750} \approx -10^\circ C$ and $T_w < 0^\circ C$ (rain at 750 hPa and snow at the surface. Hydrometeors cool from $T_{750}$ to $T_w$, freeze at $0^\circ C$, and cool to $T_w$)

$$\Delta h = [l_s(T_{750}) - c(T_0 - T_{750}) + l_f(T_0) \quad - c(T_w - T_0)] P. \quad (F2)$$

Precip. 3: $T_{750} < -10^\circ C$ and $T_w \approx 0^\circ C$ (snow at 750 hPa and rain at the surface. Hydrometeors warm from $T_{750}$ to $0^\circ C$, melt, and warm to $T_w$)

$$\Delta h = [l_s(T_{750}) - c(T_0 - T_{750}) - l_f(T_0) \quad - c(T_w - T_0)] P. \quad (F3)$$

Precip. 4: $T_{750} < -10^\circ C$ and $T_w < 0^\circ C$ (snow at 750 hPa to the surface)

$$\Delta h = [l_s(T_{750}) - c(T_w - T_{750})] P, \quad (F4)$$

where $l_s$ is the enthalpy of vaporization, $l_f$ is the enthalpy of sublimation, $c$ is specific heat capacity of liquid water, $c_i$ is specific heat capacity of ice, $P$ is the precipitation rate, and $T_0$ indicates $0^\circ C$. Precipitation rate is taken from version 2.3 of the Global Precipitation Climatology Project (GPCP) data product and $T_{750}$ and $T_w$ are from Goddard Earth Observing System Model (GEOS) version 5.4.1. The threshold temperature of $-10^\circ C$ is somewhat arbitrary. Roughly, cases 1 to 4 represent, respectively, warm rain, freezing rain or sleet, cold rain, and snow. We compute $\Delta h$ for all four cases using monthly mean regional ($1^\circ \times 1^\circ$) precipitation rates and temperatures. Most rain over the tropical ocean is warm rain. Outside the tropics, most rain is cold rain (Müllerstädt et al. 2015). Because we used monthly $1^\circ \times 1^\circ$ mean temperatures and rain rates to compute diabatic heating while temperature and rain rate are highly variable in time, we compare diabatic heating computed with monthly mean values with that computed hourly. Because the GPCP data product is monthly, we compute the difference using the Modern-Era...
Retrospective Analysis for Research and Applications (MERRA) in which hourly temperatures and rain rates are available using one month of data (January 2008). Figure F1 shows the difference. The difference in the global monthly mean diabatic heating is 0.4 W m$^{-2}$.
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