1. Introduction

Multidecadal to centennial variability in the Southern Ocean (SO) is difficult to detect and characterize due to limited in situ observations. Paleoclimate tree ring records over adjacent continents show long time scale variations in the past hundreds of years (e.g., Cook et al. 2000; Le Quesne et al. 2009). These low-frequency variations are seen in multiple climate models, including the Kiel Climate Model (e.g., Martin et al. 2013; Latif et al. 2013), Geophysical Fluid Dynamics Laboratory (GFDL) CM2Mc, ESM2M, CM2.1, and SPEAR (described in section 2) models (e.g., Cabré et al. 2017; Seviour et al. 2016, 2017; Zhang et al. 2017a), respectively. Simulated SO multidecadal to centennial variability is primarily associated with the SO deep convection fluctuations (e.g., Martin et al. 2013; Zhang and Delworth 2016).

Previous studies have shown that SO multidecadal to centennial deep convection variations have broad impacts on the global climate. Cabré et al. (2017) demonstrated that SO convection variability affects the global heat and hydrological balance, as well as interhemispheric atmospheric and oceanic heat transports. Zanowski et al. (2015) and Zhang and Delworth (2016) suggested that SO convection results in changes in ocean circulation, with effects being seen on the Antarctic Bottom Water (AABW) cell, the Antarctic Intermediate Water, and the North Atlantic meridional overturning circulation (AMOC). Zhang et al. (2017a, b) illustrated that the presence of convection results in decadal-scale predictability of SO SST and its associated climate impacts. Zhang et al. (2019) further suggested that internal SO convection variability may drive the observed SST and sea ice trends during 1979–2015. The SO convection regions are also found to be critical in the SO response to ozone depletion (Seviour et al. 2016, 2017).

Despite of the importance of SO convection, climate models have very diverse representations of deep convection location, frequency, and intensity (e.g., Reintges et al. 2017; Heuzé et al. 2013). Open ocean deep convection occurs in the Weddell Sea in some models, while it occurs in the Ross Sea or other seas in other models. The frequency of deep convection occurrence varies model by model, ranging from decadal to centennial time scales. There is also no consensus on the mechanisms driving the SO deep convection variability. The preconditioning of deep convection is provided by either the deep ocean or the ocean surface. In some models the deep preconditioning process is dominant, in which the heat builds up in the subsurface ocean during nonconvective periods, gradually decreasing ocean stability and therefore driving convection from below (e.g., Welander 1982; Martin et al. 2013; Dufour et al. 2017). In contrast, critical to
the surface preconditioning mechanism is the development of positive surface salinity anomalies that can increase the density in the surface layer and thereby induce convection from above. The positive salinity anomalies can arise from oceanic sources such as sea ice formation and brine rejection (e.g., Martinson et al. 1981; Motoi et al. 1987) or atmospheric sources such as surface freshwater changes (e.g., Marsland and Wolff 2001; Gordon et al. 2007).

Given the significant differences in SO convection and multidecadal variability characteristics among climate models, we attempt to investigate the potential causes underlying these differences. We find that the SO mean stratification state is critical for the frequency of SO low-frequency variability whether the stability perturbation is generated from the surface or deep oceans, while the amplitude of variability is largely determined by the magnitude of the subsurface heat reservoir. Several recent studies demonstrated that the ocean stratification determines whether the convection occurs (e.g., Kjellsson et al. 2015; Stössel et al. 2015; DuFour et al. 2017; de Lavergne et al. 2014). In addition to this convection occurrence, our work here further shows that the ocean mean stratification state is also important for the intensity and frequency of the variability if convection occurs and oscillates. By analyzing the results of simulation performed in the framework of models from phase 5 of the Coupled Model Intercomparison Project (CMIP5), Reintges et al. (2017) found that the convection period is correlated with the ocean stratification mean state. However, different models may have different sensitivities and thus they were not able to attribute with high confidence the period differences solely to differences in ocean stratification. Our study confirms their conclusion in terms of convection period through the design and execution of sensitivity experiments using GFDL models. We also investigate how the convection amplitude responds to the ocean stratification mean state change and show what physical processes underlie this response. The realism of this convection low-frequency variability is also discussed based on paleoclimate records over Antarctica.

2. Models, methods, and datasets

The model used in the present study is the SPEAR (Seamless System for Prediction and Earth System Research) model (Delworth et al. 2020), a newly developed atmosphere and ocean fully coupled model at GFDL. We use the relatively coarse-resolution model SPEAR_LO and SPEAR_AM2. The SPEAR_LO model uses the AM4 atmosphere component (Zhao et al. 2018) and has an atmosphere/land resolution of approximately 100 km. The ocean and sea ice components in SPEAR_LO are constructed from the new MOM6 code and SIS2 sea ice code (Adcroft et al. 2019), with a horizontal resolution of approximately 1° in the subtropics and approximately 0.5° at high latitudes. The meridional grid resolution is also refined to 0.3° in the tropics. The ocean model has 75 hybrid layers in the vertical, with 2-m resolution near surface. The SPEAR_AM2 is an early prototype version of SPEAR model, in which the atmosphere component is from AM2 (Anderson et al. 2004) and the ocean and ice models are the same as SPEAR_LO. The horizontal resolution in the atmosphere/land components of SPEAR_AM2 is 200 km, while that in SPEAR_LO is 100 km. In short, the SPEAR_LO and SPEAR_AM2 models have different atmosphere and land components but the same ocean and sea ice model components. We use a 4000-yr control simulation of SPEAR_LO and a 3000-yr control simulation of SPEAR_AM2, with atmospheric composition fixed at preindustrial 1860 concentrations for SPEAR_AM2 and 1850 for SPEAR_LO.

The SO in the SPEAR_LO control simulation displays substantial multidecadal to centennial variability, a characteristic also seen in previous versions of GFDL models (e.g., Cabré et al. 2017; Seviour et al. 2016, 2017; Zhang and Delworth 2016). Figure 1a shows the annual mean time series of the Antarctic Bottom Water cell index in SPEAR_LO. The AABW cell index here is defined as the absolute value of the minimum in the global meridional overturning streamfunction south of 60°S, using a streamfunction computed in density space. This index represents the strength of SO deep convection very well (e.g., Zhang and Delworth 2016). The long-term mean AABW cell is approximately 24 Sv (1 Sv = 10⁸ m³ s⁻¹), which is within the observed estimates (21 ± 6 Sv) (Ganachaud and Wunsch 2001). Multidecadal internal variability is clearly seen, with a period around 80 years (Fig. 1b). This variability is largely associated with deep convection fluctuations over the Ross Sea (not shown). Similar centennial deep convection variability also occurs in the SPEAR_AM2 model (not shown).

a. Sea ice albedo perturbation experiments using the SPEAR_LO (mean state response)

To investigate the linkages between the SO mean state and the SO internal low-frequency variability, we first perturb ocean stratification mean state from above by changing the snow—sea ice radiation balance. We artificially and abruptly increase the optical properties of bare sea ice, snow, and ponded ice in the delta-Eddington solar radiation treatment (Briegleb 1992). Specifically, we modify the optical coefficients ($R_{isc}$, $R_{snow}$, and $R_{pond}$; they are standard deviation parameters and have a range between −2 and 2) in the sea ice component from default 0 to 1.5 (positive albedo anomaly). Note that the presence of pronounced internal variability over the SO can mask the direct effect of sea ice anomaly on the ocean mean state, particularly during the first several years when the ocean initial condition may persist. To remove these initial condition interferences, we conduct ten ensemble member experiments, in which half of the simulations are initialized from a strong AABW cell state (red dots in Fig. 1a) and the other half are initialized from a weak AABW cell state (green dots). The integration with ice albedo perturbation lasts 40 years for each ensemble member. The response is taken as the difference between the ensemble mean of these 10 perturbation experiments and their corresponding control run. Here we name it Albedo+1.5 EN. The use of ensemble averaging reduces the amplitude of the internal variability, so that the ensemble mean response mainly reflects the forced signals (i.e., the response of the time-mean ocean stratification to the imposed forcing).

b. Sea ice albedo perturbation experiments using the SPEAR_LO model (internal variability response)

We then investigate the role of ocean stratification in the SO internal low-frequency variability. We conduct four additional
600-yr simulations to assess the response of the variability to the albedo perturbation. These perturbation experiments are initialized from the 500th year of control simulation and are continued for 600 years. We modify the optical coefficients ($R_{ice}$, $R_{snow}$, and $R_{pond}$) in the sea ice component from default 0 to $+1.5$, $+0.5$, $-0.5$, and $-1.5$, respectively. All three optical coefficients ($R_{ice}$, $R_{snow}$, and $R_{pond}$) have the same values and are changed together. We name these experiments Albedo $+1.5$, Albedo $+0.5$, Albedo $-0.5$, and Albedo $-1.5$, respectively. Our method used here is similar to previous studies aiming to investigate the influences of sea ice on ocean heat uptake or the AMOC slow down in a warmer climate (e.g., Bitz et al. 2006; Liu et al. 2019). By examining the variability characteristics separately in each of the four simulations we identify the impact of the forcing on the characteristics of the variability.

c. Subsurface warming drift run with the SPEAR_AM2 model

These above sea ice albedo perturbations alter ocean stratification mainly from the surface ocean. We also use the SPEAR_AM2 model control run to test the influence of substantial ocean subsurface perturbations on the SO internal variability (see more details in section 4). The SPEAR_AM2 model provides us a good opportunity to investigate whether our conclusions are dependent on perturbation methods (surface vs subsurface perturbations) and dependent on models (SPEAR_LO vs SPEAR_AM2).

d. Low-frequency variability over Antarctica in paleoclimate reconstructions

The simulated SO variability and its relationship to the ocean mean state can be evaluated using paleoclimate reconstructions. A few marine records cover the past millennia in the Southern Ocean, mainly located on the continental shelf and in particular close to the Antarctic Peninsula and in the Ross Sea. However, they have generally at best a multidecadal resolution, a majority having only centennial resolution. Furthermore, their dating uncertainties can typically reach several decades at least (e.g., McGregor et al. 2015; Thomas et al. 2019). They are thus not appropriate to study the multidecadal variations analyzed here. By contrast, ice core data covering the past millennia have a resolution from annual to a few years, with a low dating uncertainty. We have thus chosen to analyze a recent compilation performed in the framework of the PAGES Antarctica2k working group (Stenni et al. 2017). Based on 112 ice core water stable isotopic records, they provide temperature reconstructions for seven regions: the East Antarctic Plateau, Wilkes Land Coast, Weddell Sea Coast, Antarctic Peninsula, West Antarctic Ice Sheet, Victoria Land Coast/Ross Sea, and Dronning Maud Land Coast (see Fig. 1 in Stenni et al. 2017). The temperature retrievals from ice core isotopic records over these regions are based on the isotope–temperature relationship from a composite-plus-scaling approach (hereafter CPS), the ECHAM5-wiso model simulation nudged to ERA-Interim (hereafter ECHAM) and the Nicolas
and Bromwich (2014) variance method (hereafter NB2014). Therefore, we have three temperature datasets in total based on different scaling methods (CPS, ECHAM, and NB2014) over the Antarctic continent, which is separated into seven different regions.

3. SO responses to the sea ice albedo perturbation

a. Mean state responses

We show in Fig. 2 the SO zonal mean sea ice concentration (SIC), SST, sea surface salinity (SSS), and ice to ocean salt flux evolutions in the Albedo$^{1.5}_{\text{EN}}$ (difference between the ensemble mean of 10 perturbation experiments and the corresponding sections of control run). Perturbed by a positive sea ice albedo anomaly, the SIC and SST display two phases of their responses: a fast SIC increasing (negative SST) response south of $50^\circ$S, followed by a slow SIC decreasing (positive SST) response. The transition between the two phases is seen after about 10 years. The initial SIC and SST anomalies are of significant magnitude, although they are slightly weaker than the subsequent slow responses. The fast response is a direct effect of sea ice albedo anomaly. As displayed in the heat budget (Fig. 3), the initial cooling is largely associated with the shortwave radiation forcing that shows a strong reduction (Fig. 3e). The positive sea ice albedo anomaly reflects more shortwave reflection to outer space, thereby causing lower SST and increased sea ice concentration at the ocean surface.

Heat budget analysis (Fig. 3) also reveals that the slow warming response south of $65^\circ$S after 10 years is mainly due to the vertical mixing term (Fig. 3c), while the temperature advection (Figs. 3a,b) and surface heat flux (Figs. 3e,f) play roles in the warming response north of $65^\circ$S. The contribution of the lateral neutral diffusion term is negligible compared to other terms (Fig. 3d). A close examination finds that the enhanced vertical mixing primarily results from the persistently positive salinity anomalies in the surface (Fig. 2c), corresponding to a weakening of ocean stratification (Fig. 4a). The sea ice increase in the initial years is accompanied by increased brine rejection, which results in increased equivalent salt fluxes from ice to ocean (Fig. 2d). The positive salinity anomaly accumulates at the surface, gradually reduces the ocean stratification (Fig. 4a), and eventually enhances the vertical mixing and spins up the AABW cell (Fig. 4b). The enhanced vertical mixing after ~10 years brings subsurface warm and salty waters to the surface, generating high SST (Fig. 2a) and positive salinity anomalies in the surface (Figs. 2b,c). Thus, the initially positive SSS anomalies are primarily due to brine rejection as a result of direct sea ice albedo perturbation, while the positive SSS anomalies after ~10 years mainly arise from the vertical mixing of subsurface salty water due to weakened ocean stratification. The ice to ocean salt flux contributes negatively to the SSS anomaly in the second stage (~10 years later) (Fig. 2d) because the convective warming in the deep convection region (south of $65^\circ$S) leads to a sea ice retreat at that time.
The positive contribution of advection terms to the second stage warming consists of two main components: the anomalous temperature gradient by the mean current and the mean temperature gradient by the anomalous current. Here we find that both components play positive roles. On one hand, the convective warming south of 65°S weakens the meridional temperature gradient, which increases the warm temperature advection by the mean northward Ekman current. On the other hand, the weakened meridional temperature gradient decreases the low atmosphere baroclinicity in the region of maximum eddy growth, which leads to an anomalous easterly over the SO (e.g., Zhang et al. 2019). The anomalous easterly induces the warm temperature advection by the anomalous southward Ekman flow (Figs. 5a,b). This also leads to an upwelling of subsurface warm water from below to the north due to mass conservation (Figs. 3a,b). Overall, the temperature advection spreads the warm temperature anomaly in the deep convection regions (south of 65°S) to the north and almost covers the entire SO. The anomalous easterly also reduces the surface heat flux and favors the development of surface warming (Fig. 3f) through the positive wind–evaporation–SST (WES) feedback (e.g., Xie and Saito 2001).

b. Internal low-frequency variability responses

We show in Fig. 6 the SO long-term mean (time-averaged over the full 600 years) stratification versus SSS relationship in the Control, Albedo +1.5, Albedo +0.5, Albedo −1.5, and Albedo −0.5 experiments. Consistent with the responses in the Albedo +1.5 EN experiment, the sea surface water in the Albedo +1.5 and Albedo +0.5 is saltier and the ocean stratification is weaker compared to the Control run. On the contrary, the SSS becomes smaller and the ocean stratification becomes stronger in the Albedo −1.5 and Albedo −0.5 runs. Figure 7 displays the AABW cell time series in different simulations, with the amplitude of variability listed in the bottom right corners. In the control simulation, the amplitude of AABW cell variability is about 4.5 Sv. In the Albedo +1.5 and Albedo +0.5 runs, the convection amplitude becomes smaller, changing from 4.5 to 3.5 and 4.1 Sv, respectively (Fig. 7c vs Figs. 7a,b). In the Albedo −1.5 and Albedo −0.5 runs, the convection amplitude increases to 7.3 and 6.1 Sv, respectively (Fig. 7c vs Figs. 7d,e). The low-frequency convection period also exhibits some changes. The convection period shifts from the original 80 years in the control run to 58 years in the Albedo +1.5 run and 73 years in the Albedo +0.5 run (Fig. 8). In the Albedo −1.5 and Albedo −0.5 runs, the convection period increases to 90 and 115 years, respectively (Fig. 8). In brief, the model under a weak ocean stratification background (e.g., Albedo +1.5) tends to have convection variability of smaller amplitude and shorter period and vice versa.

We then examine why the SO convection variability has such amplitude changes. Figure 9 shows Hovmöller diagrams of annual mean temperature and salinity profiles averaged over
the SO. The first impression from Fig. 9 is that the SO is dominated by periodic recharge and discharge of subsurface heat and salt reservoirs. When the convection is strong, the temperature anomaly distribution is relatively homogeneous in the subsurface layer, which corresponds to anomalous positive SST and sea ice retreat in the surface because of convective warming. The weak convection phase, however, is characterized by a strong heat buildup in the subsurface layer. By comparison with these five simulations, we can see the subsurface heat reservoir in the Albedo$^{-1.5}$ run is the largest (Fig. 9e), followed by the Albedo$^{-0.5}$ run with the second largest heat reservoir (Fig. 9d). The heat reservoirs in these two runs are larger than that in the Control simulation (Figs. 9d,e vs Fig. 9c). On the contrary, the heat reservoir in the Albedo$^{+0.5}$ run is smaller than that in the Control simulation (Fig. 9b vs Fig. 9c). The subsurface heat buildup in the Albedo$^{+1.5}$ run is weak as well and has the smallest heat reservoir (Fig. 9a). As mentioned by previous studies (e.g., Martin et al. 2013; Dufour et al. 2017), the subsurface heat reservoir buildup is a preconditioning of the SO deep convection. The accumulated heat in the subsurface spreads over time, gradually destabilizes the ocean stratification from below, and eventually drives the convection. During the strong convection regime, the subsurface heat depletes and releases a large amount of heat to the atmosphere and space. The larger-than-normal heat reservoir has more energy saved in the subsurface ocean, which has potential to drive a stronger-than-normal deep convection and therefore corresponds to a larger amplitude of deep convection oscillation and vice versa.

To investigate what processes cause the magnitude differences of the subsurface heat reservoir, we show in Fig. 10 the SO heat budget at 1550 m for the Albedo$^{+1.5}$ and Albedo$^{-1.5}$ runs. The subsurface heat in both runs is primarily balanced by the advection and vertical mixing terms, while the diffusion term plays a much smaller role. The heat reservoir is mainly replenished through the advection term, particularly the horizontal component (not shown). The Weddell Gyre meridionally advects the warm lower circumpolar deep water to the south (e.g., Dufour et al. 2017), leading to heat convergence and a buildup of the subsurface heat reservoir. The depletion of subsurface heat is mainly through vertical mixing, which brings heat upward and eventually releases to the atmosphere. During the weak convection regime (white area in Fig. 10), it is clearly seen that the heat tendency term in the Albedo$^{-1.5}$ run is larger than that in the Albedo$^{+1.5}$ run (black lines in Figs. 10a and 10b), consistent with the larger heat reservoir shown in Figs. 9e and 9a. This difference mainly arises from the smaller vertical mixing term, whereas the warming effects of advection term are comparable (see numbers in Fig. 10). The cooling effect from vertical mixing in the Albedo$^{+1.5}$ run is larger than that in the Albedo$^{-1.5}$ run, resulting in a strong and frequent depletion of the subsurface heat reservoir. The differences in vertical mixing shown here that account for 33%–50% of the mean response in Albedo$^{-0.5}$ run are strongly associated with the background ocean stratification mean state. The weak ocean stratification in the Albedo$^{+1.5}$ run is in favor of generating the gravitational instability (Dufour et al. 2017), which tends to enhance the vertical mixing of unstable water columns and thus results in an erosion of the subsurface heat reservoir. The opposite is also established for the Albedo$^{-1.5}$ run.

In contrast to the temperature evolution, the large salinity anomalies associated with the deep convection variability are mainly concentrated over the surface (Figs. 9f–j). The positive salinity anomalies at the surface favors the occurrence of deep convection (e.g., Kjellson et al. 2015) and the surface freshwater cap is also a precursor for the weakening of deep convection (e.g., Pierce et al. 1995; Martin et al. 2013). The surface sea ice albedo perturbations and the associated ocean stratification changes determine the SSS responses. In the Albedo$^{+1.5}$ and Albedo$^{+0.5}$ runs, both of the fast and slow responses favor positive SSS anomalies in the surface (e.g., Fig. 2c). The sea surface water overall is saltier in the Albedo$^{+1.5}$ and Albedo$^{+0.5}$ runs than that in the Albedo$^{-1.5}$ and Albedo$^{-0.5}$ runs.

The ocean stratification contributed primarily from salinity in the SO eventually determines the period of internal deep convection variability. The Albedo$^{+1.5}$ and Albedo$^{+0.5}$ (Albedo$^{-1.5}$, Albedo$^{-0.5}$) runs with a weak (strong) ocean stratification tend to have a shorter (longer) convection period. The weak stratification is more vulnerable to surface or subsurface disturbances. The anomalous dry atmospheric conditions, brine rejection from sea ice, or subsurface heat buildup are more prone to induce deep convection under a weak stratification mean state. On the other hand, the frequent deep convection can continuously erode the stratification, thus generating a positive feedback. Similarly, changes in surface freshwater, whether from advection, ice melt, or precipitation, are easier to alter the vertical
stratification and convection, thereby creating conditions conducive to flipping from a strong to a weak convective phase, or vice versa (e.g., Lique and Thomas 2018). The sea ice state may also contribute positively to the convection period (not shown). The sea ice extent is relatively small and of shorter duration during the weak convection regime in the Albedo 1.5 run; accordingly, the destabilization factors such as the subsurface heat take a shorter time to break through the sea ice cap and subsequently initiate deep convection there and vice versa.

4. SO responses to the subsurface warming drift perturbation

These above sea ice albedo perturbations alter ocean stratification mainly from the surface. We also use the SPEAR_AM2 control run to test the influence of substantial ocean subsurface perturbations on the SO internal variability. Similar to other GFDL fully coupled models (e.g., Delworth et al. 2012, 2020), the SPEAR_AM2 model has temporal drifts that vary with depth. The global mean net radiation at the top of atmosphere shows positive values in the initial years that slowly decline over time (Fig. 11a). The long-term average is above zero (Fig. 11a), indicating the climate system is gaining energy. This net energy gain is then reflected in the surface air temperature as a warming trend (Fig. 11b) and is eventually stored in the subsurface ocean by the wind-driven subduction and thermohaline ventilation processes (Fig. 11c). The magnitude of subsurface warming drift varies model by model, in which the resolved or parameterized restratifying effects of ocean mesoscale eddies are proposed to play important roles (e.g., Delworth et al. 2012). The SPEAR_AM2 model has a strong subsurface warming drift. Although investigating what processes cause this drift is beyond our focus, this strong subsurface warming drift indeed provides us a good opportunity to examine how the SO responds to a subsurface warming perturbation. The SPEAR_AM2 model also allows us to investigate whether our conclusions are dependent on model formulation by comparing with the SPEAR_LO responses.

Due to the subsurface warming drift, the SO area averaged density decreases in the subsurface ocean and therefore the ocean stratification becomes weaker during the whole 3000 years (Fig. 12a). Associated with this change, the SO deep convection experiences three different regimes revealed by the wavelet analysis (Fig. 12b). In the initial 500 years, the ocean stratification is relatively strong and there are no obvious oscillations for the convection (Fig. 12b). Thereafter, the ocean stratification further weakens, and the deep convection starts to oscillate. The oscillation has a pronounced period of around 140 years during years 1001–2000, with the strongest amplitude throughout the entire integration (Fig. 12b). After about 2000 years, the ocean stratification becomes even weaker. Note that the ocean warming drift below 2000 m becomes significant and is comparable to the warming in the upper 200–1000 m at this time (Fig. 11c). The SO convection still oscillates but with a much shorter period (around 40 yr) and with a smaller amplitude (Fig. 12b). These results seem to be consistent with the conclusion we obtained in the ice albedo perturbation experiments in section 3. That is, the stronger (weaker) stratification...
is in favor of generating convection with larger (smaller) amplitude and longer (shorter) period if the oscillation occurs.

Note that the strength of the AABW cell represents the convection accumulated in the entire SO. Although the convection variability during years 1001–2000 looks much stronger than that during years 2001–3000 (Fig. 12b), this is not true for every basin. We show in Fig. 13a the MLD variability during years 1001–2000 and 2001–3000, respectively. The open ocean deep convection variability in the Weddell Sea is much stronger in years 2001–3000 than that in years 1001–2000, while the opposite is true in most of other basins such as the Ross Sea (Figs. 13a,b). The sharp contrast of convection variability between the Weddell Sea and the Ross Sea is also seen from the MLD time series (Fig. 13c). During years 1001–2000, both the Weddell and Ross Seas have strong convection events, although the convection in the Ross Sea is weaker than that in the Weddell Sea. Because of the resonance between the two basins, the AABW cell shows the strongest strength during this period (Fig. 12b). During years 2001–3000, the Ross Sea convection events, however, become much weaker and almost disappear. During this period, the Weddell Sea convection becomes dominant. The Weddell Sea convection during this time is even stronger than that during years 1001–2000. Due to the absence of Ross Sea contribution, the AABW cell strength shows a weaker magnitude during years 2001–3000 compared to years 1001–2000 (Fig. 12b). It is worth noting that this basin dependence of convection variability does not exist in the sea ice perturbation experiments, probably due to the fact that the surface perturbation is quite uniform.

What physical processes cause these convection differences in these two basins in the SPEAR_AM2 model? We show in Fig. 13d the ocean stratification evolutions in both the Ross and...
Weddell Seas. The ocean stratification becomes weaker in both seas in the initial several hundreds of years due to the subsurface warming drift (Fig. 11c). The ocean stratification change is largely related to the subsurface density decrease rather than the surface density changes during this time (not shown). After about 300 years, the ocean stratification evolution starts to bifurcate in these two basins, with a continuous weakening in the Weddell Sea and a gradual strengthening in the Ross Sea. Note that the Ross Sea stratification is quite strong in years 2001–3000, which is even stronger than the initial 100 years. Therefore, the Ross Sea strong convection events nearly disappear during this period. This is in agreement with previous studies in which the increased stratification was found to hamper the formation of SO convection (de Lavergne et al. 2014; Kjellsson et al. 2015). Further examination reveals that the Ross Sea density decreases in both the surface and subsurface oceans. However, the surface density decreases much faster than that in the subsurface ocean (not shown), resulting in an enhanced ocean stratification trend over the Ross Sea. The surface density change here is largely associated with the surface freshwater flux input (Fig. 13e). The warming SST drift due to net radiation gain and convective warming in the Ross Sea (not shown) gradually enhances the precipitation and sea ice melt in the local region. These freshwater-induced density changes eventually overwhelm the subsurface density decrease due to warming drift during years 2001–3000.

The processes causing convection over the Weddell Sea are completely different from those in the Ross Sea. As shown in
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Fig. 11c, the subsurface warming drift gradually penetrates to the deep ocean. The entire North Atlantic Deep Water (NADW) and Lower Circumpolar Deep Water (LCDW) become much warmer during years 2001–3000 compared to before (Fig. 14a). These warm waters can be continuously advected to the Weddell Sea subsurface ocean by the Weddell Gyre. It is worth noting that the AMOC continues to strengthen in the SPEAR_AM2 control run due to the weakened stratification.
(not shown), which efficiently moves the net radiation gain to the deep ocean, providing a heat source for the Weddell Sea. Thus, the subsurface density decrease is always larger than that in the surface in the Weddell Sea, which induces a persistent ocean stratification weakening (Fig. 13d). This additional heat source also favors the buildup of a subsurface heat reservoir (Fig. 14b). By comparing years 1001–2000 with years 2001–3000, it is clearly seen that the strong subsurface heat buildup in the latter years is primarily associated with the temperature advection term, while the vertical mixing plays a negative role (Fig. 14c). The vertical mixing evolution is consistent with the ocean stratification changes. The weaker ocean stratification during years 2001–3000 corresponds to episodes of gravitational instability and enhanced vertical mixing cooling (Fig. 14c), which is consistent with the sea ice albedo experiments (Fig. 10) and the previous study by Dufour et al. (2017). The positive contribution of advection term here is dominated by the horizontal component (not shown). The Weddell Gyre brings the warmer-than-average NADW and LCDW to the Weddell Sea, leading to a heat convergence that builds up the subsurface heat reservoir. The strong heat buildup in the subsurface ocean eventually leads to a strong amplitude of convection variability. This is why the amplitude of MLD variability over the Weddell Sea is stronger during years 2001–3000 than that in years 1001–2000, although there are some magnitude differences (not shown). Given the similarity in the records, we only show results from the CPS dataset as an example. Figure 15 shows the surface temperature reconstructions from the CPS dataset in seven Antarctic regions. The temperature averaged over the whole Antarctic continent shows a long-term cooling trend, with the warmest period during 300–1000 CE and the coldest period in 1200–1900 CE (Fig. 15a). This cooling trend is hypothesized to be related to either solar insolation changes due to precession of the equinoxes or volcanic aerosols forcing (e.g., Stenni et al. 2017; McGregor et al. 2015). In addition to the trend, low-frequency variability is also clearly seen from these time series. As displayed in Fig. 16, the power spectra of these temperature time series show pronounced centennial variability in most regions, including the Wilkes Land Coast, the West Antarctic region, the Weddell Sea coast, the Victoria Land/Ross Sea region, and all of Antarctica as well. We can see a ~130–180-yr peak in the Weddell Sea and Antarctic Peninsula, although it is not significant at the 95% confidence level.

5. SO centennial variability in paleoclimate records

A question naturally arises: is there evidence in nature for the existence of this internal multidecadal to centennial variability seen in models? Given that the in situ observations over the SO are very sparse in both space and time, we turn our attention to the ice core isotopic records over the Antarctic continent. We analyzed the CPS, ECHAM, and NB2014 datasets and found that their temperature variations are almost in phase, although there are some magnitude differences (not shown). Given the similarity in the records, we only show results from the CPS dataset as an example. Figure 15 shows the surface temperature reconstructions from the CPS dataset in seven Antarctic regions. The temperature averaged over the whole Antarctic continent shows a long-term cooling trend, with the warmest period during 300–1000 CE and the coldest period in 1200–1900 CE (Fig. 15a). This cooling trend is hypothesized to be related to either solar insolation changes due to precession of the equinoxes or volcanic aerosols forcing (e.g., Stenni et al. 2017; McGregor et al. 2015). In addition to the trend, low-frequency variability is also clearly seen from these time series. As displayed in Fig. 16, the power spectra of these temperature time series show pronounced centennial variability in most regions, including the Wilkes Land Coast, the West Antarctic region, the Weddell Sea coast, the Victoria Land/Ross Sea region, and all of Antarctica as well. We can see a ~130–180-yr peak in the Weddell Sea and Antarctic Peninsula, although it is not significant at the 95% confidence level.
FIG. 13. Standard deviation of annual mean mixed layer depth (MLD; m) averaged over the years (a) 1001–2000 and (b) 2001–3000 in the SPEAR_AM2 control run. (c) Time evolutions of annual mean MLD (m) averaged over the Weddell Sea (77°S–57°S, 60°W–20°E) and Ross Sea (77°–62°S, 150°E–185°E) regions. The MLD is calculated as the depth where the density difference between the surface is 0.03 kg m$^{-3}$. (d) As in (c), but for the density difference (kg m$^{-3}$) between 1000 and 0 m. (e) Time evolutions of annual mean surface freshwater flux (kg m$^{-2}$ s$^{-1}$) into the Ross Sea. The overlaid smoothed lines in (d) and (e) are the 150-yr low-pass filtered time series.
level (Fig. 16d). Due to the short records over the Dronning Maud Land coast (Fig. 15h), the power spectrum is difficult to interpret on centennial time scales (Fig. 16h).

To investigate how the centennial variability evolves with time, we conduct wavelet analyses of these temperature reconstructions (Fig. 17). As shown in Fig. 17a, the pronounced centennial variability of pan-Antarctic temperature occurs mostly after 1000 CE. Before 1000 CE, the temperature period is much shorter and mainly on multidecadal time scales (Fig. 17a). This period shift coincides with the background temperature changes. As exhibited in Fig. 15, the temperature is much warmer during 1–1000 CE than 1001–1900 CE. In the CMIP5 models, we find a close intermodel relationship between the SO SST and the ocean stratification in the control simulations. Models with a stronger ocean stratification background tend to have a lower long-term mean SO SST and vice versa (not shown). The related physical process is that stronger (weaker) ocean stratification hampers (favors) convective warming from below, thereby leading to cooler (warmer) seawater in the surface as well as lower (higher) temperature in the adjacent Antarctic continent. If this hypothesis also works in the past climate, a warmer (colder) Antarctica will correspond to a weaker (stronger) ocean stratification background over the SO. This implies that the pronounced centennial variability after 1000 CE has a possibility to be related to a stronger-than-normal ocean stratification background over the SO. This speculation seems to be consistent with our argument from the sea ice albedo perturbation and subsurface warming drift experiments in the above two sections. Further examination finds that these centennial variabilities are largely from the Victoria Land/Ross Sea and the Weddell coast regions (Figs. 17b,c). The large contributions of these two regions are also obvious from the power spectrum in Figs. 16d and 16g. These centennial variabilities are robust throughout the past 1000 years over these two regions (Figs. 17b,c).

All results shown in sections 3 and 4 based on GFDL models mainly involve ocean variables. We also directly compare surface air temperature variability in models with that from paleoclimate reconstructions (Fig. 18). The SO deep convection oscillation has strong impacts on the surface air temperature over the adjacent continent (e.g., Zhang et al. 2017a). We can observe significant low-frequency variability in almost all Antarctic regions in models. In the SPEAR_LO control run,
the strongest multidecadal air temperature variability (~80 years) is in the Victoria Land Ross Sea where the deep convection occurs nearby (Fig. 18d). This strong low-frequency signal also spreads to the downstream West Antarctic Ice Sheet and Weddell Sea coast (Figs. 18e,g) and eventually affects all of Antarctica (Figs. 18b,c,f,h). In general, the closer to the location of deep convection, the stronger the signal. Since the plateau is in the interior of the Antarctic continent, the multidecadal variability is relatively weak over there. Similarly, the strongest centennial variability (~150 years) over land in the 1001st–2000th years of the SPEAR_AM2 model is in the Victoria Land/Ross Sea region and the Weddell Sea coast (Figs. 18d,g) because of the convection resonance between the Ross and Weddell Seas in this model during this period (Fig. 13c). This centennial variability is relatively weak over the plateau and the Wilkes Land Coast (Figs. 18b,c), which is again attributed to the geographical separation from the convective variability. Associated with the shift of convection position to the Weddell Sea in the 2001st–3000th years (Fig. 13), the strongest multidecadal signal (~40 years) of surface air temperature moves to the Weddell Sea coast (Fig. 18g). The ~40-yr variability is also seen in other Antarctic regions; however, the magnitude is much smaller than that in the Weddell Sea coast (Fig. 18). Overall, the modeled low-frequency variability in the Antarctica and its main places of occurrence seem to be realistic, which is also observed in palaeoclimate reconstructions (Fig. 16).

Consistent with sections 3 and 4, the internal low-frequency air temperature variability over the Antarctica strongly depends on the SO mean state. As displayed in Fig. 18a, the stronger stratification mean state corresponds to an air temperature variability with longer period and larger amplitude and vice versa. This relationship is established in most subregions of the Antarctica (Figs. 18b–f,h). The Weddell Sea coast is an exception (Fig. 18g), since the internal variability during the 2001st–3000th years in the SPEAR_AM2 control run is strongly enhanced by an additional heat source from the NADW (Fig. 14). Thus, the 40-yr peak is extremely strong in this run, even though the ocean stratification mean state is the weakest.
during this period (Fig. 18g). Compared to the low-frequency variability in paleoclimate reconstructions, it seems like the stronger stratification mean state in the SPEAR_AM2 model during the 1001st–2000th years with a significant ~150-yr period is more realistic than other runs (Fig. 16 vs Fig. 18). We also compare the ocean stratification during the weak convection regime in models with the ocean observations in 1979–2016 (not shown). The models’ stratifications generally are weaker than that in observation, which may explain why there are no observed deep convection events during this period. However, the sparse observation over the SO, particularly in the subsurface ocean, provides large uncertainties regarding to this low-frequency convection variability. Moreover, models and observation may have different sensitivities of deep convection oscillation even with the same ocean stratification.
We also note that the models underestimate the variability shorter than 40 years that is vigorous in paleoclimate reconstructions (Fig. 16 vs Fig. 18).

6. Discussion and summary

In the present paper, we investigate which processes influence SO internal low-frequency variability in terms of its period, amplitude, and location based on the GFDL SPEAR_LO and SPEAR_AM2 models. It is found that there is a strong linkage between the mean ocean stratification and the period and amplitude of SO internal variability. If the ocean stratification is too strong to allow the occurrence of deep convection, there will be no convection oscillations; this corresponds to what happens in the initial 500 years in the SPEAR_AM2 control simulation (Fig. 12). As the stratification weakens, there is a range of mean stratification values (a “window”) for which the SO deep convection can oscillate with a significant low-frequency period. Within this oscillation window, a weaker ocean stratification mean state corresponds to a shorter period of internal convection variability and vice versa, no matter if the stratification perturbation is from ocean surface (section 3) or subsurface (section 4). This is because the convection trigger such as the subsurface heat buildup takes a shorter time to destabilize the ocean stratification and is more prone to induce the occurrence of deep convection under a weaker stratification mean state. Similarly, the surface freshwater either from advection or anomalous freshwater flux is easier to flip the convection phase from strong to weak convection regimes and vice versa. The same conclusion obtained from both models suggests that the convection period dependence on the ocean stratification mean state is not simply an artifact of one model. The conclusion here is also in agreement with the argument proposed by Reintges et al. (2017), who analyzed CMIP5 models. Zhang et al. (2017a,b) suggested that the SO SST predictability mainly arises from the deep convection memory. Here, we further show that the differences of the time scales of convection variability can lead to differences in the
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SO SST predictability. Figure 19 exhibits the predictability skills of the leading predictable component of SST over the SO derived from the statistical average predictability time (APT) method (e.g., DelSole and Tippett 2009; Zhang et al. 2017a). We can see that the shorter (longer) period of SO internal variability such as the Albedo^{-1.5} (Albedo^{+1.5}) run corresponds to a lower (higher) predictability of the SO SST because of a shorter (longer) ocean persistence.

The amplitude of SO deep convection variability, however, is largely determined by the magnitude of subsurface heat reservoir established during the weak convection regime. The larger the subsurface heat reservoir, the larger amplitude the SO internal deep convection variability. The magnitude of subsurface heat reservoir represents how much energy the subsurface ocean has saved during the weak convection regimes. When convection occurs, this subsurface heat depletes,

Fig. 18. As in Fig. 16, but for the surface air temperature spectrum in the SPEAR_LO control run and the 1001st–2000th and 2001st–3000th years of the SPEAR_AM2 control simulation.
and eventually releases to the atmosphere. Heat budget analysis reveals that the subsurface heat buildup is mainly balanced between advection that replenishes the heat reservoir and vertical mixing that depletes it. The weak ocean stratification mean state is largely associated with enhanced gravitational instability and enhanced vertical mixing and vice versa. If the advection changes are small or negligible, the weak ocean stratification background will correspond to a smaller subsurface heat reservoir and therefore the amplitude of deep convection variability (Figs. 7–10). This situation also occurs in Dufour et al. (2017), who found that the GFDL CM2.6 model has a stronger ocean stratification than the CM2.5 model due to the restratifying effect of eddies; thus, the CM2.6 has a larger subsurface heat reservoir that favors the occurrence of Weddell Sea Polynya. However, if the advection changes are large enough to overwhelm the contribution from vertical mixing, the above relationship will not establish. In the 2001st–3000th years of the SPEAR_AM2 control simulation (section 4), the warming drift penetrates to the NADW and LCDW, which provide a continuous heat source for the SO subsurface heat reservoir. This additional heat is advected into the subsurface Weddell Sea by the Weddell Gyre. This anomalous warm temperature advection overwheels the cooling effect of vertical mixing due to the weakening of stratification. Thus, the subsurface heat reservoir and therefore the amplitude of deep convection variability are quite large in the last 1000 years of the SPEAR_AM2 run, although the ocean stratification weakens over the Weddell Sea during this period. It is worth noting that the results we show here are based on low-resolution models. It is important to assess the robustness of these results at some time in the future using a high-resolution model that can better resolve ocean eddies.

The distinct locations of open ocean deep convection in the SPEAR_AM2 control simulation during different periods provide us some insights into the CMIP5 models. We can see even in one model that the deep convection locations can vary under different mean states (Figs. 12 and 13). In the initial 500 years, the model does not have an obvious deep convection oscillation because of strong ocean stratification. Similar situations occur in some CMIP5 models such as the CCSM4 model in which deep convection fluctuations are not apparent. During the 1000th–2000th year of the SPEAR_AM2 model control run, the ocean stratification weakens and favors occurrences of open ocean deep convection. The deep convection events appear in both the Ross and Weddell Seas and these two basins tend to resonate. During the 2001st–3000th years of the model run, the surface freshwater suppresses the convection variability over the Ross Sea, while the continuous heat from the NADW and the LCDW further strengthens the open ocean deep convection over the Weddell Sea. Thus, the open ocean deep convection mainly occurs over the Weddell Sea during this stage. These phenomena suggest that multiple processes are at work in each basin. Both the surface and subsurface conditions are crucial for the deep convection variability. In different basins, the mean ocean circulation, topography, small-scale ocean eddy activities, ocean mixing, and adjacent continent and local atmosphere conditions have sharp differences. These factors also vary in different models because of differences in model resolution and parameterizations and vary in different periods even within one model. In each model and each basin, the comprehensive integration of these factors in each period determines whether the mean state favors the convection occurrences or not. Moreover, different models may have different sensitivities, which means the models can have different responses even with the same forcing. Thus, the CMIP5 models are very diverse regarding the SO deep convection locations and variability.

The internal multidecadal to centennial variability over the SO simulated by models have yet to be disproven in the real world. The temperature reconstructions retrieved from ice core records show pronounced centennial variabilities in most regions over the Antarctic continent (Figs. 15–17). In the Ross and Weddell coasts, these centennial variabilities are robust throughout the past 1000 years (Fig. 17). Given such long-time scales, we think this low-frequency variability has a large possibility to be related to the ocean that has a long memory. However, it is still not clear what ocean processes are related to these low-frequency variabilities in reality, given the sparse observation in the subsurface ocean. The candidate open ocean deep convection was observed only once over the Weddell Sea by the satellite: 1974–76 (Gordon 1978). The recent Weddell Polynya in 2016–17 is more like to have been induced by concurrent upper ocean preconditioning and severe storms (Campbell et al. 2019). It is unclear whether the open ocean deep convection will happen or not in future. After all, the anthropogenic warming–induced freshwater fluxes tend to hamper the open ocean deep convection (e.g., de Lavergne et al. 2014; Bronselaer et al. 2018). This calls for in situ long time ocean observations in the SO, particularly in the subsurface ocean. Understanding the SO low-frequency variability will help us to better predict future changes in the polar regions that have far-reaching impacts on global climate, the carbon cycle, and ecosystems.
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