Does an Intrinsic Source Generate a Shared Low-Frequency Signature in Earth’s Climate and Rotation Rate?
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ABSTRACT: Previous studies have shown strong negative correlation between multidecadal signatures in length of day (LOD)—an inverse measure of Earth’s rotational rate—and various climate indices. Mechanisms remain elusive. Climate processes are insufficient to explain observed rotational variability, leading many to hypothesize external (astronomical) forcing as a common source for observed low-frequency signatures. Here, an internal source, a core-to-climate, one-way chain of causality, is hypothesized. To test hypothesis feasibility, a recently published, model-estimated forced component is removed from an observed dataset of Northern Hemisphere (NH) surface temperatures to isolate the intrinsic component of climate variability, enhancing its comparison with LOD. To further explore the rotational connection to climate indices, the LOD anomaly record is compared with sea surface temperatures (SSTs)—global and regional. Because climate variability is most intensely expressed in the North Atlantic sector, LOD is compared to the dominant oceanic pattern there—the Atlantic multidecadal oscillation (AMO). Results reveal that the LOD-related
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signal is more global than regional, being greater in the global SST record than in
the AMO or in global-mean (land + ocean) or land-only surface temperatures.
Furthermore, the strong (4σ) correlation of LOD with the estimated NH intrinsic
component is consistent with the view proffered here, one of an internally gener-
ated, core-to-climate process imprinted on both the climate and Earth’s rotational
rate. While the exact mechanism is not elucidated by this study’s results, reported
correlations of geomagnetic and volcanic activity with LOD offer prospects to
explain observations in the context of a core-to-climate chain of causality.
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1. Introduction

The origins of multidecadal oscillations in Earth’s climate remain controversial
(e.g., Solomon et al. 2010; Marcus et al. 2011; Kosaka and Xie 2013), with the
North Atlantic region frequently emphasized as a potential pacesetter for their
global propagation (e.g., Delworth and Mann 2000; Wyatt et al. 2012; Chen and
Tung 2014). By contrast, multidecadal variability in Earth’s rotation, in particular
the fluctuations of a few milliseconds observed in the length of day (LOD), has
been robustly attributed to torsional oscillations within the liquid outer core (e.g.,
Hide et al. 2000, henceforth HBD). Both of these oscillations have predominant
periods in the 60–70-yr range (e.g., Schlesinger and Ramankutty 1994; Roberts
et al. 2007, henceforth RYR), raising the possibility of their causal relation. Cor-
relations between LOD and climate have long been reported; Lambeck and
Cazenave (1976), in particular, found that negative LOD variations, corresponding
to accelerations in Earth’s rotation rate, tended to lead existing indices of ground
pressure, global surface temperatures, and basin-scale atmospheric circulation
patterns by about a decade. Noting, however, that the axial angular momentum
associated with the circulation changes was an order of magnitude smaller than
required to generate the concomitant variations of several milliseconds observed in
LOD, they suggested that both the climate and LOD anomalies might have a
common origin in solid Earth effects.

More recently, Dickey et al. (2011, henceforth DMV) used instrumental records of
global-mean temperature extending back to the 1860s, corrected for anthropogenic
effects by subtracting estimated forced changes computed from historical simulations
made with coupled atmosphere–ocean general circulation models by two different
groups, as a climate index for quantitative comparisons with LOD. They found sig-
ificant correlations with (negative) LOD leading the model-corrected temperatures by
8 years, consistent with the paradigm that core oscillations may generate both decadal
LOD changes through the instantaneous exchange of angular momentum with the
overlying mantle and delayed surface temperature changes through as yet unspecified
modifications to the surface and/or near-Earth environment (e.g., Usoskin et al. 2008).

Here, we pursue a two-pronged effort to confirm and extend these results: first,
we use a more recent and comprehensive ensemble of energy balance and coupled
model results, incorporating both natural and anthropogenic forcing (Mann et al.
2014, henceforth MSM) to correct Northern Hemisphere (NH) temperatures; and
second, we compare the LOD data directly with regional [Atlantic multidecadal
oscillation (AMO)] and global-mean sea surface temperatures (SSTs), as well as
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global-mean surface and land surface temperatures, using only detrending on both
data types to consistently eliminate the influence of secular processes, such as tidal
braking and postglacial rebound, which are known to affect LOD on these time
scales (e.g., Hide and Dickey 1991). The highly significant correlations obtained in
both cases for temperature–LOD records extending back over two full cycles of the
approximately 65-yr oscillation characterizing both data types (e.g., HBD; Wu
et al. 2007) indicate that the processes that link them have been active during most
of the period covered by global instrumental temperature records (Hansen and
Lebedeff 1987) and robust LOD retrievals (Gross 2001).

The data types used and periods studied here are detailed in section 2, with
results of the investigation presented in section 3. Section 4 provides a summary of
our conclusions and a discussion of possible causal mechanisms linking core-
generated changes in Earth rotation to multidecadal climate variability.

2. Data and methods

To isolate climate variations that may be related to Earth rotation, we use the
semiempirical differenced approach of, for example, Schlesinger and Ramankutty
(1994), Kravtsov and Spannagle (2008), DMV, and MSM, who subtracted model-
computed temperatures from the observational record to recover variability not due
to assumed known forcing mechanisms. MSM recently analyzed a comprehensive
set of simulations from phase 5 of the Coupled Model Intercomparison Project
(CMIP5) historical experiments (Stocker et al. 2013), deriving estimates of the
forced (natural plus anthropogenic) component of NH mean temperature change by
averaging over the full CMIP5 ensemble containing 163 realizations from 40
different models. These results were used to construct estimates of the unforced,
internal variability of NH mean temperature (henceforth referred to as the “cor-
rected” temperature) by subtracting them from observational records compiled by
the Met Office Hadley Centre in collaboration with the Climatic Research Unit at
the University of East Anglia (HadCRUT4; Brohan et al. 2006; Met Office 2015)
beginning in 1850; comparisons were also made with the GISS Surface Temper-
ature Analysis (GISTEMP; Hansen et al. 2006), beginning in 1880.

For purposes of comparison with the LOD data, we formed a single record of
coupled model-corrected NH mean surface temperature by subtracting the MSM
CMIP5 ensemble forcing estimate from the average of the HadCRUT4 and GISTEMP
observational records, covering the period 1880–2005 common to all the data. MSM
also used a zero-dimensional energy balance model (EBM) to estimate the response of
NH temperature to radiative forcing, applying a best-fit methodology to parameterize
anthropogenic aerosol, volcanic, and solar effects. We formed an EBM-corrected re-
cord of NH mean temperature for comparison with LOD by subtracting their opti-
mized results from the averaged observational record over the same period.

To assess the potential relationship of LOD to AMO, a goal motivated by the
strong presence of multidecadal variability, of the same tempo as LOD, centered in
the North Atlantic, we also compared detrended but otherwise uncorrected SSTs
with detrended LOD, using the global-mean series from HadSST3 (Kennedy et al.
2011; Climatic Research Unit 2014) and the regional AMO index from NOAA/
Earth System Research Laboratory (Enfield et al. 2001) for the extended period
1872–2013; to place these results in context, HadCRUT4 (Brohan et al. 2006; Met
Office 2015) global mean (land + ocean) and Berkeley Earth project (Rohde et al. 2013; Berkeley Earth 2015) land-only surface temperatures were also compared with LOD over the same interval. The LOD series was taken from the LUNAR97 dataset beginning in 1832 (Gross 2001), with yearly averages of the daily COMB2012 dataset (Ratcliff and Gross 2013) appended to bring the record current; subtraction of yearly averaged effective atmospheric angular momentum values (Zhou et al. 2006; Atmospheric and Environmental Research 2014; not shown) from the COMB portion of the LOD record did not materially affect the results. All temperature series were first smoothed with a centered running mean of 5 years, thereby shortening the intervals over which the correlations were computed by 4 years.

Comparisons between the temperature and LOD data were performed using the Pearson correlation coefficient, computed as (e.g., Anderson 1958)

\[ r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}} \]

for two series \( X = [x_1, \ldots, x_n] \) and \( Y = [y_1, \ldots, y_n] \).

To evaluate the significance of the correlation estimates, we adopt the null hypothesis that each detrended series represents an independent first-order autoregressive (AR1) process, for which the autocorrelation function (ACF) is

\[ R(u) = \exp(-u/\tau), \]

where \( u \) is the lag, and \( \tau \) is the decorrelation time for that process (e.g., Jenkins and Watts 1968). An estimate of \( \tau \), therefore, can be formed by determining the lag \( u_0 \), at which the sample ACF decreases to 1/e. The number of degrees of freedom (DOF) for a given series segment is then taken to be the ratio of the length of the segment \( n \) to the estimated decorrelation time:

\[ \text{DOF} = n/u_0. \]  

(1)

We employed the Fisher \( z \) transformation of the sample correlation coefficients (e.g., Anderson 1958),

\[ z = \frac{1}{2} \log \left( \frac{1 + r}{1 - r} \right), \]

to obtain a statistic that is approximately normally distributed, with standard error

\[ \sigma_z \approx \frac{1}{\sqrt{N - 3}} \]

where \( N \) is the number of independent observations in each of the correlated series. Since the temperature and LOD series used in this study have been smoothed (Gross 2001) and may contain long-period sources of variability (e.g., Delworth...
and Mann 2000), we take the number of independent observations in each series \( N \) to be represented by its estimated DOF [Equation (1)]. Since \( z \) has a zero expected value under the null hypothesis of independent series, the number of standard deviations by which the sample value of \( z \) differs from zero,

\[
s = z\sqrt{\text{DOF} - 3},
\]

forms a measure of the significance of the obtained correlations, which we use here. To compute error estimates for the sample correlations (see Figure 2 below), the inverse of the Fisher z transformation \( r = \tanh(z \pm \sigma_z) \) was used.

To compare the series with different statistical properties, the effective DOF is taken to be the geometric mean of the individual DOF for each [Equation (1)], decreased by one to account for the applied detrending. The lagged cross correlations were computed by keeping the temperature series fixed over the intervals defined above and comparing them with LOD series segments of equal length but sampled over earlier intervals corresponding to the lag being evaluated; autocorrelations for both data types were computed by comparing each detrended series with a lagged version of itself over the shorter interval common to both.

### 3. Results

The autocorrelation properties of the temperature and LOD series analyzed here, used to determine the effective DOF and hence the statistical significance of the cross correlations discussed below, are displayed in Figure 1. The decorrelation time for each series segment, used to compute the associated DOF [Equation (1)], is taken to be equal to the lag at which the corresponding autocorrelation decreases to \( 1/e \) (yellow shading in Figure 1), with linear interpolation between the yearly lagged estimates used to determine a precise value (third column in Table 1: logarithmic interpolation produces slightly shorter decorrelation times). Interestingly, the model-corrected NH temperatures (blue curves) are seen to have substantially shorter decorrelation times (denoted by red symbols) than the global and regional sea surface temperatures (green curves), leading to correspondingly higher DOF estimates (Table 1); land surface temperatures show an intermediate value. Autocorrelation estimates are also shown for the five leading, equal length segments of the LOD series (black curves) that are best correlated, respectively, with the temperature series listed in the caption (the cyan curves best correlate with LOD5). The LOD segment decorrelation times (denoted by magenta symbols) and hence the associated DOF are more nearly equal to each other (Table 1), so that the significance of the cross correlations will depend largely on the statistical properties of the temperature data employed.

All cross correlations (Figure 2) were calculated using the negative of the LOD index, corresponding to positive anomalies in Earth’s rotational speed of a few parts in \( 10^8 \), leading the temperature series by the number of years indicated on the lower axis; the maximum correlation for each series and the corresponding standard (1\( \sigma \)) error bars are highlighted in red. Interestingly, the highest correlation \( (r = 0.83) \), with the (negative) LOD leading by 6 years, is obtained for the global SST. Both the SST and LOD series (Figure 3, bottom center panel) display strong variability on 60–70-yr time scales, as found in previous studies of core/LOD oscillations (HBD; RYR).
and global temperature variability (e.g., Wu et al. 2011). The computed \( z \) value for the maximum correlation differs from zero by 3.67 standard deviations (Table 1), making it highly significant relative to a null hypothesis of independent AR1 processes for the SST and LOD series. Global mean (land + ocean; Brohan et al. 2006; Met Office 2015) and land-only (Rohde et al. 2013; Berkeley Earth 2015) surface temperatures (Figure 3, left panels) correlate at successively lower levels (\( r = 0.74 \) and \( r = 0.50 \)) and a shorter lag (4 yr) with (negative) LOD, implying a rotational response weaker and more rapid for land than ocean surfaces.

Similar treatment of the next highest cross-correlation maximum (\( r = 0.82 \)), obtained for the CMIP5-corrected NH temperatures lagging the (negative) LOD by 8 years over the slightly shorter 122-yr span shown in Figure 3 (bottom right panel), gives a \( z \) value differing from zero by over four standard deviations (Table 1), the most significant obtained in this study. To confirm the robustness of this result we generated 1000 realizations of an AR1 process having the same length as the CMIP5-corrected NH temperature series, according to

![Figure 1. Autocorrelation properties for NH model–corrected (blue), global and regional sea surface (green), and global-mean (land + ocean) and land-only (cyan) surface temperature series (first smoothed with 5-yr running means) and for the equal length LOD series segments (black) with which each is respectively best correlated (the cyan curves best correlate with LODs), after detrending over the intervals listed in Table 1. The yellow shading indicates where the autocorrelation for each temperature series or LOD series segment falls below \( 1/e \), with the red (magenta) symbols and vertical dashed lines showing the linearly interpolated decorrelation times, marked on the lower axis, for the temperature (LOD) data (numerical values listed in Table 1).](image-url)
Table 1. Statistical properties of the temperature and LOD data used in this study. Rows 1–2 refer to model-corrected Northern Hemisphere temperatures, rows 3–4 refer to detrended but otherwise uncorrected global (GL) and regional (RG; Atlantic multidecadal oscillation) sea surface temperatures, rows 5–6 refer to global-mean (land + ocean) and land-only surface temperatures, and rows 7–11 refer to the equal length LOD series segments that best correlate, respectively, with each of the temperature series (LOD5 best correlates with both SFC and LND). Lengths of the series are given in column 2, decorrelation times are given in column 3, and the resulting degrees of freedom are given in column 4. The maximum (negative) LOD correlation for each temperature series is given in column 5, the LOD lead for each maximum correlation is given in column 6, and the number of standard deviations by which each maximum correlation differs from zero, using the Fisher z transformation statistic (Equation (2)), is given in column 7; the highest correlation and significance values are highlighted in italic and bold fonts in columns 5 and 7, respectively.

<table>
<thead>
<tr>
<th>Data series</th>
<th>Length (yr)</th>
<th>Decorrelation (yr)</th>
<th>DOF (quotient)</th>
<th>LOD (negative) correlation</th>
<th>LOD lead (yr)</th>
<th>Fisher z std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH-CMIP5</td>
<td>122</td>
<td>5.74</td>
<td>21.2</td>
<td>0.82</td>
<td>8</td>
<td>4.07</td>
</tr>
<tr>
<td>NH-EBM</td>
<td>122</td>
<td>4.50</td>
<td>27.1</td>
<td>0.63</td>
<td>9</td>
<td>2.82</td>
</tr>
<tr>
<td>SST (GL)</td>
<td>138</td>
<td>10.25</td>
<td>13.5</td>
<td>0.83</td>
<td>6</td>
<td>3.67</td>
</tr>
<tr>
<td>AMO (RG)</td>
<td>138</td>
<td>10.44</td>
<td>13.2</td>
<td>0.74</td>
<td>5</td>
<td>2.94</td>
</tr>
<tr>
<td>SFC (GL)</td>
<td>138</td>
<td>10.40</td>
<td>13.3</td>
<td>0.74</td>
<td>4</td>
<td>2.97</td>
</tr>
<tr>
<td>LND (GL)</td>
<td>138</td>
<td>8.63</td>
<td>16.0</td>
<td>0.50</td>
<td>4</td>
<td>1.83</td>
</tr>
<tr>
<td>LOD1</td>
<td>122</td>
<td>9.60</td>
<td>12.7</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LOD2</td>
<td>122</td>
<td>9.69</td>
<td>12.6</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LOD3</td>
<td>138</td>
<td>10.12</td>
<td>13.6</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LOD4</td>
<td>138</td>
<td>9.90</td>
<td>13.9</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LOD5</td>
<td>138</td>
<td>9.74</td>
<td>14.2</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\[ x_{n+1} = \alpha x_n + w, \]

where \( w \) represents a random normal variable with zero mean and unit variance. For a value of \( \alpha = 0.85 \), the 5-yr smoothed, detrended realizations had a mean decorrelation time nearly equal to that observed for the similarly smoothed and detrended CMIP5-corrected NH temperatures (Figure 4, upper panel). The lower panel, however, shows that the correlation obtained for the observed temperature residual, with (negative) LOD leading by 8 years, exceeded the maximum absolute correlation obtained for any of the AR1 realizations, with equal length segments of the LOD series leading the observed NH temperatures by intervals of 0–16 years. Note, in particular, the wide disparity between the observed and the mean of the AR1 correlations with LOD (red and blue bars), confirming the significance of the former with respect to a null hypothesis of uncorrelated AR1 processes for the LOD and temperature series.

In addition to its higher level of significance, the CMIP5-corrected NH temperature correlation also shows a sharper maximum as a function of LOD lead time than is obtained for the uncorrected temperatures (Figure 2), confirming the 8-yr LOD lead found by DMV using a smaller ensemble of anthropogenically forced simulations to correct global-mean surface temperatures. The maximum correlation (\( r = 0.63 \)) of EBM-corrected NH temperature (Figure 3, upper-right panel) with LOD also occurs at a lag of nearly a decade (Table 1), thereby helping to
establish the robustness of the model-corrected temperature–LOD phasing (blue curves in Figure 2). The regional AMO index (Figure 3, upper center panel) displays a less well-defined correlation maximum with LOD at a lag of 5 years (Figure 2); its substantially lower amplitude ($r = 0.74$) and significance level, compared to those obtained for the global SST maximum correlation (Table 1), argue against a central role for the AMO—as defined by the annual, area-averaged SST over the North Atlantic (Enfield et al. 2001)—in the multidecadal LOD–climate link studied here.

4. Summary and discussion

We investigated the correlations of two types of temperature records with LOD: NH mean surface temperatures corrected by CMIP5 and EBM simulations, using both natural and anthropogenic forcing; and detrended, but otherwise uncorrected, global mean and regional (AMO) sea surface temperatures (SSTs), with global mean (land + ocean) and land-only surface temperatures also considered. The highest correlation ($r = 0.83$) was found for the uncorrected global SST, with the (negative) LOD leading by 6 years (Figure 3, lower center panel). As noted by DMV, changes in ocean angular momentum due to plausible decadal current and

Figure 2. Correlations for NH model–corrected (blue), global and regional sea surface (green), and global-mean (land + ocean) and land-only (cyan) surface temperature series lagging (negative) LOD by the time indicated on the lower axis; standard error bars (red) are shown (in bold) for maximum correlations that are significant at or above the 2σ (4σ) level. Temperatures were first detrended over the intervals listed in Table 1 and smoothed with 5-yr running means.
mass redistributions are too small to generate the concomitant, several millisecond variations observed in LOD. A reverse effect—for example, SST anomalies arising from vertical mixing or internal wave activity driven by rotational changes—would be difficult to detect in the presence of larger sources of oceanic dissipation (the appendix; see also Lambeck and Cazenave 1976), rendering a dynamical explanation for the large SST–LOD correlation noted here unlikely.

While the highest magnitude correlation was found with global SST, the highest level of significance \( s = 4.07 \); cf. Equation (2) was obtained for a similarly strong correlation \( r = 0.82 \) with CMIP5-corrected NH temperatures lagging (negative) LOD by 8 years (Figure 3, lower-right panel). RYR detected significant multi-decadal variability in the orientation of the geomagnetic field at the same lag with

![Figure 3. Comparison of temperature series (red) and the leading LOD series segment (black) with which each is best correlated; all series have been detrended and normalized to unit variance over the intervals shown. (left) Global-mean temperatures for (top) land-only and (bottom) land + ocean surfaces. (center) Sea surface temperatures for the North Atlantic in the top and global mean in the bottom. (right) Model-corrected NH temperatures, using (top) EBM and (bottom) CMIP5 estimates to remove known natural and anthropogenic forcing effects. The correlation coefficient and number of standard deviations by which it deviates from zero are shown by the \( r \) and \( s \) parameters, respectively, in each panel.](image-url)
respect to LOD, while Kerton (2009) argued that the position of the magnetic poles—where the horizontal (shielding) component of the terrestrial field vanishes—relative to climatically sensitive areas such as the Arctic and North Atlantic Oceans might influence the pronounced multidecadal variability that originates there (e.g., Yeager and Danabasoglu 2014). Wyatt and Curry (2014) reported significant LOD correlations with Arctic climate indices over the twentieth century, and we found a strong correlation for the Atlantic multidecadal oscillation (AMO) regional SST with LOD; however, the larger magnitude and significance level obtained for the LOD correlation with global SST (Table 1) argues against a direct interaction between core-induced LOD, the orientation of the geomagnetic field, and the AMO. The synchronous geomagnetic and model-corrected NH temperature phasing with respect to LOD, nonetheless, leaves open the possibility of a global-scale connection between magnetic and climatic processes (e.g., Courtillot et al. 2007). The correlation reported by Mazzarella and Scafetta (2012) between global SST, negative LOD, and an index of NH auroral frequency is consistent with this hypothesis, although our interpretation would place the origin of these phenomena in core oscillations of the type described by HBD, rather than
the astronomical sources they invoked; further discussion on possible, external sources of shared LOD–climate variability is provided by Sidorenkov (2005).

An intriguing possibility for the LOD–climate connection is raised by Palladino and Sottili (2014), who find a significant correlation between changing LOD and the level of global volcanic activity, which may have a detectable signature in multi-decadal climate variability (e.g., Ottera et al. 2010). Although volcanic forcing was accounted for in both the EBM and CMIP5 NH simulations considered here, imperfect removal of their effects could leave a detectable signal in the residual temperature series, particularly if other forcing agents, such as anthropogenic effects, are more accurately modeled. If similar mechanisms connect rotational variability to submarine volcanic and/or geothermal fluxes, which appear susceptible to small changes in tidal/orbital forcing (Tolstoy 2015) and may impact deep-water formation rates (Hofmann and Morales Maqueda 2009) or Ekman-induced heat transport (Pratt 2014), this provides another potential pathway for the LOD–climate link and in particular for its maximum expression in the global SST index.

In view of the substantially lower LOD correlations for temperatures incorporating land surfaces (section 3), the higher significance and nearly equal correlation levels obtained for the CMIP5-corrected NH mean (land + ocean) surface temperatures, compared to those for global SST (Table 1), attest to the efficacy of the correction procedure used (section 2) to isolate the internal NH temperature component for comparison with LOD, notwithstanding potential caveats regarding the fidelity of the coupled model results raised by Kravtsov et al. (2014) and Steinman et al. (2015). Thus, while a regional connection to negative LOD variability through the AMO (as conventionally defined) is not supported by our results, connections to both the observed detrended global SST and the CMIP5-corrected NH land + ocean temperatures are supported. Whether the physical mechanism(s) responsible for this link operate through dynamic, geomagnetic, volcanic/geothermal, or other intrinsic effects, our study suggests that the most likely source of the highly significant LOD correlations obtained for this pair of datasets—one containing only SSTs (global), while the other includes both SSTs and land surface temperatures (hemispheric)—lies in a nonnegligible contribution to multidecadal climate variability via core-induced rotational and/or related global-scale processes and hence to observed nonlinear trend changes in the rate of anthropogenic warming.
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APPENDIX

Rotational Kinetic Energy Change of the Ocean

For an ocean rotating with angular velocity

$$\Omega_0 = \frac{2\pi}{\text{LOD}_0} \equiv \frac{2\pi}{86400} \text{ s}^{-1}$$

and axial moment of inertia fixed at
\[ I_{zz} = 4 \times 10^{34} \text{ kg m}^2, \]

the kinetic energy of rotation is

\[ K_0 = \frac{1}{2} I_{zz} \Omega_0^2 \approx 10^{26} \text{ J}, \]

and a perturbation with

\[ \Delta \Omega/\Omega_0 \approx -\Delta \text{ LOD/LOD}_0 \]

yields a kinetic energy change of amplitude

\[ \Delta K \approx I_{zz} \Omega_0 \Delta \Omega \approx I_{zz} \Omega_0^2 \frac{\Delta \text{ LOD}}{\text{ LOD}_0} = 2K_0 \frac{\Delta \text{ LOD}}{\text{ LOD}_0}. \]

A decadal \((t = 10 \text{ yr})\) variation of \(\Delta \text{ LOD} \sim 3 \text{ ms}\), for example, yields an average power

\[ \Delta K/\tau \approx 22 \text{ GW}, \]

some two orders of magnitude less than the estimated oceanic dissipation rate of 2TW (Hofmann and Morales Maqueda 2009).
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