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ABSTRACT

Rainfall maps that are derived from satellite observations provide hydrologists with an unprecedented opportunity to forecast floods globally. However, the limitations of using these precipitation estimates with respect to producing reliable flood forecasts at multiple scales are not well understood. To address the scientific and practical question of applicability of space-based rainfall products for global flood forecasting, a data evaluation framework is developed that allows tracking the rainfall effects in space and time across scales in the river network. This provides insights on the effects of rainfall product resolution and uncertainty. Obtaining such insights is not possible when the hydrologic evaluation is based on discharge observations from single gauges. The proposed framework also explores the ability of hydrologic model structure to answer questions pertaining to the utility of space-based rainfall observations for flood forecasting. To illustrate the framework, hydrometeorological data collected during the Iowa Flood Studies (IFloodS) campaign in Iowa are used to perform a hydrologic simulation using two different rainfall–runoff model structures and three rainfall products, two of which are radar based [stage IV and Iowa Flood Center (IFC)] and one satellite based [TMPA–Research Version (RV)]. This allows for exploring the differences in rainfall estimates at several spatial and temporal scales and provides improved understanding of how these differences affect flood predictions at multiple basin scales. The framework allows for exploring the differences in peak flow estimation due to nonlinearities in the hydrologic model structure and determining how these differences behave with an increase in the upstream area through the drainage network. The framework provides an alternative evaluation of precipitation estimates, based on the diagnostics of hydrological model results.

1. Introduction

Global-scale flood forecasting systems are currently being developed, evaluated, and improved (Wu et al. 2014). These forecasting systems rely on two separate but equally important components: 1) global-scale, near-real-time precipitation estimates and 2) hydrological models that partition rainfall into runoff components and route runoff to predict streamflow fluctuations at various basin outlets.

Multiple papers in the literature over the past 30 years document efforts to address the first component of using satellite observations to estimate global precipitation. Recent summaries of these efforts are discussed by Kucera and Lapeta (2014), Qu and Powell (2013), Gebremichael and Hossain (2010), and Kidd and Levizzani (2010), among others. A common thread in the literature is the acknowledgment of considerable uncertainty associated with space-based precipitation estimates (Young et al. 2014; Maggioni et al. 2014; Gebregiorgis and Hossain 2014; Moazami et al. 2014). This uncertainty is well documented by the leading space agencies around the world as they continue to support ground validation efforts in which space-based precipitation estimates are evaluated by comparisons with reference estimates, which are typically based on data from weather radar and rain gauge networks. Ground validation studies show that, in general, uncertainty increases as the space–time resolution (scale) decreases (e.g., Lo Conti et al. 2014; Stampoulis and Anagnostou 2012).

The hydrological models that partition rainfall into runoff components and route runoff to predict
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streamflow fluctuations represent the second key component of global flood forecasting systems. These models are constructed to obey basin boundaries, which are defined by the selection of points of interest (e.g., major cities) along the river network. In a global system, all of the millions of possible basins should be represented, which poses a computational challenge. Current global-scale forecasting systems address this issue by selecting a minimum drainage area (subbasin) for which the runoff processes are represented (Wu et al. 2014).

This brief discussion addresses the issue of uncertainty across spatial and temporal scales of precipitation estimates and hydrologic rainfall–runoff models and leads us to formulate a question of scientific and practical significance: Given the limitations inherent in both space–time resolution and the accuracy of space-based precipitation estimates, what is the basin scale at which global flood forecasting models are useful? Our objective in this paper is to organize a data evaluation framework to address this question rather than answering the question. We use data gathered during the Iowa Flood Studies (IFloodS; Petersen and Krajewski 2013) to illustrate our framework and to draw preliminary conclusions.

Three requirements are necessary in order to use this framework for space-based data analysis. First, a well-instrumented study domain should be large enough to include a considerable range of spatial and temporal scales. Second, the investigated space-based precipitation estimates over a uniform period of time should be accompanied by ground-based reference precipitation estimates. Third, we need a distributed hydrological model that allows us to distinguish the effects of the input uncertainty from the model specific assumptions.

All of these requirements are satisfied within the confines of the IFloodS campaign. The study area is over 50,000 km², with the largest basins draining areas as large as 30,000 km². The second requirement is addressed by the fact that multiple space-based precipitation estimates are accompanied by high-quality multisensor reference rainfall mapping that is based on data from several weather radars and numerous in situ instruments (Petersen and Krajewski 2013). Finally, a flexible hydrological model developed by the Iowa Flood Center (IFC) has been implemented and evaluated for the region (e.g., Cunha et al. 2012; Seo et al. 2012; Ayalew et al. 2014). The model has the ability to estimate streamflow fluctuations for headwater basins as small as 0.1 km² and as large as the largest scales considered here, and it does not rely on calibrated parameters.

Our paper is organized as follows. In section 2, we review previous studies that use space-based precipitation estimates to force hydrologic models and, subsequently, to establish the need for a systematic data analysis framework relevant to flood prediction. In section 3, we describe our spatiodynamic data evaluation framework for space-based precipitation estimates. Section 4 describes data used in this study, and section 5 presents the results of the study using the IFloodS experiment dataset. Finally, we discuss the results with respect to the findings that arose when we used the proposed framework.

2. Review of flood forecasting using space-based precipitation estimates

During the past decade, multiple efforts have been made to forecast floods using space-based precipitation estimates (e.g., Bitew and Gebremichael 2011; Jiang et al. 2012; Tong et al. 2014; Casse et al. 2015; Li et al. 2015; Worqlul et al. 2015; Zhao et al. 2015; Chintalapudi et al. 2014; Knoche et al. 2014; Nikolopoulos et al. 2013; Maggioni et al. 2013; Vergara et al. 2014; Thiemig et al. 2013; Wu et al. 2012; Gourley et al. 2011; Behrangi et al. 2011; Nikolopoulos et al. 2010; Harris and Hossain 2008).

The literature identifies two major approaches used to address the propagation of space-based rainfall estimation error in hydrologic simulation. The first is a deterministic approach in which the space-based rainfall estimates are first compared against a reference and then examined with regard to the differences in the streamflow properties obtained from the space-based forcing and the reference (Chintalapudi et al. 2014; Thiemig et al. 2013; Serpetzoglou et al. 2010). The second approach is probabilistic and consists of first producing an ensemble of possible realizations of space-based rainfall derived from a statistical model and then forcing the hydrologic model with each member of the ensemble. The spreading of the hydrological simulations provides a quantification of the propagation of rainfall uncertainty to flow simulations (e.g., Demaria et al. 2014; Maggioni et al. 2013, 2011).

The reference commonly used to characterize uncertainties in space-based rainfall estimates is obtained from ground-based data, often from rain gauge data (e.g., Gebremichael and Krajewski 2004; Villarini and Krajewski 2007). However, although rain gauge networks provide reliable information about rainfall at the ground level, their sparseness often impedes the ability to characterize the spatial structure of the uncertainties. Another possibility consists of using a benchmark rainfall field that is derived from multiple instruments. Many authors have also compared different space-based rainfall products to rainfall estimates by combining weather radar and gauge data (Mehran and AghaKouchak 2014; Chintalapudi et al. 2014; Stampoulis et al. 2013; Nikolopoulos et al. 2013; Vergara et al. 2014; Habib et al. 2014;
However, since radar rainfall is associated with significant uncertainties [see review by Villarini and Krajewski (2010)], comparing space-based rainfall with such references allows the analysis of only an approximate error structure at multiple scales and yields only a limited understanding of how these errors propagate with an increase in the drainage area of the basins. Hossain and Anagnostou (2006) pointed out that although these kinds of studies provide useful information about satellite rainfall uncertainties, many focus on the analysis over large spatiotemporal scales and do not provide insight into the smaller scale that is more relevant to the flood processes.

Analysis of spatial (and temporal) resolution determines, to some degree, the feasible scales at which space-based rainfall can provide reliable hydrological simulations. Some authors have addressed the problem of determining how errors in hydrologic simulations are related to the scales in space-based rainfall (Nikolopoulos et al. 2010; Lee and Anagnostou 2004). However, there are still obstacles that get in the way of addressing our central question: What is the basin scale at which global flood forecasting models are useful? Wu et al. (2012) argue that global flood modeling systems are useful for predicting floods with durations of over a day or a few days but that they should not be expected to consistently detect shorter-term floods. However, their results lack an analysis of the relationship between relevant prediction errors and basin area. The consensus is that the performance of hydrologic simulation increases as a function of the area of the basin, and the spread of differences increases with a decrease in drainage area (e.g., Vergara et al. 2014; Nikolopoulos et al. 2013, 2010).

With respect to the effect of the complexity of the hydrologic model structure when forced with space-based rainfall products, Harris and Hossain (2008) used the Soil Conservation Service (SCS) curve number method, the Green–Ampt infiltration method, the deficit/constant loss method, and the TOPMODEL, which is forced with NASA 3B41RT rainfall (where RT stands for real time). In terms of minimizing flood prediction uncertainty, they found the SCS curve number method to be most effective, followed by the Green–Ampt infiltration and deficit/constant loss methods, but it is unclear if these conclusions hold universally. Other authors (e.g., Nikolopoulos et al. 2010) have shown the effect of the highly nonlinear rainfall–runoff transformation for assessing peak flows with different satellite products.

The above literature review reveals considerable interest in and effort devoted to the topic. However, we have found that there is much disagreement in terms of how useful it is to use space-based rainfall to forecast floods. Clearly, the satellite rainfall products have certain space–time resolutions (known) and time- and space-variable uncertainty structures (largely unknown). The resolution alone imposes some degree of limitation on the usefulness of the resulting hydrologic prediction (meant here for streamflow or flooding). Hydrologic models are also subject to structural and parametric uncertainty. Important questions that remain unanswered include how the two sources of uncertainty interact, if they cancel or amplify each other, and what is the role of the systematic versus random components of the uncertainty?

Based on the literature review, we attempted to determine which basin scales are adequate for the applications of space-based rainfall estimates. We analyzed the quality of the results obtained by different authors when performing streamflow simulations in basins of hundreds of square kilometers (Harris and Hossain 2008; Gourley et al. 2011; Nikolopoulos et al. 2013), thousands of square kilometers (Nikolopoulos et al. 2010; Behrangi et al. 2011; Maggioni et al. 2013; Vergara et al. 2014; Chintalapudi et al. 2014; Knoche et al. 2014; Worqlul et al. 2015; Zhao et al. 2015), hundreds of thousands of square kilometers (Wu et al. 2012; Thiemig et al. 2013; Casse et al. 2015), and millions of square kilometers (Li et al. 2015). Based on this ad hoc analysis, the conclusions are inconsistent. Using space-based rainfall for hydrology seems to be promising in some cases, especially at larger scales (Wu et al. 2012; Thiemig et al. 2013; Li et al. 2015), while it seems disappointing in other cases (Knoche et al. 2014; Worqlul et al. 2015). In some instances, satisfactory results seem to be achievable only by calibrating hydrologic models individually to rainfall products (Gourley et al. 2011; Nikolopoulos et al. 2013). We speculate that these inconsistencies arise, in part, because producing statements about the quality of the results of the hydrologic simulation is traditionally based on and limited to observing the consistency of the hydrographs that are derived from the model at particular points of interest in the drainage network.

As we will explicate later in the paper, many conclusions in the above studies are drawn based on a hydrograph comparison at the outlet of a basin, which makes the results susceptible to random occurrences in terms of the timing and location of errors in the satellite product, especially at smaller scales. Worse yet, while river basins can filter out small-scale (relatively speaking) uncertainties and rainfall variability (Ayalew et al. 2013), systematic errors at the outlet can be corrected by hydrologic model calibration. However, this calibration has several problems associated with it. Not only does it obscure our understanding of how the data/model combination really works, but in the context of worldwide applications of satellite data for flood prediction, it is also
simply infeasible in many parts of the planet. Therefore, our efforts should go toward creating systems that are robust and that are based on information that is readily available everywhere, which mainly includes topography and land use with the associated understanding of the runoff-generating mechanism.

The abovementioned discussion reveals the lack of a common framework from which to address the basin scale, satellite data resolution and uncertainty, and hydrologic model structure that is necessary in order to answer many questions regarding the usefulness of space-based rainfall observations for flood forecasting. Below, we propose a spatial–dynamic framework to address these issues.

3. Methodology

The development of a framework that helps us understand the benefits and limitations of space-based rainfall products in hydrological forecasting requires the design of several experiments that collectively provide meaningful insight into how the aspects of hydrographs that are relevant to the problem of flood forecasting change in space and time. The hydrologic context of examining the uncertainty of satellite rainfall products imposes a condition that a basin of interest is set. Generically, this implies that we desire the capacity to predict streamflow everywhere in the basin. Consequently, the space–time location of the errors is as important as the scale dependence of these errors. Simply put, knowledge that is limited to a description of how uncertainties depend on space–time scale, while important, is not sufficient to determine its effect on the hydrologic outcome because the river basin drainage network and its topological configuration affect water transport throughout the basin as well as the basin’s ability to filter out random uncertainties across scales.

In this study, we depict this aspect both with and without a watershed context. Using the watershed context can be limited to rainfall-only considerations, or it could be extended to include the effects of water transport throughout the drainage network and rainfall–runoff transformation with or without considering the memory of the system. We will illustrate these conditions using hydrologic models with similar, though not identical, structures. To demonstrate the effect of delays in the effects of rainfall on streamflow, we use a (linear) model with a simple runoff generation mechanism and constant river velocity formulation. To explain the effects of system memory, we extend the model to include nonlinear components in runoff generation and water transport in the drainage network. Neither model is calibrated to fit the observed hydrograph at a particular outlet. In fact, this aspect is not highly relevant for the purpose of our illustration. Therefore, we will present a set of four analyses of satellite rainfall uncertainty: 1) scale dependency only, 2) scale dependency and watershed context, 3) transport effect across river basin, and 4) transport and memory effects across river basins.

These analyses share a fundamental requirement—a reference rainfall product. To avoid diverting the focus away from the main purpose of this paper, we do not discuss this aspect in detail. Suffice it to say that the best opportunity for a high-quality, ground-based rainfall product is a combination of a dense network of rain gauges (and/or disdrometers) and modern weather radars. While we do not argue for a specific radar-based product to be used as a reference, many current efforts around the globe are devoted to improving existing methods. In the context of satellite product validation, ground-based validation campaigns complement operational facilities and provide enhanced products (e.g., Delrieu et al. 2014; Kirstetter et al. 2014).

Use of our proposed framework also imposes certain conditions on the hydrologic model structure. The model should faithfully represent the drainage network and its function in transporting the water. There is a plethora of distributed hydrologic models with sufficiently high spatial resolution that are potentially available for this analysis, but our framework calls for a model that does not require calibration and that has a simple enough structure to reveal important aspects of rainfall input. The no-calibration requirement is a simple reflection of the fact that the calibration process compensates for the uncertainties in the rainfall input in addition to uncertainties that arise from other sources (Seo et al. 2012). Since our interest is in evaluating the hydrologic impact of the rainfall products, the hydrologic model should be as independent as possible of those products.

The models we use build on the concept of landscape decomposition into hillslopes and channels (Mantilla and Gupta 2005) and allow for flexible structure and the representation of the physical processes of runoff generation and water transport. The set of differential equations describing change in water storages and discharge are solved using a modern parallelized implementation of numerical Runge–Kutta methods (Small et al. 2013). We demonstrate how different model structures lead to different insights with respect to rainfall input. The use of hydrologic models extends the insights that can be obtained from considering rainfall-only discrepancies.

Diagrams in Figs. 1–3 provide a schematic representation that summarizes all of the considered aspects. In Fig. 1, we define a “traditional” framework of evaluating a given rainfall product against a reference product without a watershed context. For a given time
scale of the products, one can calculate the spatial-scale dependency of the product discrepancy from the reference. We use the term “discrepancy” rather than “error” to emphasize that the reference is not the actual value (as the unfortunate but frequently used term “ground truth” implies). In Fig. 2, we introduce a watershed context and consider rainfall-only discrepancies. This requires integrating time-accumulated rainfall over each subbasin. This integration approach is analogous to the one shown in Cunha et al. (2015). We define the subbasins by the location of the stream segment junctions. Clearly, the smallest subbasins correspond to the outlets of first-order streams [see Rodriguez-Iturbe and Rinaldo (2001) for definitions] and the largest correspond to the outlet of the entire river basin. The time-accumulated rainfall of the product and its reference over each subbasin can be evaluated using a comparison metric, for example, percent normalized difference.

In Fig. 3, we introduce a hydrologic model for a transformation of the rainfall into runoff and streamflow. For example, one could compare peak flows calculated for each stream network segment. Since the small basins respond much faster than the large ones, the peak flow comparison must occur over a time window that is long enough to include responses at all scales. The longer the window, the greater the likelihood that another rainfall event may result in a peak that is larger than the original one, especially at small scales. This apparent complication can be easily resolved if the analysis is performed dynamically, that is, stepping through time with short steps. Also, depending on the type of hydrologic model used, one can observe the effects of the system memory or only the runoff translation. We return to this issue when discussing the specific results of the framework illustration.

To illustrate the framework, we use the data from the IFloodS ground validation campaign that transpired in eastern Iowa in the spring of 2013 (Petersen and Krajewski 2013). Although many ground- and space-based products have been available following the campaign, we use only a couple of radar-based products and one space-based product to illustrate the proposed framework. We leave the comprehensive study of the remaining products for future studies. Before we discuss the results, we will briefly describe the data and the models we used.

4. IFloodS data and models

a. Study area

The study area includes the river basins of the Turkey River, upstream of Garber, Iowa, and the Iowa River, upstream of Wapello, Iowa, that includes the Cedar River basin. We used six locations with available stream gauge data, shown in Fig. 4, as validation points. The land use in the basins is mainly agricultural, as the rich soils are used for growing corn and soybeans.
b. Rainfall datasets

The nominal period of the campaign was from 1 April to 30 June, and many instruments were deployed throughout this period. The main observational period was from 1 May through 15 June, the time when NASA’s S-band polarimetric radar (NPOL) was deployed. Since the campaign took place before the launch of the GPM core satellite, only the premission products can be used.

1) MULTISENSOR PRECIPITATION ESTIMATES

Stage IV is a national rainfall product derived from the hourly multisensor (radar and rain gauges) precipitation estimates that are produced and distributed by the National Centers for Environmental Prediction. The rainfall estimates are obtained from combining mosaicked radar data and a variable bias field that is computed hourly from rain gauge amounts. The bias field is sampled on the Hydrologic Rainfall Analysis Project (HRAP) 4-km resolution grid (Reed and Maidment 1999) using a weighted interpolation scheme, and it is applied to the radar product so that the spatial variability of rainfall resolved by radars is preserved and the amounts of rainfall are calibrated to rain gauge accumulations.

2) RADAR-ONLY PRECIPITATION ESTIMATES

The IFC radar rainfall product is the NEXRAD composite of seven S-band weather radars covering the entire state of Iowa, but it does not yet include dual-polarization information. The rainfall estimates are available at 5-min time resolution and a spatial resolution of 0.004° cell size (~0.4 km). This product is the main forcing for the operational flood forecasting system implemented in the Iowa Flood Information System (IFIS; Demir and Krajewski 2013) and provides real-time flood warnings to all communities in Iowa. The radar product is not adjusted with information from rain gauges because of the lack of an adequate statewide automatic rain gauge network to perform this task and the time limitations inherent in operational systems.

3) SPACE-BASED PRECIPITATION ESTIMATES

The Tropical Rainfall Measuring Mission (TRMM) Multisatellite Precipitation Analysis (TMPA)–Research Version (TMPA-RV) was developed by NASA GSFC. The rainfall estimates are obtained using monthly calibration coefficients from microwave estimates that were previously calibrated (Huffman et al. 2010). The product is additionally calibrated monthly with ground reference data from the TRMM Combined Instrument (TCI) and Climate Anomaly and Monitoring System (CAMS). TMPA has a 3-h time resolution and a spatial resolution of 0.25° cell size (~28 km).

c. Discharge datasets

Stream gauge information is maintained by the USGS and provides river discharge data every 15 min. Figure 4 shows the location of the gauges. The significant discharges that occurred between 1 May and 15 June during the IFloodS period produced river stages that exceeded the moderate flood stage in the Turkey River at Garber (6.8 m with 605 m³ s⁻¹), the Cedar River at Charles City (5.9 m with 583 m³ s⁻¹), the Iowa River at Marengo (6.1 m with 1033 m³ s⁻¹), and the Cedar River at Cedar Rapids (5.5 m with 1800 m³ s⁻¹).

d. Hydrological model

1) LINEAR ROUTING AND CONSTANT RUNOFF MODEL

Figure 5a shows a representation of the model structure. We modeled three water storage components for every hillslope link: channel storage via a linear discharge relationship \( q(t) \) (m³ s⁻¹), water ponded on hillslope surface \( s_p(t) \) (m), and effective water depth in hillslope subsurface \( s_s(t) \) (m). The mass transport equation for each channel link in the network is given by
\[
\frac{dq}{dt} = \frac{v_c}{l} \left[ -q + (q_{pc} + q_{sc}) \frac{A_h}{60} + q_{in}(t) \right],
\]

where \( v_c \) is the channel flow velocity assumed to be constant in space and time, \( l \) is the channel link length, \( A_h \) is the area of the hillslope, \( q_{pc} \) is the flux that moves water from the water ponded on the surface to the channel and is defined by \( q_{pc} = k_s s_p \), and \( q_{sc} \) is the flux that moves water from the subsurface to the channel and is defined by \( q_{sc} = k_s s_s \). The function \( q_{in}(t) \) is the total discharge entering the channel from the upstream channels.

The mass conservation equations for surface and subsurface layers are given by

\[
\begin{align*}
\frac{dp}{dt} &= R_C p(t) - q_{pc} - e_p \quad \text{and} \\
\frac{ds}{dt} &= (1 - R_C) p(t) - q_{sc} - e_s,
\end{align*}
\]

where \( R_C \) is the runoff coefficient and \( e_p \) and \( e_s \) are the surface and subsurface evapotranspiration and depend on the observed climatic actual evapotranspiration (see appendix A).

2) NONLINEAR ROUTING AND VARIABLE INFILTRATION MODEL

A representation of the model structure is shown in Fig. 5b. We modeled four water storage components for every hillslope link: channel storage via a linear discharge relationship \( q(t) \) (m\(^2\)s\(^{-1}\)), water ponded on hillslope surface \( s_p(t) \) (m), effective water depth in the top soil layer \( s_t(t) \) (m), and effective water depth in hillslope subsurface \( s_s(t) \) (m). The mass transport equation for each channel link in the network is given by

\[
\frac{dq}{dt} = \frac{v_c}{l_1} \left[ \left( \frac{q}{q_{pc}} \right)^{\lambda_1} \right] \left( \frac{A}{A_h} \right)^{\lambda_2} \times \left[ -q + (q_{pc} + q_{sc}) \frac{A_h}{60} + q_{in}(t) \right].
\]

where \( \lambda_1 \) and \( \lambda_2 \) are exponents associated with the nonlinearity of flow velocity as a function of discharge and drainage area (see appendix B for more details on the transport equation). The mass conservation equations in the surface, top soil layer, and subsurface layers are given by

\[
\begin{align*}
\frac{dp}{dt} &= p(t) - q_{pc} - q_{pt} - e_p, \\
\frac{ds}{dt} &= q_{pt} - q_{ts} - e_t, \quad \text{and} \\
\frac{ds}{dt} &= q_{ts} - q_{sc} - e_s,
\end{align*}
\]

where \( q_{pc} \) is the flux that moves water ponded on the surface to the channel and is defined by \( q_{pc} = k_s s_p \), \( q_{pt} \) is
the flux that moves water ponded on the surface to the top layer storage and is defined by $q_{pt} = k_s s_p$, $q_{ts}$ is the flux that moves water from the top layer storage to the subsurface is defined by $q_{ts} = k_t s_t$, and $q_{sc}$ is the flux that moves water from the subsurface to the channel is defined by $q_{sc} = k_3 s_s$. The definitions of the terms $k_2, k_t, k_3$ controlling the flux among storages, as well as the terms $e_p, e_t, e_s$ controlling evapotranspiration, are shown in appendix B.

To implement the models, we decomposed the landscape of the basins into hillslopes and channels derived from digital elevation maps at 90 m x 90 m cell size. We used these hillslopes as the hydrological response units where the runoff generation and transport processes occur. The average size of the hillslopes is approximately 0.4 km$^2$, which provides an accurate representation of the drainage network. Because of the large number of hillslopes in Iowa that were derived from this partitioning (≈600,000), the resulting system of ordinary differential equations is large and required the development of a specialized numerical solver working in high-performance computers to provide a fast modeling solution (Small et al. 2013). Given the distributed structure of the hydrological models, we are able to produce discharge simulations at the outlet of every hillslope-link unit. Rainfall inputs are remapped to hillslope units using nearest neighbor interpolation. For the initial soil moisture conditions, we used values obtained through a spinup of the model with stage IV rainfall starting on 1 April, 4 weeks prior to the analyzed period.

5. Results

In this section, we illustrate the proposed framework using data from IFloodS. We limit our consideration to three products. We use stage IV data as a reference and compare them with one radar-only product (IFC rainfall) and one satellite-based product (TMPA). Other radar rainfall products were evaluated by Cunha et al. (2015) and Seo et al. (2015).

a. Total rainfall accumulation without watershed context

To illustrate the analysis concept presented in Fig. 1, we calculated maps of the rainfall accumulations of stage IV, IFC, and TMPA for the period between 1 May and 15 June at the study area. They are shown in Fig. 6. The two radar products show similar spatial patterns but differ in the magnitude of rainfall estimates, as can be expected by the different approaches used to produce the rainfall products, for example, stage IV is a radar rainfall gauge-corrected product while the IFC rainfall product is not. TMPA data exhibit a coarser spatial resolution but reveal a pattern similar to the one shown in the two radar products. This resolution is partially
responsible for the reduced range of the estimated total rainfall. It seems that the highest rainfall areas (e.g., in northern Iowa) are underestimated, while the lowest (e.g., in eastern Iowa) are overestimated relative to stage IV totals. At this spatial and temporal scale of analysis, the discrepancies reveal certain aspects related to the quality of the rainfall products, but they are insufficient in terms of explaining the effects of those discrepancies in the outputs of the hydrologic simulations (e.g., peak flow estimation).

Similarly, a plot of the differences in hourly rainfall compared to stage IV as a function of spatial scale (Fig. 7) reveals the uncertainty structure of radar rainfall (e.g., Seo and Krajewski 2010) and space-based rainfall with respect to six spatial scales (1, 2, 4, 8, 16, and 32 km). The uncertainty of radar rainfall shows greater discrepancies at higher spatial resolutions (1 km) than those at lower resolutions (32 km). A similar structure is observed for the space-based product, whereas for this case the discrepancies are larger than those for radar. These results may have implications for error propagation through distributed hydrologic models, especially for the problem of flood estimation at small basin scales. In the next section, we provide more information about these discrepancies across scales and consider the drainage network’s filtering effect.

b. Discrepancies in rainfall products at the subbasin scale

To illustrate the analysis concept presented in Fig. 2, we calculated rainfall accumulation maps by adding hourly accumulations during the event between 24 May and 3 June and by spatially integrating the accumulations on every subbasin through the path of the flow in the drainage network. This sum adds up all the water that can flow through a particular link in the network. The dynamical capability of the framework allows us to select any temporal window to analyze the rainfall products. We selected these dates because severe thunderstorms and heavy rainfall during that event triggered the observed peak flows in the basins. Figure 8 shows the rainfall accumulation of the stage IV, IFC, and TMPA over the selected event. Figure 9 shows the accumulation differences of IFC and TMPA with the accumulations of stage IV. One can see that the larger discrepancies are found in the small-order channels and are more frequent on the satellite product. As a consequence of the spatial and temporal averaging of differences, discrepancies are reduced with the increment of drainage area. This type of map also reveals that localized discrepancies between rainfall products (e.g., the intense rainfall spot in central Iowa visible in stage IV but not present in the IFC product) propagate along the network, impacting the total volume of water that flows through flow-connected locations in the network.
c. Sensitivity of hydrological simulations to rainfall input

We forced the linear and nonlinear models with stage IV data in order to obtain the reference hydrographs that can be compared with hydrographs derived with other rainfall products. Figure 10 shows the results in the Cedar River basin at Charles City with the linear and nonlinear models. The simplicity of the linear model structure (red dotted line) makes it difficult to fit to the observed streamflow time series (black solid line), whereas the nonlinear model (red solid line) fits reasonably well to observations. Note that the parameter values for the nonlinear model are the same for all hillslopes and have been chosen to provide a reasonable performance across geographical settings and basin scales. The results we present in this section are influenced by the selection of parameters. However, the conclusions regarding the influence of model structure are generic and independent of this choice.

Fig. 7. (top) Hourly rainfall fields averaged spatially to different pixel sizes over a rectangular area containing the six basins. (bottom) Scale-dependent structure of the differences between spatially averaged hourly rainfall fields (IFC and TMPA) and reference (stage IV).
1) HYDROGRAPHS AT SELECTED BASINS

Figure 11 shows the hydrographs obtained at the selected basins when forcing the nonlinear model with radar and satellite rainfall products. The plots are sorted from smaller to larger drainage areas. In these plots we only show the hydrographs of the nonlinear model because the linear model produces too many flow fluctuations associated with every rainfall burst because of the simplicity of its structure. When comparing peak flows to the reference peak, the differences are larger in the catchments with smaller areas, especially for the satellite-based product. The results obtained in the larger basins seem to be satisfactory, with good agreement to the reference in both the radar- and satellite-derived hydrographs. These results show some evidence of inadequacy in terms of using satellite precipitation to produce an acceptable estimation of peak flow in catchments of small scales, which is caused by their coarser spatial resolution or satellite products compared to radar resolution. However, one would need to see the behavior of the simulations at every channel of the drainage network in order to gain a better understanding of this dependence of errors with drainage area and how they behave spatially.

2) ANALYSIS OF THE PROPAGATION OF ERRORS ALONG THE DRAINAGE NETWORK

We reduced the temporal scale to the event between 24 May and 3 June and extended the analysis to the entire drainage network instead of just selected basins. We use the framework to evaluate the discrepancies of hydrologic simulations at these scales.

We estimated the relative difference in the peak flow produced with the rainfall products compared to the peak produced by stage IV. Figure 12a shows the differences obtained with the linear model. This figure demonstrates that the larger differences in peak flows appear in the first-order streams of the drainage network and shows how the differences tend to be smaller as long as the peak propagates through the rivers. As drainage area increases, there is a trade-off caused by the spatial averaging between the overestimated (reddish) and underestimated (bluish) peak flows, which is compensated for downstream by producing smaller differences (white). Another visible aspect in the figure is how the discrepancies in a product with a coarser spatial resolution, like TMPA, affect much larger areas and a larger number of hillslopes. The locations of the differences in the drainage network are, consequently, related to the location of the storms in the rainfall products.

In Fig. 12b, we applied the same methodology but this time with the nonlinear model. The figure shows
discrepancies of IFC and TMPA along the drainage network as previously explained in Fig. 12a. One can see that, despite using exactly the same rainfall products as in the linear case, other differences appear in the picture, which can be attributed to the nonlinear nature of the hydrological model. It means that, apart from the differences in the peak caused by the discrepancies in the rainfall products, the nonlinear model incorporates other differences into the system that are related to the model structure. It is necessary to keep in mind that the state variables in the nonlinear model are affected also by the discrepancies in the rainfall products that occur in the past (e.g., a previous event), and not only by the present rainfall, as happens with the linear model case. The linear model has short memory and forgets the discrepancies of rainfall products in the past, while in the nonlinear model those discrepancies remain tied to states of the model structure (i.e., soil moisture of the top layer). Using only a nonlinear model without comparing to a reference constructed with a linear model could lead to producing wrong statements about the differences in peaks that are not attributable completely to the rainfall products. One could make a similar statement with regard to the parameter values in the nonlinear model. A sensitivity analysis of parameter values can be performed to understand the role that different runoff mechanisms and routing velocities play in the overall propagation of discrepancies.

In Fig. 13 we show the portion of the hydrographs obtained during the selected event with the nonlinear model. We choose four points with and without available observed discharges in order to illustrate that depending on the selected location and the time

![Fig. 9. Differences in rainfall accumulation at the subbasin scale compared to stage IV between 24 May and 3 Jun.](image)

![Fig. 10. Hydrographs produced using stage IV as forcing, with the linear (red dotted) and the nonlinear (red solid) model structures compared to observed discharge (black solid).](image)
period, the discrepancies shown in the hydrographs could be low, as in the case of Cedar River at Cedar Rapids, or contain large over- or underestimation, as is shown in the remaining three cases. Therefore, we consider that it is not reliable producing statements about the quality of rainfall products for hydrologic modeling based on site-specific comparison of time series, whereas the proposed framework approach provides a more complete description of the spatial and temporal behavior of the discrepancies that could be produced.

Figure 14 shows an example of the relationship between upstream area and the differences in peak flows at the selected event, between IFC and TMPA compared to the peaks of the reference provided by stage IV and the nonlinear model. The results illustrate how the errors propagate across spatial scales for different products at all the channels of the river network. The results are related to the effects of rainfall product resolution and uncertainty. To provide an adequate characterization of the errors in peak flow estimation from space-based products, the entire spectrum of spatial scales needs to be explored, not limited by the locations where discharge observations are available (shown in Fig. 14 as black dots). Such characterization requires subsequent statistical analyses that can be derived from the results of the framework, but that are outside of the scope of this paper [relevant issues are discussed in Mandapaka et al. (2009)]. It requires also doing considerations on the reliability of the hydrologic model and the rainfall product that are used as reference for benchmarking the comparisons.

**Fig. 11.** The red line is the reference hydrograph produced with stage IV. The other hydrographs are derived from radar and satellite rainfall products. The black line shows the observed discharge.
6. Conclusions and recommendations

In this paper we introduced a concept of spatiodynamic framework for evaluating space-based precipitation estimates and their usefulness for flood forecasting. The framework provides tools for addressing the question of how the skill of flood forecasting driven by space-based rainfall products is distributed across spatial scales. Rather than evaluating particular space-based products from this perspective, we merely illustrated the framework and its advantages with a case study based on data collected in 2013 in Iowa during the IFloodS field campaign. We have been working on an operational implementation of this framework over the state of Iowa and will report the results in the near future. Here we just note that the framework is not designed specifically to evaluate space-based rainfall products. It can be used as easily to analyze any rainfall products, but those based on remote sensing products, that is, satellite or radar based, in particular.

Our analysis approach includes hydrologically relevant metrics for assessing the rainfall products. These metrics take into account the spatial and temporal aspects of the dynamics of the hydrologic response across scales using linear and nonlinear models. The framework provides an alternative evaluation of precipitation estimates that is based on the diagnostics of hydrological model results. The analysis framework can be extended to include other rainfall products and can use additional metrics of evaluation that reveal the rainfall effective scale of applicability for flood forecasting.

Based on our analysis, we conclude the following:

1) The scales where the hydrologic models suggest acceptable results in flood forecasting are not only related to the characteristics of the rainfall

![Figure 12](image-url)
products, but also to the linearity/nonlinearity of the model structure that is used to make the evaluation. Our linear model structure with constant velocity exaggerated the occurrence of peaks in the hydrologic simulations and led to discrepancies with observed streamflow. However, the discrepancies in peak flows between simulations obtained with the linear model account only for differences in the rainfall inputs. This makes interpretation convenient and simple. When using a nonlinear model structure with variable flow velocity, these discrepancies in peaks account not only for differences in rainfall, but also to the effect of the memory of the system, that is, water stored in the soil and the drainage network.

2) Our framework highlights the relationship between the hydrologic prediction errors and the basin drainage area. The results we obtained are in agreement with the current consensus that performance of the hydrologic simulations improves as a function of the area of the basin and that the variance of the spread of the differences increases with the decrease in the drainage area (e.g., Vergara et al. 2014; Nikolopoulos et al. 2013, 2010). We illustrated the behavior of the discrepancies with drainage area at all scales of the subbasins of the network.

3) It is clear from our results that the topology of the river network plays an important role in averaging our errors in the rainfall inputs. We also demonstrated that this is not sufficient to eliminate errors in streamflow prediction at large scales. What also matters is the overall water amount fallen (estimated) over the basin and how this water travels to the outlet. The slowing of the water transport through subsurface flow and the threshold effects due to filled soil storage can substantially affect the resulting hydrographs. Calibration of hydrologic models masks these effects and thus we do not recommend performing it in rainfall input evaluation studies.

FIG. 13. Discrepancies in peak flows of the hydrographs obtained at four different locations over the drainage network with the IFC rainfall and the nonlinear model.

FIG. 14. Differences in peak flow across multiple scales between IFC and TMPA compared to stage IV using the nonlinear model. Includes the peak differences from gauges with discharge observations.
To the best of our knowledge, the insights that the spatiodynamic framework provides are missing in the literature. We hope that the capabilities offered by the framework will be helpful to the rainfall remote sensing community in the future studies motivated by hydrologic applications.
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APPENDIX A

Linear Model Equations

The parameters controlling the flux among storages are given by

\[
\begin{align*}
  k_2 &= v_h \frac{L}{A_h} 60 \times 10^{-3} \text{ (min}^{-1}) \quad \text{and} \quad (A1) \\
  k_3 &= v_s \frac{L}{s A_h} 60 \times 10^{-3} \text{ (min}^{-1}) , \quad (A2)
\end{align*}
\]

where \(L\) and \(A_h\) are the length and area of the hillslope. Fluxes representing evaporation are given by

\[
\begin{align*}
  e_p &= \text{corr}_{\text{evap}} \frac{c_p [e(t)] u}{m} \text{ (m} \text{ min}^{-1}) , \quad (A3) \\
  e_s &= \text{corr}_{\text{evap}} \frac{c_s [e(t)] u}{m} \text{ (m} \text{ min}^{-1}) , \quad (A4) \\
  \text{corr}_{\text{evap}} &= \begin{cases} 
    1 & \text{if } c_p + c_s > 1 \\
    \frac{c_p}{c_p + c_s} & \text{otherwise} 
  \end{cases} , \quad (A5) \\
  c_p &= \frac{s_p}{\rho} \frac{e(t)}{m} \quad \text{and} \quad (A6) \\
  c_s &= \frac{s_s}{\rho} \frac{e(t)}{m} \quad \text{and} \quad (A7) \\
  k_i &= k_2 \beta i . \quad (A8)
\end{align*}
\]

The actual evapotranspiration function \(e(t)\) depends on monthly climatological data. The runoff coefficient \(R_C\) is set equal to 0.5(0.001/60) for unit consistency, channel velocity \(v_c = 0.75 \text{ m s}^{-1}\), velocity of water over the hillslope \(v_H = 0.1 \text{ m s}^{-1}\), and velocity of water in the subsurface \(v_g = 2.3 \times 10^{-5} \text{ m s}^{-1}\). Note that variables \(c_s, c_p, k_i,\) and \(\text{corr}_{\text{evap}}\) are intermediate calculations without physical definitions.

APPENDIX B

Nonlinear Model Equations

The parameters controlling the flux among storages are given by

\[
\begin{align*}
  k_2 &= v_h \frac{L}{A_h} 60 \times 10^{-3} \text{ (min}^{-1}) , \quad (B1) \\
  k_3 &= v_s \frac{L}{s A_h} 60 \times 10^{-3} \text{ (min}^{-1}) , \quad (B2) \\
  k_i &= k_2 \beta (\text{min}^{-1}) , \quad \text{and} \quad (B3) \\
  k_i &= k_2 \left[ A + B \left( 1 - \frac{s_s}{s_s L} \right)^a \right] \text{ (min}^{-1}) . \quad (B4)
\end{align*}
\]

Fluxes representing evaporation are given by

\[
\begin{align*}
  e_p &= \frac{s_s}{\text{corr}} \frac{[e_{\text{pot}}(t)] u}{m} \text{ (m} \text{ min}^{-1}) , \quad (B5) \\
  e_s &= \frac{s_s}{\text{corr}} \frac{[e_{\text{pot}}(t)] u}{m} \text{ (m} \text{ min}^{-1}) , \quad (B6) \\
  e_{\text{pot}} &= \frac{s_s}{\text{corr}} \frac{[e_{\text{pot}}(t)] u}{m} \text{ (m} \text{ min}^{-1}) , \quad \text{and} \quad (B7) \\
  \text{corr} &= \frac{s_p}{s_p} + \frac{s_s}{s_s L} + \frac{s_s}{h_b - s_s L} . \quad (B8)
\end{align*}
\]

Some parameters above are constant in time and take the same value at every channel. These are the channel reference velocity \(v_c = 0.3 \text{ m s}^{-1}\), the exponent of channel velocity discharge \(a_1 = 0.3 \text{ (dimensionless)}\), the exponent of channel velocity area \(a_2 = -0.1 \text{ (dimensionless)}\), reference area \(A_1 = 1 \text{ m}^2\), reference discharge \(q_r = 1 \text{ m}^3 \text{ s}^{-1}\), \(s_s\) is as previously defined in Eq. (4), \(e_{\text{pot}}\) is the potential evaporation, the velocity of water on the hillslope \(v_H = 0.02 \text{ m s}^{-1}\), the infiltration from subsurface to channel \(k_3 = 2.3 \times 10^{-5} \text{ min}^{-1}\), the percentage of infiltration from top soil to subsurface \(\beta = 0.005 \text{ (dimensionless)}\), the total hillslope depth \(h_b = 0.5 \text{ m}\), the total topsoil depth \(S_s = 0.1 \text{ m}\), the surface to topsoil infiltration multiplicative factor \(B = 99 \text{ (dimensionless)}\), and the surface to topsoil infiltration exponent factor \(a = 3.0 \text{ (dimensionless)}\).
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