The Role of Low-Level, Terrain-Induced Jets in Rainfall Variability in Tigris–Euphrates Headwaters
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ABSTRACT

Rainfall variability in the Tigris–Euphrates headwaters is a result of interaction between topography and meteorological features at a range of spatial scales. Here, the Weather Research and Forecasting (WRF) Model, driven by the NCEP–DOE AMIP-II reanalysis (R-2), has been implemented to better understand these interactions. Simulations were performed over a domain covering most of the Middle East. The extended simulation period (1983–2013) enables us to study seasonality, interannual variability, spatial variability, and extreme events of rainfall. Results showed that the annual cycle of precipitation produced by WRF agrees much more closely with observations than does R-2. This was particularly evident during the transition months of April and October, which were further examined to study the underlying physical mechanisms. In both months, WRF improves representation of interannual variability relative to R-2, with a substantially larger benefit in April. This improvement results primarily from WRF’s ability to resolve two low-level, terrain-induced flows in the region that are either absent or weak in R-2: one parallel to the western edge of the Zagros Mountains, and one along the east Turkish highlands. The first shows a complete reversal in its direction during wet and dry days: when flowing southeasterly it transports moisture from the Persian Gulf to the region, and when flowing northwesterly it blocks moisture and transports it away from the region. The second is more directly related to synoptic-scale systems and carries moist, warm air from the Mediterranean and Red Seas toward the region. The combined contribution of these flows explains about 50% of interannual variability in both WRF and observations for April and October precipitation.

1. Introduction

Interannual precipitation variability has profound impacts on environment, water resources, and, potentially, socioeconomic development and political stability in water-stressed regions. The implications of these impacts can be particularly important in highly utilized transboundary rivers like the Tigris–Euphrates system. The Tigris–Euphrates headwaters (TEH) are located in a predominantly Kurdish region divided between three different countries: Turkey, Iraq, and Syria (Fig. 1). A number of tributaries from Iran also contribute to the Tigris River discharge. Iraq and Syria, the two downstream riparian states of the Tigris–Euphrates system, have two of the highest ratios of surface water dependency in the Middle East and North Africa (Tropp and Jagerskog 2006). This
underscores the significance of agreements on water allocation between the four countries that share the basin. In recent years there have been a number of attempts to reach bilateral protocols, but successful basinwide cooperation does not exist. The increase in water demand and frequency of severe droughts in recent decades (Hoerling et al. 2012) can acerbate regional conflicts and intensify the long-standing political instability in the region. For example, the initiation of the recent ongoing civil war in Syria, which has greatly affected global security, has been partly attributed to the regional droughts (Gleick 2014; Kelley et al. 2015). This may be because agriculture is the largest surface water consumer in the region, and consequently, the economic prosperity of people primarily depends on the amount of precipitation over the TEH (UN-ESCWA and BGR 2013). In addition, one of the major dust source points in the Middle East is located within and downstream of the TEH (Cao et al. 2015; Moridnejad et al. 2015). This implies that the soil moisture influenced by precipitation variability in the region (Zaitchik et al. 2007a) can have significant health impacts on the people of Syria, Iraq, and the downwind countries (Soleimani et al. 2015).

Precipitation in the TEH is a result of interaction between topography and several different meteorological features that act at regional and global scales (Evans et al. 2004). During the cold season, in particular, precipitation is largely controlled by westerly storm tracks of midlatitude synoptic-scale disturbances (Türkes 1998; Trigo et al. 2002; Evans et al. 2004). These storm tracks are influenced by large-scale teleconnection phenomena, including El Niño–Southern Oscillation (ENSO) and the North Atlantic Oscillation (NAO; Barlow et al. 2016), which modify track location and can also modulate the moisture flux toward the region through Rossby wave propagation or other mechanisms (e.g., Cullen and Demenocal 2000; Barlow et al. 2002; Mariotti 2007; Kahya 2011; Dezfuli et al. 2010; Donat et al. 2014).

At the regional scale, two low-level topographically driven jets have been found to modulate climate variability over the area: the Shamal winds and the Zagros barrier jet (ZBJ). The Shamal winds flow north-northwesterly, parallel to the Zagros Mountains toward the Persian Gulf, and are most notably present during winter and summer. The relative intensity and spatial expansion of three pressure cells contribute to the formation and intensity of the Shamals (e.g., Hamidi et al. 2013; Yu et al. 2016): the semipermanent high pressure over the northwestern Arabian Peninsula, heat low over Iran and Pakistan, and an anomalous high pressure area over the eastern Mediterranean. The summer Shamal winds can be further intensified because of the terrain-induced pressure gradient and friction forces along the Zagros Mountains (Zarin et al. 2011; Giannakopoulou and Toumi 2012). The subsidence associated with the thermodynamically driven circulation from the Zagros Plateau can suppress the precipitation in the upwind region, particularly in the transitional months of April and May (Zaitchik et al. 2007b). The ZBJ, on the other hand, flows southeasterly along the western slopes of the Zagros Mountains and advects warm, moist air from the Persian Gulf into the TEH.
2. Data, model description, and analysis approach

This terrain-induced jet, which has a significant impact on precipitation over the region, may be resolved only with high-resolution wind data that can be provided by regional climate models (RCMs). Understanding the ZBJ’s behavior is crucial as it provides a dynamical link between water vapor in southern Mesopotamia, which is increasing because of global warming, to precipitation variability in the TEH (Evans 2008; Evans and Alsamawi 2011). This is particularly important during the transition seasons (Evans 2008). Previous RCM studies of regional atmospheric dynamics have focused either on a limited number of years or a single event (Evans et al. 2004; Evans and Smith 2006; Giannakopoulou and Toumi 2012). Therefore, the regional controls on the interannual variability of rainfall have not been fully understood.

Here, we perform a 31-yr regional climate simulation to examine the contribution of low-level, terrain-induced winds to the rainfall variability over the TEH. The data, model configuration, and analysis approach are presented in sections 2 and 3. The long duration of the simulations enables us to study seasonality, interannual variability, and spatial variability of rainfall over the region (section 4). The general synoptic-scale patterns of the atmosphere during wet and dry days are briefly discussed in section 5. This is followed by an analysis of the mesoscale systems with an emphasis on the role of low-level moisture transport on rainfall variability (section 6). Concluding remarks are offered in section 7.

2. Data, model description, and analysis approach

Atmospheric reanalysis datasets are generally too coarse to adequately capture mesoscale phenomena. In addition, diagnostic variables such as precipitation are a direct output of the global climate model (GCM) that is used for the reanalysis; the GCM used in NCEP–DOE AMIP-II reanalysis, for instance, is nudged toward the atmosphere through data assimilation (Kistler et al. 2001), but precipitation observations are not assimilated by any of the most widely used global reanalysis systems. Thus, reanalysis precipitation estimates should be used with extreme caution. However, many gridded precipitation datasets, which are based on ground or satellite observations, or the combination of both, are available, though each has its own limitations. Depending on the application, the limiting factors may include one or more of the following: low temporal resolution (e.g., available monthly only), coarse spatial resolution, available over a period that is too short for interannual variability analysis, and misrepresentation of precipitation over regions with complex topography or strong convection. A full intercomparison of different precipitation products is not a focus of the current study. However, in order to detect any potential inconsistency, we have performed pair comparison between a select number of these datasets by examining the annual cycle, interannual variability, frequency distribution of daily data, and long-term mean differences, where applicable. The results (not shown) led us to choose the data provided by the Global Precipitation Climatology Centre (GPCC) for evaluating the model outputs. The GPCC offers monthly and daily products, which cover the entire and most of the study period, respectively, and it uses rain gauge data with a good coverage over the TEH. The monthly product, GPCC Full Data Reanalysis, version 7.0, is available over the period 1901–2013 at 0.5° and 1° grid resolutions (Schneider et al. 2015). The daily product, GPCC Full Data Daily, version 1.0, is available for the period 1988–2013 at 1° grid resolution (Schemm et al. 2015). For consistency, we have used 1° grid data for both monthly and daily analysis.

The shortcomings in atmospheric reanalysis products and precipitation datasets, mentioned above, have made it difficult to study mesoscale phenomena. A common practice to tackle this issue is to perform dynamical downscaling using RCMs that are driven by reanalysis data. Here, we use the Advanced Research version of Weather Research and Forecasting (WRF) Model, version 3.6, over a domain spanning most parts of the Middle East (25°–45°N, 32°–56°E; Fig. 1). The WRF Model is a numerical weather prediction and atmospheric simulation system that incorporates the fully compressible, nonhydrostatic Euler equations (Skamarock et al. 2008). It includes a large number of physics schemes, used for parameterization of the processes that cannot be resolved by the model. The initial and boundary conditions used for the model runs are from the NCEP–DOE AMIP-II reanalysis daily averages at 2.5° × 2.5° resolution, hereafter referred to as “NCEP.”

The model simulations provide a complete high-resolution set of many different land and atmospheric variables. Composites of dry and wet days will be formed, and a suite of moisture flux variables from the model outputs will be analyzed and compared to the reanalysis data. That allows us to better understand the mesoscale mechanisms, contributing to the interannual variability of rainfall and extreme daily events, as well as the capability of the NCEP data in resolving such processes.

3. Model configuration

We perform 31 years of WRF Model simulations (1983–2013) over the study domain shown in Fig. 1. The analysis, however, focuses on the TEH region, which is located just to the northwest of the domain center.
The model was implemented at 27-km resolution with 40 vertical levels. The physics parameterization options were chosen based on the sensitivity analysis on a select number of years (not shown), using several different physics combinations suggested in previous studies (e.g., Argüeso et al. 2011; Giannakopoulou and Toumi 2012; Efstathiou et al. 2013; Zittis et al. 2014). The set of physics schemes that we have used include the Community Atmosphere Model (CAM), version 5.1 (Neale et al. 2010), for microphysics; CAM, version 3 (Collins et al. 2004), for both longwave and shortwave radiation; the Noah land surface model (Ek et al. 2003) for land surface processes; the Yonsei University scheme (Hong et al. 2006) for planetary boundary layer processes; and the Kain–Fritsch cumulus scheme (Kain and Fritsch 1990). However, our sensitivity analysis showed that, replacing the three CAM options with the WRF single-moment 3-class (WSM3; Hong et al. 2004) scheme, the Rapid Radiative Transfer Model (RRTM; Mlawer et al. 1997) for longwave radiation, and the Dudhia (1989) scheme for shortwave radiation, respectively, would yield very similar results.

A known undesirable consequence of long-term simulations by RCMs is the slow departure of the large-scale climate state from the data used to drive the model (Pohl et al. 2011). To address this issue, we reinitialized the simulations each year, resulting in 31 separate model runs. Each run is 15 months long, starting on 1 June and ending on 1 September of the following year. The first 3 months are used to spin up the model and are discarded. This is done to approach a dynamical equilibrium for the slowly varying surface variables such as soil moisture, which presents minimal interannual memory in the region. A sensitivity analysis for a select number of years was performed to evaluate the effects of the start date of reinitialization and the length of spinup, varying from June to November. The WRF outputs did not present any noticeable changes to different values of these measures (not shown).

4. Evaluation of model precipitation

Simulated 31-yr monthly precipitation totals over TEH are evaluated against GPCC data. The precipitation
provided by the NCEP is also compared with the GPCC product and WRF results to examine the potential advantages of the dynamical downscaling for regional climate studies when compared to coarse reanalysis data.

a. Annual cycle

Results showed that the annual cycle of precipitation produced by WRF agrees much more closely with the observations than does the original NCEP product (Fig. 2a). During the dry season (June–August), both NCEP and WRF overestimate the precipitation total, although the NCEP bias is about 2.5 times larger than the WRF bias. Bias is defined as the ratio of long-term mean seasonal precipitation total of the model (WRF or NCEP) to the GPCC. During the rainy season of November–March, the bias for WRF and NCEP...
precipitation is about 0.9 and 0.5, respectively. The bias of the downscaled precipitation results is particularly small in the transition months of April and October. The rest of this paper is devoted to further examining the precipitation mechanisms of these two months, which have been less studied than the main rainy season, despite their combined 21% contribution to the annual total. A sharp change in convective component of the total rainfall is evident during these two months (Fig. 2b). April, with a mean total rainfall of 73 mm in the TEH, is the start of the growing season (Barlow et al. 2016) and reflects the transition from primarily nonconvective winter rainfall to convectively driven summer rainfall. In contrast, October, which has a mean total rainfall of 41 mm, shows the transition from convective to nonconvective rainfall. Although the shape of the annual cycle of the convective-to-total rainfall is very similar for both WRF and NCEP, the magnitude of this ratio is about 75% for WRF and 90% for NCEP. The different magnitudes of total rainfall and contribution of the convection in WRF and NCEP may underscore the importance of resolving regional features, including topography, in precipitation variability in these months.

b. Interannual variability

The TEH is the rainy part of the Tigris–Euphrates basin in April and October, and downstream regions receive little or no rain (Figs. 3a,d). In spite of the relatively large difference in mean daily precipitation rate between these two months, this latitudinal contrast is apparent in both months with a generally similar pattern. However, the border between dry and wet regions in October extends farther north and reaches the southern edge of the TEH.

To evaluate WRF performance in simulating interannual precipitation variability, the time series of WRF and NCEP precipitation in April and October over the period 1983–2013 are compared with the GPCC dataset (Figs. 3b,e). In both months, the precipitation provided by WRF shows higher correlations with observations, with a substantially larger benefit in April. The correlation coefficients between GPCC data and precipitation simulated by WRF and NCEP models are,
respectively, 0.84 and 0.30 for April and 0.85 and 0.69 for October. In spite of some year-to-year variability, NCEP, overall, underestimates the precipitation in both months. Analysis of the histograms of daily precipitation of all three datasets over the entire 31-yr study period suggest that one reason for WRF’s improvement over NCEP is its ability to simulate daily extremes (Figs. 3c,f). The comparison shows that the 90th percentile value of the WRF results is very close to the GPCC, whereas the NCEP has a lower value in both transition months.

c. Spatial variability

Maps of climate regions are most typically generated on the basis of long-term mean climate conditions (e.g., Köppen 1936). Spatial patterns of long-term mean conditions, however, are not necessarily aligned with those of common interannual variability, because the driving factors of the two can be quite different (Dezfuli and Nicholson 2013). Here we are concerned with spatial patterns of interannual precipitation variability in our study months, which requires an objective evaluation to identify regions of homogeneity. We do this using regionalization criteria suggested by Dezfuli (2011), implemented with the HiClimR R package (Badr et al. 2014) described by Badr et al. (2015). This open-source package is designed specifically for climate regionalization and has been applied in several case studies (e.g., Berhane et al. 2015; Badr et al. 2016).

Prior to regionalization, the 31-yr gridded precipitation records were standardized and their linear trend was removed. These ensure that spatial patterns represent interannual variability and that all grids with various precipitation magnitudes and trends are equally incorporated into the regionalization process. Grid cells with close-to-zero mean or standard deviation were masked to avoid artifacts that can be introduced by low signal, nearly precipitation-free areas. In addition, the detrended, standardized data were replaced with the
TABLE 1. Summary of the daily wind statistics over the region of the ZBJ (34.5°–35.5°N, 43.5°–45°E). The first two rows include only days in the wet composites and are for the total horizontal near-surface wind speed. Other rows incorporate the entire period (1983–2013) and use only meridional component of the wind (925–850 hPa), simulated by the WRF Model.

<table>
<thead>
<tr>
<th></th>
<th>April</th>
<th>October</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean WRF wind speed in wet composite (m s$^{-1}$)</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Mean NCEP wind speed in wet composite (m s$^{-1}$)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Max WRF meridional wind speed (m s$^{-1}$)</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>Min WRF meridional wind speed (m s$^{-1}$)</td>
<td>−8</td>
<td>−10</td>
</tr>
<tr>
<td>Std dev of WRF meridional wind speed (m s$^{-2}$)</td>
<td>4.7</td>
<td>4.1</td>
</tr>
<tr>
<td>Mean of WRF meridional wind speed (m s$^{-1}$)</td>
<td>1.2</td>
<td>0.3</td>
</tr>
<tr>
<td>90th percentile of WRF meridional wind speed (m s$^{-1}$)</td>
<td>8.2</td>
<td>6.2</td>
</tr>
<tr>
<td>10th percentile of WRF meridional wind speed (m s$^{-1}$)</td>
<td>−3.9</td>
<td>−4.1</td>
</tr>
</tbody>
</table>

leading principal components that collectively account for at least 70% of the variance. This helps to isolate the random noise in data and to produce contiguous regions (Dezfule 2011). The clustering algorithm employed is the "regional linkage" method, proposed by Badr et al. (2015) as an alternative to the existing hierarchical clustering techniques. The regional linkage method minimizes the interregional correlation between region means at each merging step of the hierarchical process. This technique allows us to identify and remove the spatial noise in data that are manifested as very small regions with a small number of grid points.

The regionalization results based on the interannual variability of rainfall during the period 1983–2013, using GPCC, WRF, and NCEP data, are shown in Fig. 4. We have optimized the regionalization parameters for the GPCC data based on the guidelines suggested in previous studies, discussed above. That resulted in dividing the study domain into two homogeneous subregions for both months. The TEH is located within the limits of one of these subregions, although in October a small part of the northwestern corner of the TEH is placed in a different subregion. The spatial patterns resulting from GPCC and WRF are very similar, which underscores the capability of WRF Model to capture the character of interannual variability over the entire domain. However, the regionalization based on NCEP shows large disagreements with GPCC, particularly in April. During this month, the GPCC and WRF dominant spatial variability is in the zonal direction, whereas the NCEP regions are identified in the meridional direction. In October, all three datasets yield two subregions that are separated along the southwest–northeast direction. NCEP, however, places the border between regions directly across our TEH focus area, where WRF and GPCC place it in the upper northwest corner of the focus area.

5. Synoptic-scale patterns: Wet versus dry days

Statistical analysis presented in section 4 shows that the spatiotemporal variability and extreme daily events of the GPCC and WRF rainfall are in good agreement. This consistency allows us to leverage the high-resolution WRF outputs that offer five additional years (1983–87) when compared to GPCC daily data. The long-period daily precipitation provided by the WRF Model enables us to better understand the properties of the regional climate, including the dominant processes during wet and dry days. We have compiled a wet composite, which includes days that the WRF rainfall, averaged over TEH, is greater than its 90th percentile over the period 1983–2013. Similarly, the dry composite includes days that the regional mean rainfall is less than its 10th percentile. We have analyzed some aspects of the synoptic-scale systems during these two composites. The WRF domain is not large enough to provide a full picture of these systems. For this reason, we use the NCEP data, which are sufficient to resolve large-scale atmospheric phenomena.

A full diagnostic analysis, using the NCEP data, is beyond the scope of this work. However, we have analyzed selected atmospheric variables that can give us some insight into the synoptic-scale processes in the region. The composites of geopotential height and horizontal wind vectors at 700 hPa are analyzed for April and October (Fig. 5). Choosing the 700-hPa level enables us to remain reasonably above the surface and therefore avoid artifacts in the reanalysis data due to the varying terrain in the region, while capturing characteristics representative of the lower troposphere. During the wet composite in April, the TEH lies at the leading edge of strong troughs, which are associated with cyclonic vorticity advection and warm, moist air transport from the Mediterranean and the northern Red Sea toward the region. These can provide favorable conditions for rainfall events. During the dry days, these features are not present: weak troughs move northwestward, far from the TEH, and the moisture flux toward the region is weak. However, the semipermanent high pressure cell, located over the southern parts of the Arabian Peninsula, does not show a significant contrast between the wet and dry composites. The synoptic-scale patterns in October are generally similar to those in April, particularly during the wet composite. The high pressure cell, however, shifts northward, when compared to
April, and is slightly stronger and located more over the center of the Arabian Peninsula during the dry composite. In addition, the midlatitude trough does not exist in the dry days.

6. Mesoscale systems

Synoptic-scale phenomena can be captured by re-analysis data, and dynamical downscaling may offer only minor advantages. In fact, in some cases dynamical downscaling can degrade representation of large-scale features relative to reanalysis (e.g., Castro et al. 2005). However, some of the mesoscale phenomena are actually driven by the synoptic-scale systems, and thus the NCEP-based analysis, discussed above, becomes relevant and can be used as a guideline for detecting these features.

a. Zagros barrier jet and Shamal winds

During the wet composite (Figs. 5a,c), the northwest-southeast orientation of the pressure gradient, which is parallel to the Zagros Mountains, and the low-level winds perpendicular to that line can set up favorable conditions for the southeasterly barrier jet, ZBJ. The jet can be detected by examining the near-surface horizontal wind vectors drawn from WRF simulations (Figs. 6a,c). The ZBJ follows the terrain and its mean speed during the wet composite is greatest at about 34°–35°N with a magnitude of about 7 and 6 m s⁻¹ for April and October, respectively (Table 1). The corresponding wind speeds in the NCEP data (Figs. 6b,d) are about 2 and 1 m s⁻¹, respectively, for these two months. These differences are statistically significant at the 1% level, using a two-tailed Student’s t test. In addition, because of the coarse resolution of the NCEP data, NCEP winds do not follow the terrain when there is a sharp topographical contrast. The improvement in resolving mesoscale features resulting from downscaling is clearly manifested in the patterns of low-level (925–850 hPa) geopotential heights (Fig. 6). Although, as expected, the general spatial patterns for the NCEP data and WRF are similar, and the details provided by the latter enable us
to identify the barrier jet. The geopotential height contours are set up such that the flow is correctly directed along the terrain edge, and the pressure gradient controlling the jet intensity is stronger in WRF results. The jet is strongest below the crest level, as expected for classic barrier jets (Kingsmill et al. 2013; Neiman et al. 2013).

During dry days (Fig. 7), the wind direction between the TEH and the Persian Gulf is northwesterly, opposite to that in the wet composite. These northwesterly winds are more horizontally expanded than the ZBJ and resemble the characteristics of the Shamal winds, which are partly controlled by the heat low over the Iranian Plateau (Zaitchik et al. 2007b; Hamidi et al. 2013; Yu et al. 2016). This is consistent with the patterns of the WRF geopotential heights, which are not well resolved in the NCEP data. This could be the reason that the NCEP winds blow northeasterly, rotated approximately 90° from the WRF wind direction.

To further investigate the variability of daily wind in the TEH–Persian Gulf corridor, the time series of the regional mean (34.5°–35.5°N, 43.5°–45°E) meridional wind is used as an index of wind intensity, particularly the ZBJ (Fig. 8). Although the long-term mean of the daily meridional wind is slightly greater than zero, the wind shows a strong day-to-day variability, with maximum values reaching 20 and 16 m s⁻¹ during April and October (Table 1). Although the frequency of the positive and negative wind events is fairly comparable in both months, the histograms of the daily meridional wind are skewed toward the positive values (Figs. 8b,d). This is evident in the greater absolute magnitude of the 90th percentiles than the 10th percentiles, which can be considered as thresholds for extreme events.

The reversal of the wind direction between wet and dry composites implies that the ZBJ and Shamal can modulate the moisture supply over the TEH. The moisture flux by near-surface winds confirms this, as shown in Fig. 9. The moisture flux vectors depict the advection of the warm, moist air by the ZBJ toward the TEH during the wet days. The magnitude of these vectors, which are quite similar in both transition months, suggests that the air, as it moves along the terrain, sustains a high amount of moisture throughout its path to the TEH. In contrast, the northwesterly Shamal-like winds block the moisture and transport it away from the region, resulting in dry conditions (Figs. 9b,e). The histograms of the daily meridional moisture flux $vq$ over the representative region (Figs. 9c,f) have an overall similar shape to the histograms of the meridional wind.

Building on this analysis of ZBJ vertical structure and related meridional moisture flux, we produce a composite of high moisture flux by the barrier jet (HMF-ZBJ) by compiling days with $vq$ values higher than their 90th
percentile over the representative ZBJ region (yellow strip in Figs. 9a,d). Figure 10 shows a vertical cross section of $uq$ for this HMF-ZBJ composite in WRF and NCEP data for April and October. In both months, the moisture flux simulated by the WRF Model is most intense along the abrupt topographical change, and it reaches its maximum below the 850-hPa level. Its maximum magnitude during April is greater than $6 \times 10^{-2} \text{ m s}^{-1} \text{ g kg}^{-1}$, which is more than twofold larger than the NCEP moisture flux over the same area. This difference is statistically significant at the 1% level. The maximum value of the moisture flux in October is slightly lower than in April, but the difference between NCEP and WRF maintains a similar level of statistical significance. The contrast in moisture flux between the two models in the middle and upper troposphere, which contains less humidity than the lower levels, is small.

The spatial patterns of mean daily precipitation of WRF and NCEP for the HMF-ZBJ composite are compared to assess how the difference in moisture flux between the two models relates to rainfall estimates for the TEH (Fig. 11). Both WRF and NCEP show higher rainfall during positive HMF-ZBJ events. However, the spatial structure of the WRF rainfall composite resembles the long-term mean rainfall pattern, implying that the increase has been quite evenly distributed within the TEH. Such homogeneity, particularly in April, is not evident in the NCEP patterns, which may be associated with its inability to detect spatial variability of rainfall within the region, as shown in Fig. 4. The WRF rainfall amounts are greater than NCEP for the entire region, except during October over a small sector in the southwestern TEH, which has less total rainfall and is also distal to the ZBJ point of entry to the region. The TEH-wide precipitation difference is statistically significant at the 1% level (Figs. 11c,f). The ZBJ–rainfall association depends on the intensity of the jet. Spatial patterns of rainfall for weak and moderate ZBJ events are shown in Fig. 12 and can be compared with strong jets presented in Figs. 11a and 11d. These are produced based on weak moisture flux (WMF-ZBJ) and moderate moisture flux (MMF-ZBJ) composites, which represent $uq$ ranges of $0.2–0.5 \times 10^{-2}$ and $1–2 \times 10^{-2} \text{ m s}^{-1} \text{ g kg}^{-1}$, respectively. Comparison of these three conditions clearly shows that the stronger ZBJs bring more precipitation to the region. This association seems to behave differently in April and October. In April, the

![Figure 9](image_url)
rainfall over the region increases incrementally as the ZBJ strengthens, while maintaining the general characteristics of the spatial patterns. However, in October, such gradual variation is less obvious, and the rainfall appears to be more strongly determined by the extreme ZBJs.

b. Low-level westerly (LLW) flow

To reveal other possible factors that can explain the differences in rainfall fields of the two models, we have analyzed the rainy days in WRF that are missed by NCEP. To do that, we have compiled a composite, consisting of the days that WRF precipitation averaged over the TEH is greater than its 80th percentile while the NCEP precipitation is less than its median. For this composite, we have examined the moisture influx to the region from the Mediterranean and the Red Seas. Similar to the ZBJ analysis, the vertical cross section of the zonal moisture flux \( uq \) along the blue strip (see Fig. 9)
has been compared between the WRF and NCEP products (Fig. 13). The results show that the dynamical downscaling enables us to better resolve another terrain-induced, low-level moist inflow. This secondary component is more directly related to the synoptic-scale westerly systems, contributing to the TEH rainfall, and it flows along the east Turkey highlands. Similar to the ZBJ patterns, the WRF places the maximum moisture inflow along the mountain range and thus within the southern latitudes of the region. However, the moisture fluxes provided by the NCEP data are either weak or pushed southward, away from the TEH. For both months, the differences between the WRF and NCEP are significant at the 1% level, using a Student’s $t$ test, although in April, the region of maximum $uq$ is confined within the levels closer to the surface.

Unlike the ZBJ, the LLW does not have the characteristics of classic barrier jets. The westerly flow is not perfectly perpendicular to the mountains, and the direction of the pressure gradient produced by the synoptic systems does not resemble the necessary conditions for a westerly barrier jet. The LLW instead is a part of the synoptic-scale pressure cells that is modified by the east–west-oriented mountains. This low-level flow, therefore, remains nearly geostrophic.

c. Interannual variability: Rainfall versus low-level flows

The strong contribution of the ZBJ and LLW to extreme rainfall events encouraged us to examine their relationship to interannual precipitation variability. For each month an index is defined to represent the combined contributions of the moisture flux by these two low-level flows to total precipitation. These indices, the April moisture index (AMI) and the October moisture index (OMI), are defined as the summation of standardized extreme $vq$ values over the ZBJ region added to the standardized extreme $uq$ values over the region representing the low-level westerly flow ($36°–40°N, 39°–41°E$). Values of $vq$ and $uq$ that exceed their 80th percentiles are taken as extreme values. Each month of each year is consequently represented with one value. We then quantify the percentage of interannual precipitation variability in WRF, NCEP, and GPCC that is associated with AMI and OMI. The coefficients of determination $R^2$ between rainfall data and their components with these two indices for the 31-yr study period.

Fig. 12. Spatial patterns of mean daily precipitation of WRF for the WMF-ZBJ and MMF-ZBJ composites for (a),(b) April and (c),(d) October. These should be compared to HMF-ZBJ, shown in Figs. 11a and 11d.
are shown in Table 2. The AMI explains 46% of the interannual variability of WRF rainfall, while only 6% of the NCEP rainfall variability is attributed to this index. Although the OMI explains a larger fraction of the variance (30%) of the NCEP rainfall in October than the AMI in April, the contribution of this index to temporal variability of the WRF rainfall (53%) remains significantly larger than NCEP. The fact that each month is represented with one value enables us to find the correlations between the moisture indices and GPCC rainfall for the entire time period. The $R^2$ values of GPCC for both April (48%) and October (55%) are comparable to the $R^2$ of WRF and are in fact slightly larger. These results, including the contrasts between different months and datasets, are consistent with the interannual correlations presented in section 4b. Furthermore, we have calculated the coefficients of determination between the two indices with the convective and nonconvective components of WRF and NCEP rainfall. The results show that WRF improvements over NCEP are proportional to its ability to simulate convective rainfall, which is the dominant component in these two months. That can be one explanation for the poor performance of the NCEP during April and its better performance in October.

The partial contribution of the ZBJ and LLW to the monthly rainfall totals in April and October along with the summary of the interannual root-mean-square errors (RMSE) and correlation coefficients between each model and GPCC are presented in Table 3. For both months, the mean rainfall total associated with the composite of extreme ZBJ events has a larger contribution to the total monthly means than the composite of the LLW flow. These ratios for NCEP are just slightly lower than in WRF. However, NCEP underestimates the rainfall amount and poorly detects interannual variability, as manifested in high RMSE and low correlation coefficient values relative to WRF. Note that ZBJ and LLW events frequently occur independently of each other—ZBJ plus LLW events only represent about 30% of total ZBJ events and total LLW events. This implies that, to a large degree, the two low-level flows act independently. Moreover, we calculated the coefficient of determination between WRF rainfall and monthly mean $uq$ values over the ZBJ region that are greater than their 80th percentile. The $R^2$ values for April and October are 0.32 and 0.5, respectively. This further indicates that the AMI and OMI are largely determined by the ZBJ.

### Table 2. Coefficient of determination between rainfall data and their components, when applicable, with AMI and OMI.

<table>
<thead>
<tr>
<th>Rainfall data</th>
<th>AMI</th>
<th>OMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPCC</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td>WRF/total</td>
<td>0.46</td>
<td>0.53</td>
</tr>
<tr>
<td>WRF/convective</td>
<td>0.40</td>
<td>0.51</td>
</tr>
<tr>
<td>WRF/nonconvective</td>
<td>0.20</td>
<td>0.11</td>
</tr>
<tr>
<td>NCEP/total</td>
<td>0.06</td>
<td>0.30</td>
</tr>
<tr>
<td>NCEP/convective</td>
<td>0.03</td>
<td>0.27</td>
</tr>
<tr>
<td>NCEP/nonconvective</td>
<td>0.22</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Fig. 13. Vertical cross-sectional composites of zonal moisture flux $uq$ along the blue strip, shown in Fig. 9. Composites consist of the days that WRF precipitation, averaged over the TEH region, is greater than its 80th percentile and the NCEP precipitation is less than its median. The differences between WRF and NCEP $uq$ below the 700-hPa level and along the terrain are statistically significant at the 1% level, using a Student’s $t$ test.
particularly in October, and the LLW contributes as a secondary component in interannual variability.

7. Discussion and conclusions

Previous regional climate modeling studies on precipitation processes over the TEH have been limited to a small number of years or events. The 31-yr WRF simulation in the current study, driven by the NCEP data, has enabled us to analyze seasonality, interannual variability, spatial variability, and extreme events of rainfall over the region. For instance, several studies conducted by Evans and colleagues over a 5-yr period have examined the 200 largest precipitation events, of which only about 30 cases occurred during April and October, the two transition months investigated in this paper (Evans et al. 2004; Evans and Smith 2006; Evans 2008). We have incorporated about 650 extreme events to compile the AMI and OMI, which are used to explain the interannual variability of rainfall in these two transitional months.

In addition, other studies have tried to explain the interannual variability mainly by teleconnections. However, our high-resolution, long-period simulation has allowed us to show that the regional features, which can be detected by mesoscale models, explain about half the interannual variability. These features, which are unresolved or weak in the NCEP data, include the ZBJ, the Shamal winds, and the low-level westerly flow, the last of which is a part of the synoptic systems affecting the rainfall of the region.

The ZBJ and Shamals flow parallel to the western edge of the Zagros Mountains in a southeasterly and a northwesterly direction, respectively, and therefore transport moisture toward and away from the TEH. This results in wet conditions during ZBJ active days and dry conditions during strong Shamals. However, association between rainfall of the TEH and these two terrain-induced wind flows is nonlinear as the ZBJ and Shamals are not controlled by opposite atmospheric conditions.

The ZBJ is a barrier jet, and it occurs when its favorable conditions exist, that is, stably stratified winds perpendicular to the mountains and pressure gradient along the terrain line. The contribution of this jet to monthly rainfall is proportional to its intensity. However, while this association is quite linear for April, it appears that the extreme ZBJs in October make a disproportionally higher contribution to rainfall totals than do the weak and moderate jets.

The Shamals, on the other hand, are not barrier jets; these are formed and controlled by three synoptic-scale pressure cells in the region: two high pressure areas over the Arabian Peninsula and eastern Mediterranean, and a heat low over Iran. It seems that the heat low over the Iranian Plateau has the strongest contribution to the Shamal winds presented in this study. We speculate that this may be a characteristic of early season Shamals. The summer Shamals, for instance, are most active during June and July, but their onset can be as early as mid-April (Yu et al. 2016). Further studies are required to investigate the drivers and characteristics of the Shamals during transition seasons and their differences with those of the boreal summer.

Another topographic-driven flow that affects the rainfall variability of the region is the LLW flow, which is embedded in the westerly synoptic systems. This flow, which is not well resolved in NCEP, transports moisture from the Mediterranean and Red Seas toward the region and is modified by the southern edge of the east Turkish highlands. The contribution of LLW is secondary to the role of low-level winds along the Zagros Mountains, particularly in October. However, the combined contribution of these two explains about 50% of the interannual variability of April and October rainfall in observations and in our WRF simulations.

These results are intriguing because the ZBJ, Shamals, and LLW flow are most likely not well resolved in future projections provided by the coarse-resolution GCMs used in phase 5 of the Coupled Model Intercomparison Project (CMIP5). A similar approach to the current study can be applied to the outputs of those GCMs, and that will enable us to better understand the

| TABLE 3. The contribution of ZBJ and LLW to the monthly rainfall totals in April and October. The WRF outputs are used to identify the days, analyzed in rows 2–4. Values in parentheses show the number of days used for their corresponding criteria. The last two rows show the RMSE and correlation coefficient between the GPCC monthly rainfall and the two models for the period 1983–2013. |
|----------------|----------------|----------------|----------------|
|                | April           | October         |                |
|                | WRF (days)      | NCEP (days)     | WRF (days)     | NCEP (days)     |
| Mean monthly  | 81.3 (930)      | 58.7 (930)      | 43.5 (961)     | 32.6 (961)      |
| ZBJ ≥ 80th percentile (mm) | 38 (186) | 26.4 (186) | 24.5 (192) | 17.3 (192) |
| LLW ≥ 80th percentile (mm) | 29.3 (186) | 17.7 (186) | 17.1 (192) | 12.3 (192) |
| ZBJ ≥ 80th or LLW ≥ 80th percentile (mm) | 54.4 (317) | 36.7 (317) | 31.2 (324) | 21.7 (324) |
| Row 1 minus row 4 (mm) | 26.9 | 22 | 12.3 | 10.9 |
| RMSE (mm)      | 20              | 40              | 13             | 19              |
| Correlation coef | 0.84          | 0.30            | 0.85           | 0.69            |
potential nonstationary change in future interannual variability of rainfall. Such changes are expected as global warming alters storm tracks, atmospheric stability patterns, and specific humidity, which all affect the dynamics of these flows and/or the magnitude of their impact on precipitation.
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