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ABSTRACT

Data assimilation experiments are performed using an ensemble Kalman filter (EnKF) implemented for a two-layer spectral shallow water model at triangular truncation T100 representing an abstract planet covered by a strongly stratified fluid. Advantage is taken of the inherent parallelism in the EnKF by running each ensemble member on a different processor of a parallel computer. The Kalman filter update step is parallelized by letting each processor handle the observations from a limited region.

The algorithm is applied to the assimilation of synthetic altimetry data in the context of an imperfect model and known representation-error statistics. The effect of finite ensemble size on the residual errors is investigated and the error estimates obtained with the EnKF are compared to the actual errors.

1. Introduction and motivation

The Kalman filter (Kalman and Bucy 1961) is the statistically optimal sequential-estimation procedure for linear dynamical systems. In a Kalman filter, observations are fed to a numerical model with weights that minimize error variance. The information content of observations is advected from data-rich areas to data-poor areas with the help of an optimally estimated error-covariance matrix. The latter is propagated in time together with the model flow. This provides a major advantage over data assimilation schemes such as optimal interpolation in which the error-covariance distribution is assumed known a priori. However, time stepping the model-error covariance matrix requires two matrix multiplications of order \( n \), where \( n \) is the number of model prognostic variables. This cost is prohibitive for even a simple numerical model with no more than \( O(10^4) \) variables. Therefore, reduced-phase-space Kalman filters (e.g., Cane et al. 1996) have been proposed. The ensemble Kalman filter (EnKF), introduced by Evensen (1994), is another alternative to the traditional Kalman filter in which the error covariances are estimated at a cost directly proportional to that of the forward model.

The traditional Kalman filter integrates an approximate equation (exact only in the case of linear systems) for the error-covariance matrix where all third- and higher-order statistical moments are neglected. This closure approximation has been shown not to be sufficient under all circumstances for strongly nonlinear dynamics (e.g., Evensen 1992; Miller et al. 1994). The EnKF avoids this problem by integrating an ensemble of model trajectories from which error-covariance estimates (and thus the gain matrix) can be calculated. This can be understood as an ad hoc method to integrate the Fokker–Planck or Kolmogorov–Chapman equation, which describes completely the evolution of error statistics by using sample trajectories rather than a closure approximation or linearization.

The EnKF has been implemented by Evensen (1994), Evensen and van Leeuwen (1996), and Houtekamer and Mitchell (1998) for quasigeostrophic models with relatively few state-vector variables. This paper is meant as a first step from these implementations toward applications involving high-resolution general circulation models (GCMs) with several-million state variables. It is concerned with the assimilation of synthetic altimetry data into a two-layer spectral shallow water model at triangular truncation T100, with about 120 000 spectral coefficients and 270 000 gridpoint variables. The data come from an integration of the same model at the same resolution but with a different layer configuration. The model imperfections are taken into account by introducing a stochastic forcing term with the same mean and variance as the known process noise. For linear systems, the EnKF is equivalent to the traditional Kalman filter in the limit of infinitely large ensembles. The effect of ensemble size on the filter’s performance is examined in this paper.
A description of the parallel EnKF algorithm and model is given in section 2. The data assimilation experiments are discussed in section 3, where the errors predicted by the EnKF in the case of relatively few ensemble members are compared to the true errors. Section 4 contains the conclusions.

2. Methodology

a. The ensemble Kalman filter

The EnKF is discussed in detail in Evensen and van Leeuwen (1996) and in Houtekamer and Mitchell (1998). The presentation that follows focuses on the details of its implementation that differ from the work of Evensen and van Leeuwen.

To best understand how the algorithm works, it is convenient to rewrite the traditional update equation of the Kalman filter (e.g., Bierman 1977),

\[ x^u = x^f + P^b(HP^H + R)^{-1}(z - Hx), \]

as (Evensen and van Leeuwen 1996)

\[ x^u = x^f + B^t b, \quad B = HP^H, \]

where \( x^f \) and \( x^u \) correspond to the forecast and analysis, and the superscript \( (\cdot)^t \) stands for matrix transposition. Using \( n \) and \( n_{\text{obs}} \) to denote state-vector size and the number of observations processed during one assimilation cycle, \( x \ (n \times 1) \) is the state vector of a given ensemble member, \( P \ (n \times n) \) is the model-error covariance matrix, \( R \ (n_{\text{obs}} \times n) \) is the error-covariance matrix for the observations, and \( H \ (n_{\text{obs}} \times n) \) is the measurement matrix that relates the data linearly to the model state. The rows of matrix \( B \ (n_{\text{obs}} \times n) \) are the representer vectors and \( HP^H \) is known as the representer matrix. Vector \( b \ (n_{\text{obs}} \times 1) \) contains the amplitudes of the representers and \( z \ (n_{\text{obs}} \times 1) \) contains the observations. Following Burgers et al. (1998), the data are treated as random variables and \( z \) is replaced by \( y = z + \zeta \), where \( \zeta \) is normally distributed and has the same mean (0) and variance as the observational errors.

To calculate \( b \), the following linear system is solved for each ensemble member in turn:

\[ (HP^H + R)b = y - Hx^f. \]

In the case of ocean or atmospheric GCMs, \( n \gg n_{\text{obs}} \) and \( P \) is too large to be contained in computer memory. However, \( P \) is never explicitly formed. Instead, we start by computing the \( n_{\text{obs}} \times m \) matrix \( Q = H(X - \tilde{x}) \) where the columns of \( X \ (n \times m) \) each contain the state of one ensemble member and \( \tilde{x} \ (n \times 1) \) is the ensemble mean, which is subtracted from every column of \( X \) in forming \( Q \). The calculation of \( H \) is unnecessary in most cases. Rather, \( Q \) can be calculated by taking the difference between every state vector and the mean state vector after interpolation to the location of each observation. A matrix multiplication is thereby avoided.

Once \( Q \) has been computed, the representer matrix is calculated with the only matrix multiplication in the algorithm as \( HPH^H = QQ^H/(m - 1) \) and the linear equation (3) is solved \( m \) times, each time with the \( x^f \) corresponding to a different ensemble member in the right-hand side. Precautions must be taken when \( m < n_{\text{obs}} \) and \( W = HPH^H + R \) is rank deficient. We have used two different solvers for (3), usually with very similar results. The first and fastest solver is a form of incomplete Cholesky decomposition in which rows of the system matrix, \( W \), on which the algorithm encounters a negative diagonal element are essentially zeroed out. However, this solver gives improper results when \( W \) is too ill-conditioned. The second and more robust solver (LAPACK’s SGELSS) relies on singular value decomposition to throw away the singular vectors of \( W \) that correspond to near-zero singular values. Between 0% and 5% of the variance of the elements of \( W \) has typically been discarded when using this solver. Our criterion is to retain as many singular vectors as we can while at the same time making sure that

\[ \|H(x^u - x^f)\| \leq \|y - Hx^f\|, \]

where \( \|v\| \) is the \( L_2 \) norm, or length, of vector \( v \). After \( b \) has been found one calculates, for each ensemble member in turn, the \( m \times 1 \) vector, \( w = Q^t b \), and then computes the analysis increment as

\[ x^u - x^f = B^t b = \frac{(X - \tilde{x})w}{m - 1}, \]

where \( \tilde{x} \) is subtracted from every column of \( X \). The increment thus combines the columns of \( X - \tilde{x} \) linearly with weights \( u/(m - 1) \).

b. Parallelization approach

The EnKF’s error-covariance-forecasting step can be parallelized in the most straightforward manner by running each ensemble member on a separate processor of a parallel computer, provided there is enough memory for this operation (Fig. 1a). This approach is most suitable when dealing with a serial model designed, for instance, to run on a traditional vector supercomputer. However, the analysis involves the entire state vector of every ensemble member. Thus, without some sort of domain decomposition for the analysis, one runs into difficulties on a typical parallel computer with distributed-memory architecture, where no processor has enough memory to contain the entire ensemble. Therefore, if each model copy resides on a different processor, the ensemble matrix, \( X \), which is distributed one column per processor during the forecast step, must be transposed on the processor lattice so that each processor ends up with a piece of the state vector of every ensemble member (Fig. 1b). The analysis can then proceed regionally on each processor. A second transposition must take place to return to the configuration of Fig. 1a, where the regional analysis increments computed on every processor are assembled into global increments.
Another argument for doing the analysis on a regional basis is given by Houtekamer and Mitchell (1998). They find that, unless very large ensembles are used, it is best to do the analysis regionally and introduce a cutoff radius beyond which covariances are ignored. Their Fig. 5 shows little improvement in performance for ensemble sizes of about 100 when the cutoff radius increases beyond 20 degrees. The domain decomposition used here for the analysis essentially achieves the same result.

Since interprocessor communications are generally expensive, it is preferable to avoid transposing \( \mathbf{X} \) twice by using a domain decomposition such as that of Figure 1b to (a) run the model and (b) perform the analysis. In this case, each processor must evolve the state-vector elements of every ensemble member that correspond to the area of Fig. 1b for which that processor does the analysis. However, this requires using a prealably distributed model and thus could only be applied to most GCMs presently in use after a major model parallelization effort.

Although the model used in this study does not have the complexity of a typical GCM, it relies on the spectral transform method (Orszag 1970) to switch between the spectral and gridpoint representations of the state vector. Fast Fourier transforms (FFTs) and Legendre transforms (LTs) are used to this end. Thus, to efficiently parallelize this kind of spectral model, parallel FFTs and LTs are required. Although the former are now available on most parallel architectures, the latter are not. The domain decomposition of Fig. 1a is thus used to evolve the ensemble and that of Fig. 1b for the analysis. A CRAY T3E with 128 MB (32 million 4-byte words) of memory per processor is used. This is amply sufficient to run each model copy on a separate processor.

The algorithm is written in C++ and relies on the Message Passing Interface (MPI; Message Passing Interface Forum 1994) for the communications between processors. Prior to the analysis, each processor gathers from every other processor the state-vector elements it requires with a call to MPI::Gather(). Each processor then processes with (1)–(3) the observations that are local to it in the decomposition of Fig. 1b resulting in a set of \( \mathbf{w} \) coefficient vectors, one for each ensemble member. Each processor then sends to every other processor the \( \mathbf{w} \) that corresponds to the ensemble member that resides in the memory of that processor in the decomposition of Fig. 1a, using a call to MPI::Scatter(). Following this, each processor combines the coefficient vectors it has received from the other processors. In doing so, the influence from nearby processors is weighted more heavily than that from processors farther away:

\[
\mathbf{w}_i = \sum_j \gamma_{ij} \mathbf{w}_j / \sum_j \gamma_{ij},
\]

In (6), \( \mathbf{w}_j \) is the coefficient vector calculated by processor \( j \) for the ensemble member that resides in the memory of processor \( i \), and \( \gamma_{ij} \) is the corresponding weight that is inversely proportional to the distance between \( (\theta_i, \lambda_i) \) and \( (\theta_j, \lambda_j) \), the central points of the regions of processors \( i \) and \( j \) in the decomposition of Fig. 1b. The parameter \( d \) is the side of each region in radians and \( \mathbf{w}_i \) is the final coefficient vector on processor \( i \). The analysis increment for the \( i \)th ensemble member is then obtained using (5) with \( \mathbf{w} \) replaced by \( \mathbf{w}_i \).

c. The model

The model is adapted from the one used by Keppenne et al. (2000) to investigate orographically forced intraseasonal atmospheric oscillations. It represents an abstract planet covered by a stratified fluid interacting with a fluid bottom topography representative of a deep isentropic layer in steady-state motion. In this sense, the system bears some resemblance with the atmospheres of Jovian planets.

A similar model is derived and discussed in detail by Haltiner and Williams (1980, pp. 54–59). It is described...
by the following dimensionless system of prognostic equations:

\[
\frac{\partial}{\partial t} \nabla \cdot \nabla \psi_j = \nabla \cdot \left[ u_j (\nabla \cdot \nabla \psi_j + f) \right] - \tau \delta_{j2} U_j \nabla \cdot \nabla \psi_j \\
+ (-1)^{e-1} \gamma (\nabla \cdot \nabla) \psi_j, \tag{8}
\]

\[
\frac{\partial}{\partial t} \nabla \cdot \nabla \chi_j = k \cdot \nabla \times [ u_j (\nabla \cdot \nabla \psi_j + f) ] - \tau \delta_{j2} U_j \nabla \cdot \nabla \chi_j \\
+ (-1)^{e-1} \gamma (\nabla \cdot \nabla) \chi_j \\
- \nabla \cdot \left[ \frac{u_i - u_j}{2} + \phi_j + \alpha_i \phi_i + \beta_i \phi_i \right], \tag{9}
\]

\[
\frac{\partial}{\partial t} \phi_j = - \nabla \cdot (u_j \phi_j) - \Phi_j \nabla \cdot \nabla \chi_j \\
- \epsilon \nabla \cdot (\phi_j - \phi^*), \tag{10}
\]

In (8)–(10) the subscript \( j \) takes the values 1 and 2 for the upper and lower layers, respectively. Equations (8) and (9) are the vorticity-divergence form of the momentum equation and (10) is the mass-conservation equation. For each value of \( j \), \( \phi(\lambda, \theta, t) \), \( \chi(\lambda, \theta, t) \), and \( \phi^*(\lambda, \theta, t) \) are the corresponding layer’s streamfunction, velocity potential and the deviation of the geopotential height from its global average, \( \Phi_j \). Here, \( \lambda \) is longitude, \( \theta \) latitude and \( t \) time. Time is rendered dimensionless by measuring it in units equal to the planetary rotation period, \( 2\pi / \Omega \), while the dimensional length unit is the planetary radius. The horizontal fluid velocity in each layer is \( u_i(\lambda, \theta, t) \). The Coriolis parameter is \( f = 2 \Omega \sin \theta \), \( \tau \) is a drag coefficient, \( \alpha \) is the ratio of each layer’s density to that of the lower layer (\( \alpha_1 = \rho_1 / \rho_2, \alpha_2 = 1 \)), and \( \beta \) is the ratio of layer density to that of the bottom topography (\( \beta_1 = \rho_1 / \rho_s, \beta_2 = \rho_2 / \rho_s \)). The latter is 0 in the case of a solid topography and in \( 0 \leq \theta \leq 1 \) when the bottom topography is fluid. The parameter, \( \gamma \), is a diffusion coefficient, \( U \) is the layer’s root-mean-square (rms) zonal kinetic energy per unit mass, \( \phi_j \) is topographic height, \( \nabla \cdot \) is the horizontal divergence operator, \( \nabla \times \) is the horizontal curl operator, and \( \nabla \cdot \nabla \) is the horizontal Laplacian operator. The forcing field is idealized and depends only on latitude. Hence, the relaxation term, \( \epsilon \nabla \cdot (\phi_j - \phi^*) \), is applied exclusively to the zonally symmetric component of each layer’s geopotential field.

The system (8)–(10) is expanded in terms of spherical harmonics (e.g., Hochstadt 1971) at triangular truncation T100, using an associated Gaussian grid with 150 latitudes and 300 meridians. As mentioned in the preceding section, the transform method (Orszag 1970; Bourke 1972) is used to iterate back and forth between the spectral and gridpoint representations of model variables. The spectral representation of (8)–(10) is integrated with a semi-implicit leapfrog scheme with time step equal to 0.05 in dimensionless units, that is, 1/20th of the planetary rotation period. An Asselin (1972) filter with coefficient 0.025 is applied to damp the spectrum of internal and external gravity waves. The first time step after each analysis is a modified Euler backward step (Kurihara 1965).

As alluded to in the introduction, the version of the model used to generate the observations (hereafter control model) differs from the version into which the data are assimilated (hereafter analysis model). In the control model, \( \alpha_1 = 0.9, \beta_1 = 0.81, \) and \( \beta_2 = 0.9 \). In the analysis model, \( \alpha_1 = 0.5, \beta_1 = 0.25, \) and \( \beta_2 = 0.5 \). The analysis model’s layer configuration is consequently more stable (baroclinically) than that of the control model. Figures 2 and 3 illustrate the differences between the two models.

Figure 2 shows time series of spatial-mean angular momentum (AM: \( \epsilon \cos \theta \)) in the upper and lower layers of the control (panels a and b) and analysis (panels c and d) models. It illustrates that the control model’s variability on the short timescales that are of concern here is significantly higher than that of the analysis model. Indeed, the ratio of the standard deviation of the signal of Fig. 1c to that of Fig. 1a is 0.67. The corresponding ratio for the signals of Figs. 1d and 1b is 0.64.

Figure 3 shows maximum entropy method (Burg 1967) AM power spectra in both layers of both models. Fifty poles in the complex plane are used to compute the spectra. The AM spectra for both layers of the control model are dominated by one peak near 85 days and two smaller peaks near 35 and 60 days. For the analysis model, a peak near 55 days dominates the AM power spectra of both layers. Although the spectral features become less pronounced when less than 20 poles are used and new spurious peaks appear with more than 100 poles, these spectra are quite robust with respect to variations in the number of poles between these two limits. In each panel of Fig. 3, the dashed and solid lines correspond to the spectra of the first and second halves of a 1000-day AM time series and illustrate that the spectra are stationary. Thus, the differences between Figs. 3a and 3b for the control model and Figs. 3c and 3d for the analysis model are not artifacts caused by the time series being too short. They are a manifestation of what is commonly referred to as system noise: errors and approximations made in formulating the model or errors in the specification of the forcing fields. How this system noise is accounted for in the data assimilation experiments is discussed in the next section.

d. The data assimilation experiments

The observations are gridded total-height \[[\phi_j(\lambda, \theta, t) + \phi^*(\lambda, \theta, t)] \] fields sampled daily at every 16th grid point during the last 30 days of a 1000-day integration of the control model, for a total of 2775 measurements for each assimilation cycle. At T100 resolution, the Gaussian latitudes are approximate evenly spaced. Therefore, the data locations resemble a typical finite-difference grid with even meridional and longitudinal spacings. To simulate the uncertainty of meteorological
and oceanographic observations, white noise with a standard deviation equal to the horizontal-mean standard deviation of the control model’s total height field is added to the observations.

The initial ensemble configuration before any data are assimilated is such that the ensemble mean is close to the analysis model’s climatology. To arrive at this configuration, the ensemble is integrated for a sufficiently long time, with a stochastic forcing term representing the process noise added to the right-hand sides of (8)–(10), for the state vectors of all ensemble members to become uncorrelated.

The term representing the process noise is obtained as follows. Let the control and analysis models be, respectively, represented by

\[
\frac{dx}{dt} = f_c(x(t)) \quad \text{and} \quad \frac{dx}{dt} = f_a(x(t)) = f_c(x(t)) - \Theta(t),
\]

where \(\Theta(t)\) is the process noise. Since the truth (control) is known, the first- and second-order moments of \(\Theta\) can be obtained by computing a large number, \(l\), of realizations of \(f_c(x_k)\) and \(f_a(x_k)\), for given \(x_k\), and calculating the mean, \(\bar{\Theta}\), and variance, \(\sigma^2_{\tilde{\Theta}}\), of the set \(\{f_c(x_k) - f_a(x_k), k = 1, \ldots, l\}\). White noise with mean \(\bar{\Theta}\) and variance \(\sigma^2_{\tilde{\Theta}}\) is then included in the calculation of the time derivatives for every ensemble member. To ensure that the resulting forcing fields are horizontally contin-
uous, the process noise term is applied to the spectral, spherical harmonic representation of (8)–(10), rather than in gridpoint space.

Figure 4 shows how the standard deviation of \( Q \), \( s_Q \), compares to that of \( f_c \). The solid line in each panel shows the meridional distribution of \( \sigma_f \) for a given model field. The dashed line corresponds to \( \sigma_e \) for the same field. The standard deviations shown are rms deviations averaged over time and longitude.

Each analysis cycle proceeds as follows. The ensemble is integrated for one day from its configuration, \( X_a(t_i) \), after the previous analysis at time \( t_{i-1} \) to yield a new ensemble configuration, \( X(t_i) \), and the observations are processed as discussed in the preceding sections to arrive at \( X_a(t_i) \). The mean ensemble state vector at this point in time, \( \bar{x}(t_i) \), estimates the true state at time \( t_i \). The rms spread between ensemble members estimates the rms error. The new configuration, \( X(t_i) \), is the starting point for the next analysis cycle.

The ensemble size is varied between 20 and 140, in increments of 20, and the forecast and analysis errors are compared to the errors from a climatological forecast made with the climatology of the control model. Since the control and analysis models have differing dynamics (Figs. 2–4), the control model’s climatology is a more rigorous benchmark to evaluate the performance of the algorithm against than the mean of a no-assimilation ensemble forecast with the analysis model.

With 2775 observations per assimilation cycle, the algorithm becomes unnecessarily expensive with larger ensembles than are considered here, as the local \( W \) matrix on each processor becomes so small that most of the time is spent communicating between processors rather than calculating analysis increments. Fortunately, about 100 ensemble members are enough for the analysis errors to converge, as will be seen in the next section.

3. Results

Figure 5 corresponds to the experiment with 100 ensemble members. It shows the total-height observations 30 days into the experiment, that is, at the time of the last analysis (Fig. 5a). Also shown is the true total-height field from the control model at 30 days (Fig. 5b) and the true height of the layer interface (Fig. 5c). The
total-height and layer-interface-height forecasts are shown in Figs. 5d and 5e, respectively. The corresponding analyses are shown in Figs. 5f and 5g. Careful examination of Figs. 5b, 5d, and 5f confirms that although the total-height forecast already reproduces many features of the true total height, the analysis improves further on the forecast estimate. Indeed, the correlation coefficient between the true total height and the total-height forecast is 0.81. The correlation between the true total height and the total-height analysis is 0.97. The correlations between the true layer-interface height of Fig. 1c and the corresponding forecast in Fig. 5e is 0.76. Between the true layer-interface height and the corresponding analysis shown in Fig. 5g, the correlation is 0.89. Naturally, the correspondence between the control and analysis is not as high for the vorticity and divergence fields (not shown), since only total-height observations are being assimilated.

The evolution of rms errors over the course of the experiment with 100 ensemble members is shown in Fig. 6. In each panel, the solid line corresponds to the true rms forecast error for a given field. The dotted line shows the EnKF estimate of the forecast error. The dashed line is the true analysis error and the dashed-dotted line is the analysis-error estimate. The true rms error, $\sigma_r$, is the rms difference between the ensemble mean and the truth from the control model, that is, $\sigma_r^2 = \sum_{k=1}^{n_g} (\xi_k - \bar{\xi})^2 / (n_e - 1)$, where $\bar{\xi}$ is the ensemble mean for field $\xi$, $\xi$ is the corresponding field from the true state, and the sum runs over all $n_g$ grid points. The estimated rms error, $\sigma_e$, is the horizontal average of the rms spread between ensemble members, $\sigma_e = \sum_{k=1}^{n_g} \left[ \sum_{l=1}^{m} (\xi_{kl} - \bar{\xi}_{kl})^2 / (m - 1) \right]^{1/2} / n_e$, where subscripts $k$ and $l$ refer to the $k$th grid point and $l$th ensemble member.

The true rms forecast errors for the total height are about 50% of the corresponding climatological-forecast errors during the entire experiment (Fig. 6a). The estimated forecast errors are very close to the true forecast errors. The true total-height analysis errors are about 20% of the climatological-forecast errors for the 30 days of the experiment. The EnKF overestimates them somewhat: the estimated analysis errors are about 30% of the climatological-forecast errors. The interface-height errors behave like the total-height errors but the true analysis errors for this field stay at about 40% of the climatological-forecast reference errors (Fig. 6d). They are slightly underestimated by the EnKF. However, the estimated interface-height forecast errors are very close
The forecast errors for the upper- and lower-layer vorticity are also well estimated by the EnKF (Figs. 6b and 6e). The analysis errors for the upper-layer vorticity are slightly underestimated. The underestimation is more severe for the lower-layer-vorticity analysis errors. The error estimates are very poor for the upper- and lower-layer divergence fields. There is no skill at all for these fields and the true forecast and analysis errors are comparable to the climatological-forecast errors (Figs. 6c and 6f). The EnKF grossly understimates them.

The effect of ensemble size on the rms errors is shown in Fig. 7. The errors shown here are time averages over the length of the experiments. The true forecast errors for the total height and layer-interface height reach a near-asymptotic state with about 100 ensemble members (Figs. 7a and 7d). The corresponding true analysis errors do not decrease much when the ensemble size is increased beyond 100. The forecast-error estimates for these two fields are very good (within a few percent) for the larger ensemble sizes. The analysis-error estimates are not as accurate. With 100 ensemble members, the ratio of estimated-to-true analysis error is 1.12 for the total height and 0.92 for the layer-interface height. The forecast errors for the upper- and lower-layer vorticity also reach a nearly asymptotic state but the analysis errors do not (Figs. 7b and 7e). The forecast-error estimates are also within a few percent for large ensembles. The analysis-error estimates are better for the upper-layer vorticity than for the lower-layer vorticity. With 100 ensemble members, the upper-layer-vorticity analysis-error estimate is 91% of the true analysis error. For the lower-layer vorticity it is 74% of the true analysis error. As already seen in Fig. 6, the true errors for the divergence fields are no better then the corresponding climatological-forecast errors, regardless of how many ensemble members there are (Figs. 7c and 7f). In fact, the error estimates for the divergence become
worse when the ensemble size increases. This is especially true for the forecast-error estimates. This behavior of the divergence-error estimates is likely due to the fact that the rms spread between ensemble members for the divergence fields is proportional to the rms spread for the other fields. Therefore, as the total-height and vorticity error estimates decrease with increasing ensemble sizes, so do the estimated divergence errors.

4. Conclusions and future directions

This work demonstrates that the EnKF can be efficiently implemented on a massively parallel computer with a minimal level of interprocessor communications. In this study, a serial model is used and each ensemble member is time stepped on a separate processor. To permit the analysis to also occur in parallel, a costly transposition of the ensemble matrix takes place so that each processor can process the observations that are local to the region for which it is responsible. This transposition can be avoided if the model dealt with is designed to run on a parallel computer architecture. This suggests that the EnKF could become a method of choice to assimilate observations into next-generation ocean and atmospheric GCMs running on distributed-memory computer architectures. The EnKF has the further advantage of providing time-dependent error-covariance estimates without the need for backward integrations of an adjoint model, as in the representer method (Bennett 1992).

The results of this study are encouraging. They indicate that moderate-size ensembles can be used with success to assimilate noisy observations into baroclinic primitive equation models in the context of an imperfect model. Although only total-height measurements are processed, their assimilation has a positive impact on the total and layer-interface heights and on the upper- and lower-layer-vorticity estimates. The EnKF also does a reasonable job in estimating the error amplitude for these four fields. The assimilation of total height has no detectable impact on the divergence-field estimates. This is not surprising since quasigeostrophic theory tells...
us to expect zero covariances between the total-height and divergence fields. However, the error estimates for the upper- and lower-layer divergence are also very poor. This shortcoming is not due to the relatively small ensemble sizes considered here, since the error estimates become worse when more ensemble members are used. It indicates that the analysis scheme could still be improved. Perhaps, an approach similar to the one used in Houtekamer and Mitchell (1998), where the ensemble is divided into two parts and the covariances from each part are used to update the other part, could lead to better divergence-error estimates.

One could also argue that the process-noise statistics, which are known exactly in this study since the observations are produced by integrating the control model, are quite difficult to estimate in the real world. Yet, the present study represents a step in the right direction from identical-twin studies using a perfect model. We are currently working on an implementation of the EnKF for a realistic ocean GCM in which the process noise is modeled by using different atmospheric forcing fields to integrate each ensemble member (Keppenne and Rienecker 1999).
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