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ABSTRACT

A challenging problem in numerical weather prediction is to optimize the use of meteorological observations in data assimilation. Even assimilation techniques considered “optimal” in the “least squares” sense usually involve a set of assumptions that prescribes the horizontal and vertical distributions of analysis increments used to update the background analysis. These assumptions may impose limitations on the use of the data that can adversely affect the data assimilation and any subsequent forecast.

Virtually all widely used operational analysis and dynamic-initialization techniques assume, at some level, that the errors are isotropic and so the data can be applied within circular regions of influence around measurement sites. Whether implied or used directly, circular isotropic regions of influence are indiscriminate toward thermal and wind gradients that may reflect changes of air mass. That is, the analytic process may ignore key flow-dependent information available about the physical error structures of an individual case. Although this simplification is widely recognized, many data assimilation schemes currently offer no practical remedy.

To explore the potential value of case-adaptive, noncircular weighting in a computationally efficient manner, an approach for structure-dependent weighting of observations (SWOBS) is investigated in a continuous data assimilation scheme. In this study, SWOBS is used to dynamically initialize the PSU–NCAR Mesoscale Model using temperature and wind data in a series of observing-system simulation experiments. Results of this heuristic study suggest that improvements in analysis and forecast skill are possible with case-specific, flow-dependent, anisotropic weighting of observations.

1. Introduction

One of the most challenging problems in numerical weather prediction (NWP) is to optimize the use of the rapidly expanding asynoptic meteorological database in dynamic initialization. This difficulty was recognized a quarter century ago by Hoke and Anthes (1976), who stated, “We are often limited not so much by a lack of information, but by our inability to use all the information available in a manner consistent with the model.” Four-dimensional data assimilation (FDDA) is one way to include asynoptic data in meteorological model initialization to ultimately improve forecast skill. FDDA systems that incorporate observational information into dynamical models have been under development since the late 1960s (e.g., Charney et al. 1969). Historical overviews of FDDA have been presented by McPherson (1975) and Harms et al. (1992), and a detailed account of data assimilation theory is given in Daley (1991). Today, FDDA systems for dynamic initialization are integral parts of most operational NWP models worldwide.

Two broad types of FDDA are currently used for operational and research applications. The first is the family of intermittent assimilation methods that uses a short-term forecast (usually 1–12 h) as a first guess in an objective analysis step within an “update cycle.” In an intermittent FDDA system, the first-guess forecast (i.e., background) is enhanced by observations to produce the initial state for the next forecast cycle, and the procedure is repeated. The objective analysis is often performed using a statistically optimal method, such as three-dimensional variational analysis (3DVAR; e.g.,

The second type of FDDA is continuous data assimilation, in which observations are dynamically assimilated into the model at all time steps through a designated period. This type of FDDA includes the adjoint method (e.g., Lewis and Derber 1985; LeDimet and Talagrand 1986) and Newtonian relaxation (nudging; e.g., Hoke and Anthes 1976). The adjoint method, based on four-dimensional variational analysis (4DVAR), assimilates data in a series of forward and backward integrations of the forecast model and its adjoint model. When used for model initialization, it produces an optimal initial state for the model that minimizes the sum of the squares of the errors between the model state and observations spread in space and time over the prediction assimilation period. The adjoint approach normally assumes that the model perfectly represents all atmospheric processes. The successive iterations can cause this method to be quite expensive, and practical problems may exist in assuring that the solutions converge to a unique minimum-error state. An incremental 4DVAR technique (i.e., using reduced model resolution and simplified physics in the adjoint minimization cycles) has been operationally implemented at the European Centre for Medium-Range Weather Forecasts (ECMWF; Rabier et al. 2000; Klinker et al. 2000). However, 4DVAR currently is primarily used for research and quasi-operational purposes (e.g., Zupanski 1997; Pu et al. 1997a; Guo et al. 2000), and it is commonly viewed as the future goal of operational FDDA systems.

Similar to the intermittent FDDA methods, nudging assimilates data in a forward-only integration of a model (e.g., Lorenc et al. 1991). It normally does not guarantee a statistically optimal initial state, although optimal versions of the approach are possible (e.g., Zou et al. 1992; Stauffer and Bao 1993). Nudging relaxes the model’s time-dependent variables toward the observations during a specified period through a synthetic tendency term added into the prognostic equations. The synthetic tendency term is based on the continuously evolving difference between the model state and the observations. Despite its suboptimal design, the nudging scheme is a versatile and efficient method of continuous data assimilation that is widely used for research applications, especially in air quality studies (e.g., Stauffer et al. 1993; Seaman et al. 1995; Fast 1995; Parsons and Dudhia 1997; Leslie et al. 1998; Michelson and Seaman 2000, Seaman 2000; Stauffer et al. 2000; Tanrikulu et al. 2000).

Virtually all common analysis and dynamic-initialization techniques assume, at some level, that the innovation vector (i.e., observation increment, or the vector of observations minus the background interpolated to the observation sites) can be applied within circular horizontal regions of influence surrounding the measurement sites. This includes many intermittent assimilation systems, which may be based on 3DVAR or OI, as well as continuous assimilation schemes, such as 4DVAR and nudging. That assumption, however, may impose artificial limitations on the use of the data that can adversely affect the data assimilation and subsequent forecasts. Whether implied or used directly, circular isotropic regions of influence are indiscriminate toward temperature and wind gradients that may reflect changes of air mass. That is, the analytic process normally ignores valuable flow-dependent information about the error structures of individual cases. A notable exception, the Kalman filter (e.g., Cohn et al. 1994; Evensen 1997), allows the error-covariance (observational weighting) structure to evolve in space and time and be truly flow dependent. Kalman filter techniques require enormous computational expenses and may be impractical for current operational implementation (e.g., Houtekamer and Mitchell 1998). However, simplified “suboptimal” versions of this technique are currently being investigated (e.g., Todling et al. 1998; Burgers et al. 1998), and technological advances (parallel programming and faster hardware) may make Kalman filters more attractive for operational purposes in the future.

The assumption of homogeneous, isotropic, and otherwise flow-independent error characteristics is a common simplification often justified by operational requirements, yet it is recognized as a fallacy of many current operational data assimilation systems. For example, Daley (1991) noted that there is “substantial anisotropy” in the climatological observed-minus-background correlation patterns in the 500-hPa geopotential over Australia that is physically consistent with the characteristic tilt of the transient trough–ridge patterns and hence the dynamic transports of heat and momentum in the atmospheric circulation. At the 1995 International Symposium on Assimilation of Observations in Meteorology and Oceanography, one of the themes of the panel discussion (summarized by Kalnay et al. 1997) was the need to include “errors of the day” in atmospheric data assimilation. In fact, J. Purser stated in Kalnay et al. (1997) that the use of homogeneous and isotropic background covariances is a “major deficiency” of assimilation systems and listed this among his top priorities for improving data assimilation. Houtekamer and Mitchell (1998) called the use of generally homogeneous and isotropic error statistics a “serious approximation” and a “shortcoming” of data assimilation. Errico (1999) also commented on the need for
“realistic observational error characteristics, including shapes of distribution functions” to successfully assimilate satellite data. However, it may be difficult, if not impossible, to specify a priori the structure of the error covariances.

A handful of studies (other than Kalman filtering) have examined the use of various forms of anisotropic spatial weighting functions in an effort to assimilate data where they are “more appropriate.” For example, in an OI system Lanzinger and Steinacker (1990) incorporated orography into their calculation of anisotropic correlation (weighting) functions with “barriers” for lower-tropospheric analyses of Montgomery potential and geopotential height. Dévényi and Schlatter (1994) spread their OI observational increments along isotropic surfaces where the flow patterns are expected to be more coherent. Miller and Benjamin (1992) used elevation and potential temperature differences between the observation site and the target grid point in their horizontal correlation functions for analyzing surface potential temperature, wind, and humidity. The effective distance of an observation from a given grid point was made greater when the potential temperature difference was large, and this resulted in a much lower weight for an observation located, for example, across an airmass boundary.

Stauffer and Seaman (1994) used a complex terrain case in the southwest United States to demonstrate that observation nudging can also be applied effectively to surface data by using anisotropic weighting functions based on differences in surface pressure (terrain height) to account for the reduced representativeness due to orography. Schraff (1997) showed that the observation-nudging approach of Stauffer and Seaman (1994), with its spreading along isobaric surfaces rather than model sigma (terrain following) surfaces, yielded positive results similar to those from spreading along isentropes (and along pressure surfaces during neutral or unstable conditions) for two complex terrain cases in the alpine region. This study concluded that the involvement of case-specific dynamics in a continuous assimilation process probably makes nudging less sensitive to the details of the spatial spreading than 3D analysis methods such as OI. Pu et al. (1997b) used vector-breeding techniques to compute daily error statistics in NCEP’s global model, and they found that bred-vector ensembles can effectively capture the “errors of the day.” Errico (1999) also noted recent efforts to develop more realistic, flow-dependent error correlation models for variational assimilation.

The primary objective of this study is to explore the potential of a case-specific, structure-dependent weighting approach to continuous data assimilation. Although neither nudging nor 4DVAR is widely used in operational NWP systems, many operational centers set 4DVAR-based data assimilation as a future goal. Head-to-head studies that compare current variational and nudging schemes have shown that variational methodology is comparable to or slightly better than nudging (3% lower error), but at the cost of at least an order of magnitude more computational time (e.g., LeMarshall et al. 1997; Leslie et al. 1998). In fact, Leslie et al. (1998) contended that nudging-based systems that incorporate hourly observations might even be candidates for the next-generation operational forecast systems due to their practicality. This paper uses the more computationally efficient nudging method to demonstrate a formulation of anisotropic weighting for observations in a continuous data assimilation system. The approach, which will be referred to as structure-dependent weighting for observations (SWOBS), is applied dynamically initialize the Pennsylvania State University–National Center for Atmospheric Research (PSU–NCAR) Mesoscale Model using temperature and wind fields in an observing-system simulation experiment (OSSE). The purpose of this paper is not to advocate the utility of nudging or to compare it with other methods of FDDA. Rather, it is intended to demonstrate the potential added value of using anisotropic, noncircular, case-specific, and flow-dependent observation weighting functions.

2. Model description

The PSU–NCAR Mesoscale Model used for this study evolved from the work of Anthes and Warner (1978) and is documented in Grell et al. (1994). The two main components of interest here are the prognostic model and the FDDA scheme.

a. The prognostic model

A full-physics version of the PSU–NCAR Mesoscale Model is used in this study. The prognostic variables include the horizontal wind components, temperature, mixing ratio, and surface pressure. The boundary layer is parameterized using a multilayer Blackadar scheme (Zhang and Anthes 1982; Grell et al. 1994) that includes surface fluxes of heat, moisture, and momentum, and a nonlocal closure for convectively unstable conditions. The moisture cycle includes convective parameterizations (see section 4) and explicit equations for liquid/ice cloud and precipitation (Dudhia 1989). The grid structure of the PSU–NCAR Mesoscale Model is based on the staggered Arakawa-B grid (Arakawa and Lamb 1977). The hydrostatic version (MM4) is described by Anthes et al. (1987) and is used to simulate the synoptic-scale event described in section 5.

b. Four-dimensional data assimilation

The standard PSU–NCAR data assimilation system in MM4 and its nonhydrostatic successor, MM5, uses the nudging approach, which can be applied to either gridded analyses or individual observations. For analysis nudging, observed states are defined for all grid
points at specific time intervals (via gridded analyses) and are temporally interpolated between those times (Stauffer and Seaman 1990; Stauffer et al. 1991). Nudging toward individual observations (observation nudging), on the other hand, is particularly attractive for assimilating large quantities of asynoptic data because the data are applied over individualized intervals centered at the times for which they are valid. The SWOBS technique is demonstrated in this study through the continuous direct assimilation of data using the observation-nudging approach.

Observation nudging in the PSU–NCAR Mesoscale Model involves adding a weighted forcing term to the prognostic equations based on the spatial and temporal separation of the data from a grid point at a given time step (Stauffer and Seaman 1990). Wind, temperature, and mixing ratio can easily be used by the nudging scheme in any combination and with independent weighting coefficients to assimilate observations during a time window centered about each observation. The reciprocal of the “observation nudging coefficient” shown in Table 1 represents the e-folding time over which the model error will be reduced in the absence of any other model forcing. In general, the magnitude of this nudging term must be kept relatively small compared to the other model forcings. Further details on the physical considerations required to properly define the nudging weights or coefficients are given in Stauffer and Seaman (1990) and Stauffer et al. (1991). For example, in this study, nudging toward temperature and mixing ratio observations is restricted to regions above the planetary boundary layer (PBL) to preserve the model-simulated PBL structure (Stauffer et al. 1991).

The horizontal weighting in the observation-nudging equations is defined as a Cressman-type function (Cressman 1959) given by

$$w_{ij} = \frac{R^2 - D^2}{R^2 + D^2},$$  

(1)

where $R$ is the horizontal radius of influence and $D$ is the distance between the grid point and the $i$th observation. This function prescribes a circular region surrounding the observation, with radially decreasing values of $w_{ij}$ that range from 1 at the observation site to 0 at $D = R$. In the standard observation-nudging scheme (Stauffer and Seaman 1994), the data are applied quasi-horizontally at grid points within $R = R(p)$, which varies with the pressure (height) of the observation. The radius of influence is initially defined at the surface, $R_s$, and it expands linearly with decreasing pressure to a constant value of $R' = 2R_s$ at and above 500 hPa.

Surface observations can be assimilated in the PSU–NCAR Mesoscale Model on constant-sigma surfaces (the terrain-following vertical levels) with a modified Cressman distance-weighting function that restricts the impact of the observations as a function of the horizontal variation in surface pressure (Stauffer and Seaman 1994). This permits a horizontally continuous application of FDDA in complex terrain. The distance $D$ in the Cressman-type function for observations given by (1) is replaced with a modified distance, $D_m$, defined as

$$D_m = D + R_mC_m[p_s - p_o],$$  

(2)

where $p_s$ is the surface pressure, $R$ is the radius of influence for the surface observations, subscript $o$ refers to the observations, and $C_m$ is a constant that represents a maximum tolerance for the pressure difference over which the data are assumed to be valid. In this study $C_m = 75$ hPa. As the difference between the surface pressure of the observation site and the surface pressure at the applicable grid point approaches $C_m$, the second term in (2) approaches $R$ and the numerator of (1) rapidly approaches zero. This formulation is not only useful for restricting the assimilation area for observations in complex terrain, but it also forms the basis for SWOBS.

### 3. Structure-dependent weighting for observations

The most important element in an “optimal” (i.e., statistical) interpolation of observation corrections (i.e., the innovation vector) to a grid is the background error covariance (e.g., Daley 1991). The form of this matrix largely governs the resulting objective analysis. The weighting matrix $K$, which multiplies the innovation vector to produce an analysis increment that minimizes the analysis error variance at time level $t_i$ (using notation following Ide et al. (1997)), is given by

$$K_i = P'(t_i)H'[H P'(t_i)H' + R_s]^{-1},$$  

(3)

where $P'(t_i)$ is the background (model forecast) error variance covariance matrix, $H$ is the observation operator, and $R_s$ is the observation error variance matrix. This occurs typically at the surface, where $R_s$ is used in the observation-nudging calculation, but not at and above 500 hPa, where $C_m$ is used.

### Table 1. Summary of nudging characteristics in SWOBS experiments.

<table>
<thead>
<tr>
<th>Expt</th>
<th>Observation nudging coefficient ($10^{-5}$ s$^{-1}$)</th>
<th>Weighing threshold</th>
<th>Temporal frequency (h)</th>
<th>Surface $R_s$ (km)</th>
<th>Time window (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>CIRC</td>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>SWOBS</td>
<td>4.0</td>
<td>30</td>
<td>20</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ALPHA</td>
<td>4.0</td>
<td>15</td>
<td>10</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>LARGE</td>
<td>4.0</td>
<td>30</td>
<td>20</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>SMALL</td>
<td>4.0</td>
<td>30</td>
<td>20</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

* Observations of temperature and mixing ratio are not assimilated within the PBL (Stauffer et al. 1991).
covariance at time \( t_a \), the \( \mathbf{H} \) matrix is a linearized observation operator that transforms variables from model space to observation space, and \( \mathbf{R} \) is the observation error covariance (i.e., the covariance of instrumental error and representativeness error). Equation (3) shows that as the magnitude of the elements of \( \mathbf{P}(t_a)\mathbf{H}^\dagger \) (scaled by an appropriate scalar constant) increase between an observation site and a given analysis variable grid point, the weight at which the innovation vector is applied at that grid point increases. The shape of the data spreading can be largely controlled by \( \mathbf{P}(t_a)\mathbf{H}^\dagger \). The inverse term in (3), \( \mathbf{H}\mathbf{P}(t_a)\mathbf{H}^\dagger + \mathbf{R}_i \), controls the magnitude of the analysis increment by scaling the innovation vector by its covariance. In other words, for a given location, as the scaled background error covariance elements increase relative to the elements of the observation error covariance, the observation increment will be weighted more strongly in the analysis. Conversely, as the observation error increases relative to the background error, our confidence in the observation decreases and the magnitude of the analysis increment (the product of the \( \mathbf{K} \) weighting matrix and the innovation vector) decreases.

For this study, the weighting function at a given time will vary only in the horizontal. We will make the common assumption that the background error variance is homogeneous (Daley 1991). By definition, the background error covariance is specified as the product of the background error variance and a background error correlation function. Instead of using an isotropic function to represent the latter, we will assume that the azimuthal dependence of the background error correlation function can be derived from the background gradients as described below. Thus, the background error covariance may be anisotropic based on case-specific, flow-dependent characteristics of the background so that the observation increments will not be applied using the simple standard circular weighting functions. Fischer et al. (1998) studied the dynamics of forecast error covariances in an idealized baroclinic flow using a Kalman filter. They reported that flow-dependent correlations allowed for “a better damping of error growth than the initial isotropic correlations.”

In the design of the structure-dependent weighting for observations, we do not claim that the background field and its gradients are free from errors. In fact in the present study, as in operational applications, the background field contains significant error. (Section 4 describes how the innovation vector has been deliberately degraded in this OSSE case.) Rather, in agreement with recent concepts such as the errors of the day discussed by Kalnay et al. (1997), we hypothesize that a background error covariance structure that ignores case-specific information (e.g., airmass boundaries) actually can lead to an increase in local analysis errors and subsequent prediction errors, even in an optimal analysis framework. This hypothesis was proven in the idealized study of Fischer et al. (1998) that showed significant improvement in an analysis and subsequent forecasts when dynamically consistent covariances were chosen instead of the conventional (i.e., isotropic) analytical formulations. They also indicated that for the mesoscale both the error structures and the sensitivity fields become even more complex than at larger scales, but the variances adapt themselves to the main mesoscale features. They concluded that the major difficulty is to obtain these dynamically reshaped correlations via a computationally tractable method on the mesoscale.

The anisotropic information we seek to add to the data assimilation is contained in gradients of the analysis variables, which are recognized as fronts, jet stream boundaries, strong height gradients, etc. Specifically, it is hypothesized that the background error distributions are more strongly correlated in directions perpendicular to the gradient of the analysis variable than they are parallel to that gradient. For example, the horizontal error structure associated with a front that is moving too slowly is likely to appear elongated and oriented parallel to the axis of the front. The validity of this proposition is supported by the nearly universal practice among manual analysts who quickly learn not to use data located on one side of an atmospheric boundary to correct a variable field (background) on the other side of the boundary just a short distance away. The same concept has been employed successfully in a number of objective analysis techniques discussed in section 1 and was used specifically by Benjamin and Seaman (1985) for reducing analysis errors in upper-level wind fields. Thus, even though the background fields, and hence their gradients, are imperfect, they nevertheless should contain valuable information about the likely anisotropic distribution of the background errors.

SWOBS is demonstrated in this study using observation nudging, which is traditionally performed in the horizontal using a circular radius of influence centered at the observation site to apply the innovation vector, perhaps using a Cressman-type distance weighting as described in section 2. This standard “influence function” is indiscriminate toward temperature and wind gradients that may reflect a change of air mass, such as is typical at frontal boundaries or in coastal zones. To reduce spreading the influence of data (i.e., the innovation vector) into areas where the error characteristics are not representative of local conditions, SWOBS modifies the circular region of influence using the simulated gradient structure for the appropriate variables. Thus, this influence function is based on the structure of the variable field, assuming that it also contains information on the structure of its error covariances.

Specifically, for a given variable \( \alpha \), the modified Cressman-type weight for an observation reflects the difference between the model-generated solution at the observation site and the background value at surrounding grid points. The relationship is expressed according to

\[
D_m = D + R(\Delta \alpha_m)^{-1}(\hat{\alpha}_i - \hat{\alpha}^i),
\]

where \( D \) is the distance between the grid point \( i \) and
the observation site $o$, $R$ is the standard radius of influence, $\hat{\alpha}$ is the model-generated value of the prognostic variable $\alpha$ at grid point $i$, $\hat{\alpha}$ is the background value interpolated to the observation site, and $\Delta\alpha_m$ is the maximum tolerance (i.e., threshold) for the prognostic variable. The threshold value $\Delta\alpha_m$ adjusts the degree of eccentricity of the region of influence. The value $D_m$ then replaces $D$ in the calculation of the circular Cressman weight in (1). The result is a weighting pattern that reflects the gradients (i.e., structure) of the background field. Thus, for example, at grid points for which $D = 0.5R$, the model field is not nudged toward the observations when $|\hat{\alpha} - \hat{\alpha}|$ exceeds one-half the threshold value of $\Delta\alpha_m$.

Figure 1 illustrates the impact of (4) applied in (1) at two sites using a typical background temperature field at 850 hPa and a standard radius of influence of 750 km. The standard radius could be defined, for example, on the basis of historic error covariance patterns. The region of influence for observation A, located in a weak thermal gradient, remains nearly circular. However, the weighting structure calculated for observation B, located in a strong gradient associated with a frontal zone, is more elliptical. Notice that the region of influence depicted for B has a serpentine major axis that reflects the particular structure of the isotherms in this case.

SWOBS is applied in this study to the wind and temperature observations above the surface, although it could be adapted to other variables such as moisture. Additionally, while the structure-dependent weighting is univariate in this application, the approach could be applied in a multivariate scheme (e.g., Daley 1991), as well.

4. Experimental design

A thorough evaluation of the SWOBS technique would require using real data and running many cases with a variety of data types. Therefore, for this preliminary study we reduce the uncertainty associated with the limited availability of high-frequency (e.g., 3D hourly) data in real cases by using OSSES to evaluate SWOBS. The basic OSSE approach is to let a “high quality” numerical model simulation represent the atmosphere in three spatial dimensions plus time. Subsequent model experiments are designed using different numerics or physics and the results are compared to the original, perfectly known pseudoatmosphere (the “truth run”). Since the knowledge of the modeled atmosphere in the truth run is “perfect,” aspects of the altered modeling system in the subsequent experiments, such as the dynamic-initialization technique, can be evaluated in an efficient and unambiguous manner.

OSSES can be useful tools for investigating new data sources or assimilation strategies. However, a key requirement is that the models used to generate the truth run and the subsequent experiments must be reasonably independent, at least with respect to the characteristics being evaluated. If they are not independent, the experimental solutions may look much like those of the truth run, but only because the models themselves are so similar. This is known as the “identical twin” problem (e.g., Arnold and Dey 1986; Atlas 1997). In addition, OSSES are more credible when they contain realistic errors and biases as might be expected in real-data cases.

Typically, model independence is established by using different resolutions (e.g., Kuo and Guo 1989), independent physical parameterizations, or even different numerical models (e.g., spectral versus gridpoint models). In this study we seek effective independence in part by using different grid resolutions and model physics. In addition, we impose initial states for the experiments that are very different from the state of the truth run, in much the same way that the initial state of an operational forecast model is only an approximation to the true atmospheric state. Although the identical twin problem may not be fully eliminated here, the impact of using the same dynamical model is minimized through these changes and the deliberate inclusion of error in the OSSE initial fields and observations. In addition, we assume that the model configurations for the truth run and the OSSES are capable of characterizing typical meteorological flows with sufficient accuracy for our purposes.

The truth run in the OSSE is a 60-h simulation on a 30-km domain (Fig. 2, domain a) with 169 × 181 grid points and 31 sigma layers (8 below 850 hPa). The truth run has a time step of 45 s and is started 24 h prior to the “forecast” period of the subsequent 36-h forecasts, or from $t = -24$ h to $t = +36$ h. Physical parameterizations include the Kain–Fritsch deep convection scheme (Kain and Fritsch 1990, 1993), explicit moisture physics (Dudhia 1989), and the Blackadar PBL scheme (Zhang and Anthes 1982). The truth run is not only used for validation of the subsequent experimental runs, but
The initial conditions for all OSSEs were derived from the truth run. In addition to the simpler physics and lower resolution, we further reduced the likelihood of the identical twin problem by providing the experiments with “degraded analyses” as the first guess (background) before the objective analysis step. That is, mesoscale detail was removed from the truth-run fields so that the 90-km model and the dynamic-initialization procedures of SWOBS must reconstruct the smaller-scale features in order to show skill. To generate the background meteorological fields, information was first extracted from the truth-run solutions at 270-km intervals over the reduced area of the experimental grid shown in Fig. 2 (domain b). The 270-km gridded fields were then bilinearly interpolated to the 90-km domain and filtered with a smoother–desmoother (Shapiro 1970). Nonpredictive fields, such as snow cover, were projected directly to the 90-km domain from the truth run. Finally, an arbitrary phase error (i.e., a 180-km westward shift) was introduced into the background fields prior to performing an objective analysis, completing the intentional degradation of the background used in the innovation vector and in the lateral boundary conditions.

The initial and boundary conditions for the OSSEs were then calculated using the objective analysis described by Benjamin and Seaman (1985). In this step, the intentionally degraded background field was enhanced using “observations” extracted from the truth-run solutions at 450-km intervals. This data density simulates the typical spacing of radiosonde observations over North America. Next, the observations were intentionally degraded by interpolating from the truth-run sigma surfaces to mandatory and user-defined significant pressure levels. Once the observations were added and the final analysis was interpolated back to the OSSE’s sigma levels, most of the phase shift in the background fields was corrected, much like occurs in operational conditions. By design, however, the remaining errors had spatial distributions and magnitudes roughly similar to those found in the initial conditions of similar-scale operational models.

Figure 3 illustrates the impact of intentionally degrading the background fields by comparing vertical distributions of averaged root-mean-square (rms) errors in the three types of model initial conditions generated for the winter season: final (objectively analyzed) OSSE initial fields without intentional degradation, final OSSE initial conditions with the phase-lag error and additional smoothing in the background fields, and NCEP’s Nested Grid Model (NGM), which has a comparable resolution to the OSSEs. The two sets of OSSE statistics are averaged from sample 0000 and 1200 UTC initializations in January 1994. The NGM statistics are averaged from February 1993 and January 1994 (S. Benjamin 1994, personal communication). Figure 3 shows that the OSSE initial conditions without the intentional degradation had rms errors significantly smaller than those found in the NGM for the winter season (a consequence of the identical twin problem). By imposing the phase-lag error and additional smoothing on the background fields, however, the final rms error distributions for both wind and temperature are generally similar to those of the NGM, even though the phase-lag error was mostly removed by the objective analysis. In addition, correlation coefficients were computed relative to the “truth” state for the degraded and nondegraded fields as a function of pressure. These statistics indicate correlations of 0.89–0.96 for the nondegraded wind field, but only 0.66–0.88 for the degraded wind field, with the stronger correlations occurring at lower pressures. The correla-
Fig. 3. Vertical comparison of averaged rms errors in the OSSE initial conditions to the NGM winter averages. (top) Rms error for vector wind analyses and (bottom) rms error for temperature analyses. The NGM winter averages are plotted as solid boxes, the OSSE initial conditions without intentional degradation are plotted as open circles, and the OSSE initial conditions with a 180-km phase lag and additional smoothing are plotted as open triangles.

Table 1 summarizes the nudging characteristics used for each of the six OSSE experiments presented in this paper. The first three are a statically initialized control experiment (CTRL) without FDDA, a dynamic-initialization experiment using circular radii of influence (CIRC), and a dynamic-initialization experiment using SWOBS (SWOBS). The other three are sensitivity experiments. In the first sensitivity experiment (ALPHA), the threshold values \( \Delta \alpha \) in (4) are modified to illustrate the sensitivity to this variable. In the final two experiments (LARGE and SMALL), the radii of influence were increased and decreased, respectively, to show sensitivity to \( R \).

5. Case overview

A cold-season case is chosen to demonstrate the SWOBS dynamic-initialization technique. The strongly forced, high-amplitude case of 13–15 January 1992 featured a rapidly developing deep baroclinic storm. This
Fig. 4. The NCEP 500-hPa analysis of height and temperature. Height is in dam, temperature and dewpoint depression in °C, height tendency in dam (12 h)⁻¹, and wind speed in kt. Contour interval for height contours is 60 m. Contour interval for isotherms is 5°C. Valid (a) 0000 UTC 13 Jan, (b) 0000 UTC 14 Jan, and (c) 0000 UTC 15 Jan 1992.

At the beginning of the study period, 0000 UTC 13 January (hereafter denoted using the convention 13/00), a 1002-hPa surface low was forming in west-central Texas (not shown) ahead of a deep positively tilted 500-hPa trough over the Rocky Mountains (Fig. 4a). A warm, moist maritime air mass was poised over the Gulf of Mexico, marked by a surface warm front just north of the coastline (not shown). The 250-hPa jet streak, associated with the rapid intensification and propagation of the storm, was located in northern Mexico at this time (not shown).

By 14/00, the surface low had advanced to western Tennessee and had begun the rapid-deepening phase (minimum pressure of 995 hPa; not shown). Although...
the NCEP analysis shows the intensifying 500-hPa short wave associated with the storm had become negatively tilted and was still open at this time, the northerly wind at Little Rock, Arkansas, indicates that it had already started to form a closed center (Fig. 4b). The primary jet streak at 250 hPa had raced northeastward to the Ohio Valley by this time, maintaining its strength (not shown), while a secondary jet streak had formed over southern Texas.

The storm continued to accelerate and deepen rapidly over the next 24 h, reaching the Quebec–Vermont border as a 974-hPa low by 15/00 (not shown). Squall lines and severe weather had swept through the mid-Atlantic region ahead of the storm’s cold front, while heavy lake-effect snows occurred behind the storm in Ohio and Pennsylvania. The 500-hPa analysis at 15/00 (Fig. 4c) shows that the negatively tilted short wave over the Northeast had opened as it approached the deep upper-level low over northern Hudson Bay.

6. Results
   a. Truth run

The 60-h truth run simulation begins at 13/00 (\(t = -24\) h), while the experimental forecasts described in section 6b begin at 14/00 (\(t = 0\) h). In the truth run at \(t = 0\) h, a deep 500-hPa trough is located west of the Mississippi Valley, with a newly formed 5391-m closed low over southwestern Arkansas (Fig. 5a). This is consistent with the existence of a small low implied by the observed wind at Little Rock, Arkansas (Fig. 4b). At the surface, a 993-hPa low is centered at the Mississippi–Tennessee border (not shown). The storm at this time is about 60 km farther south and 2 hPa deeper than observed. Recall, however, that the truth run defines the “pseudo-observed” state for the OSSEs.

By 15/00 (\(t = +24\) h), the truth run developed a sharp negatively tilted 500-hPa trough over the mid-Atlantic region, similar to the observed trough (cf. Figs. 5b and 4c). The simulated surface low at that time was located over northern New York with a central pressure of 958 hPa and it continued to track northeastward into Canada during the final 12 h of the study period (not shown). In this experiment design, direct longwave and shortwave radiation flux divergence within the atmospheric column was ignored, which caused the column to become too warm, especially in the deep-cloud region associated with the developing storm. The net warming contributed to pressure falls that were greater than observed. Although the truth run overdeepened the storm by 16 hPa at 15/00, its strong dynamical support captured the rapid intensification and track of the storm reasonably well. Therefore, the truth run, although imperfect, is a suitable basis for the subsequent OSSEs.

b. SWOBS OSSEs

The evaluation of the SWOBS OSSEs focuses primarily on the dynamic-initialization period (\(t = -12\) h to \(t = 0\) h) and the first 12 h of the model forecast (\(t = 0\) h to \(t = +12\) h), when the impact on skill is anticipated to be greatest. Measures of skill include correlation coefficients for wind speed and temperature, and rms errors for sea level pressure, height, temperature, vector wind difference (Stauffer and Seaman 1990), and mixing ratio. Additionally, precipitation skill in the OSSEs is evaluated using the threat score, bias score, and categorical forecast at 6-h intervals (Anthes et al. 1989). The 90-km OSSEs are verified over the region indicated in Fig. 2 (domain c) against the fields extracted from the truth run. The hourly rms errors are calculated on a point-by-point basis and then averaged over the

---

**Fig. 5.** The 500-hPa height “analysis” from the OSSE truth run. Contour interval is 60 m. Valid (a) 0000 UTC 14 Jan and (b) 0000 UTC 15 Jan 1992.
verification domain at the surface, and 850, 700, 500, and 300 hPa.

Figures 6a and 6b show the hourly rms errors for the vector winds at 500 and 300 hPa from experiments CTRL (no FDDA), CIRC, and SWOBS for both the dynamic initialization and forecast periods. Hourly verification data are available at upper levels due to the nature of the OSSEs. Notice that errors in the dynamically initialized experiments, CIRC and SWOBS (both with assimilation of 3-hourly soundings and hourly surface observations), actually decrease prior to the start of the forecast because the model generates scales of motion not resolved in the smooth initial fields at \( t = -12 \) h. More importantly, the SWOBS technique consistently decreases the errors by 0.3–0.6 m s\(^{-1}\) across the verification domain and through the period compared to the standard circular weighting. This represents an error reduction of about 10%–20% from the total rms error of about 3–4 m s\(^{-1}\). Moreover, experiment SWOBS continues to reduce the rms errors in the predicted wind field by about 0.2–0.4 m s\(^{-1}\) through most of the first 12 h of the forecast period, compared to CIRC, and both dynamically initialized experiments are considerably more accurate than the statically initialized experiment, CTRL (no FDDA). These results are representative of the rms errors for winds across the verification domain at all levels. The trend for SWOBS to show improvement over CIRC (as well as CTRL) is also apparent in the mean wind errors (not shown).

A generally similar trend can be detected in the temperature and moisture, although the effect of using SWOBS is smaller for the mass than wind fields. At 850 hPa (Fig. 6c), there is no significant difference in the CIRC and SWOBS thermal fields. The reduction of rms temperature errors is about 5% (0.02–0.05 °C) at 500 hPa (Fig. 6d). Recall that nudging of temperature and moisture is not performed in the PBL, and the radius of influence (\( R \)) is smaller at 850 hPa than at 500 hPa. The improvement in the 700-hPa mixing ratio (Fig. 6e) due to SWOBS is also unlikely to be significant. Nevertheless, these figures indicate that SWOBS did not inadvertently degrade the thermal and moisture fields in these experiments.

Another important evaluation of the SWOBS technique involves subjective examination of the spatial distribution of its influence on the solutions. For example, at the end of the dynamic initialization (\( t = 0 \) h), the 500-hPa height fields of experiments CIRC and SWOBS (not shown) reflect the large-scale pattern of the “analysis” extracted from the truth run (Fig. 5a). Figure 7 shows the 500-hPa height errors at 14/00 (\( t = 0 \) h) for these two experiments, compared to Fig. 5a. In Fig. 7a, the largest height errors in experiment CIRC (maximum of +30 m) are concentrated near the short-wave trough from northern Louisiana to western Tennessee. Figure 1 suggests that the SWOBS technique should have its greatest impact in this vicinity. Figure 7b demonstrates that even though height data are not assimilated directly and the domain-averaged rms errors in the mass field are only marginally affected by the SWOBS technique, the maximum height errors at the base of the trough are reduced to +18 m in experiment SWOBS. Figure 7 also shows that minor improvements in skill are gained with SWOBS throughout the simulation domain (e.g., cf. magnitudes of maximum errors in California and Utah) and are not strictly limited to the verification domain. In the development of the upper-level low, none of the three experiments (CTRL, CIRC, or SWOBS) generated the 500-hPa closed low (see Fig. 5). However, comparison of the 5430-m contours clearly indicates that experiment SWOBS exhibits a stronger tendency to close the low than CIRC (not shown). Thus, the SWOBS technique has improved the dynamically initialized height field in the region of greatest importance for storm development, while differences between the two error fields are minimal in other areas of the domain where the gradients are less extreme. At 14/12 (\( t = +12 \) h), experiment SWOBS still maintains a small improvement in the 500-hPa height field over CIRC (up to 2 m), particularly in the region of the developing dynamic system (not shown).

The rms error statistics for height generally showed no appreciable difference between experiments SWOBS and CIRC (often less than 0.5 m; not shown) at any vertical level during the dynamic initialization and the early forecast. The sea level pressure evaluation at 14/00 showed a small improvement in the central pressure of the surface low (0.25 hPa) using SWOBS. The rms error statistics showed generally less than 0.05-hPa difference between CIRC and SWOBS throughout the first 12 h of the simulation (not shown).

Another perspective on the influence of SWOBS for these two experiments is shown in Figs. 8 and 9, which display the vertical distribution of potential temperature and wind errors at 14/00 (\( t = 0 \) h) along a cross section taken through the short-wave trough (see Fig. 2). Figure 8 indicates reductions of 0.5°–1.0 °C in many of the localized error maxima and error minima and at many levels through the column. Although improvements do not occur in every location, they are fairly widespread and significant. In a similar way, examination of Fig. 9 generally shows reductions of wind errors in many areas by 0.5–1.0 m s\(^{-1}\), although a few zones show some error growth, as well. In general, FDDA techniques do not normally produce uniform improvements at all points in the domain at all times. The model’s response to the nudging terms in a given case is complex, the result of direct assimilation effects and mutual adjustments that occur simultaneously in the dynamical terms of the mass and wind equations. This response occurs primarily in the form of inertia–gravity waves. In this case, there appears to be a high degree of dynamic balance in the model solution following the dynamic-initialization period (e.g., no oscillations in Fig. 6). This is expected when using a properly designed nudging dynamic-initialization strategy because the corrections to the model
Fig. 6. Hourly rms errors contrasting expts CTRL, CIRC, and SWOBS. The lines connecting open circles represent CTRL forecast beginning at \( t = 0 \) h. The diamonds represent expt CIRC, and the cross hatches represent expt SWOBS. The dynamic initialization begins at \( t = -12 \) h and the subsequent forecast begins at \( t = 0 \) h. The (a) 500-hPa vector wind, (b) 300-hPa vector wind, (c) 850-hPa temperature, (d) 500-hPa temperature, and (e) 700-hPa mixing ratio.
solution are generally small and applied gradually. Despite the minor degradation of skill in parts of the region of interest, the overall effect of the SWOBS technique in this case tends to be an improvement in skill.

Figure 10 shows the hourly evolution of the correlation coefficient ($r^2$) for experiments CIRC and SWOBS compared to the truth run for the dynamic-initialization period and the first 12 h of the forecast. Recall that hourly 3D verification fields are available due to the nature of the OSSEs. Figures 10a and 10b show the 500-hPa wind speed correlation for the full domain (Fig. 2, domain b) and for the verification domain (Fig. 2, domain c), respectively. Figures 10c and 10d are the same, but for 500-hPa temperature. Figure 10 shows a mostly consistent improvement in the correlation in SWOBS as opposed to CIRC in both fields and across both domains. Although the absolute magnitude of the differences is often small, the relative magnitude of the correlation coefficients is more important.

Subtle improvements are expected with SWOBS since it is a refinement of the application of FDDA in CIRC. Figure 10 also illustrates that improvements can be seen in both the mass and momentum fields at the same level using SWOBS; that is, neither field is necessarily gaining improvement in skill at the expense of degrading skill in the other. Finally, Fig. 10 shows that the improvements with SWOBS over CIRC occur not only in the region of the largest gradients (i.e., the verification domain), but occur throughout the forecast domain. In addition, the impacts of using SWOBS were clearly ap-
in the dynamic initialization is consistent with the design hypothesis that background error distributions tend to be correlated with the gradient information in the variable fields. It confirms the importance of developing assimilation methods that are case dependent and feature based.

Table 2 summarizes the impact on 6-hourly precipitation statistics for the 0.025-cm (about 0.01 in.) threshold in experiments CTRL, CIRC, and SWOBS. For this light rain threshold, there is no significant difference in the forecast precipitation between the two dynamically initialized experiments, although both produce generally small improvements in skill compared to experiment CTRL, especially in the first 6 h of the forecast period. This tendency to improve the early precipitation fields is characteristic of many dynamic initializations due to reduction of the spinup problem in the model’s moisture fields (e.g., Wang and Seaman 1997). Overall, the generally good scores produced for all three experiments are attributed to the strong dynamics of this case, which act to organize the precipitation evolution. The decline in the threat score statistics in the later hours of the forecast period can be attributed, in part, to the propagation of the storm outside of the verification domain, as well as to the natural degradation of the forecast skill with time. The results are similar for heavier precipitation amounts (not shown).

Thus, the horizontal and vertical error fields show that the SWOBS technique tends to produce improvements in statistical skill by reducing errors throughout the column, primarily in regions of strong gradients associated with the trough and storm intensification. The evaluation also suggests that the model can retain some positive impact up to 12 h into the forecast. This result parent through the first 12 h of the forecast. This further substantiates our claim that case-specific, flow-dependent, anisotropic weighting of observations has value in data assimilation.

Thus, the horizontal and vertical error fields show that the SWOBS technique tends to produce improvements in statistical skill by reducing errors throughout the column, primarily in regions of strong gradients associated with the trough and storm intensification. The evaluation also suggests that the model can retain some positive impact up to 12 h into the forecast. This result in the dynamic initialization is consistent with the design hypothesis that background error distributions tend to be correlated with the gradient information in the variable fields. It confirms the importance of developing assimilation methods that are case dependent and feature based.

Table 2 summarizes the impact on 6-hourly precipitation statistics for the 0.025-cm (about 0.01 in.) threshold in experiments CTRL, CIRC, and SWOBS. For this light rain threshold, there is no significant difference in the forecast precipitation between the two dynamically initialized experiments, although both produce generally small improvements in skill compared to experiment CTRL, especially in the first 6 h of the forecast period. This tendency to improve the early precipitation fields is characteristic of many dynamic initializations due to reduction of the spinup problem in the model’s moisture fields (e.g., Wang and Seaman 1997). Overall, the generally good scores produced for all three experiments are attributed to the strong dynamics of this case, which act to organize the precipitation evolution. The decline in the threat score statistics in the later hours of the forecast period can be attributed, in part, to the propagation of the storm outside of the verification domain, as well as to the natural degradation of the forecast skill with time. The results are similar for heavier precipitation amounts (not shown).

Last, three sensitivity experiments are performed, each of which represents a variation on experiment SWOBS (see Table 1). In experiment ALPHA, the weighting threshold used to define the tolerance for the gradients of wind and temperature, $\Delta \alpha$, is reduced to one-half of its value in experiment SWOBS. The effect of this change is to reduce the area over which the data are used when the local gradients are large. This change produced moderate, but consistent, increases in the rms errors for experiment ALPHA compared to experiment SWOBS (0.00–0.14 m s$^{-1}$ for 500-hPa wind and 0.00–0.03°C for 500-hPa temperature between $t = -12$ h and $t = +12$ h; not shown). Thus, some care must be taken when setting the values of $\Delta \alpha$ so that the data assimilation is not unintentionally restricted to too small a region.

In the two final sensitivity runs, experiments LARGE and SMALL, the effect of the standard radius of influence (independent of the local gradient) is evaluated. In experiment LARGE, the circular base $R_c$ is increased from 375 to 600 km (so $R_c = 1200$ km above 500 hPa); in experiment SMALL, it is decreased to 270 km ($R_c = 540$ km above 500 hPa). A comparison of results from experiments LARGE and SWOBS indicates that the large standard $R_c$ consistently produces somewhat greater rms errors in the 500-hPa winds during the dynamic initialization and the first 12 h of the forecast (4%–13%, including nine consecutive hours sustained at 0.30 m s$^{-1}$ rms error difference). The rms errors for 500-hPa temperature are also consistently greater in LARGE than in SWOBS (also 4%–13%). However, when the smaller
$R$, is used in experiment SMALL, rms errors for the
500-hPa winds are decreased only slightly for the same
period (1%–3%), and there is no significant trend in the
500-hPa temperature. The statistical difference between
wind errors in experiments SMALL and SWOBS is cer-
tainly not significant in this case.

7. Conclusions

The purpose of this study has been to investigate the
utility of case-specific anisotropic background gradient
information to improve the skill of a data assimilation
and subsequent forecast. The study is based on the hy-
pothesis that the background error distributions are more
strongly correlated in directions perpendicular to the
gradient of the variable field than they are parallel to
the gradient. Therefore, the influence of the innovation
vector must become strongly anisotropic where signif-
icant airmass boundaries are encountered. Many data
assimilation systems ignore case-specific, flow-depen-
dent information, while relying on error covariance ma-
trices based on a large number of cases. Assimilation

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>Threat score</th>
<th>Bias score</th>
<th>Categorical forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CTRL</td>
<td>CIRC</td>
<td>SWOBS</td>
</tr>
<tr>
<td>6</td>
<td>0.69</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>12</td>
<td>0.82</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>18</td>
<td>0.77</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>24</td>
<td>0.60</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>30</td>
<td>0.43</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td>36</td>
<td>0.43</td>
<td>0.46</td>
<td>0.46</td>
</tr>
</tbody>
</table>
schemes using prescribed background error covariance matrices (e.g., OI) are optimal in that they minimize the analysis error in a least squares sense. Nevertheless, they may neglect important time-varying, case-specific, flow-dependent information. It is important to emphasize that standard 3DVAR and 4DVAR methods applied to operational, real-data numerical forecasting do not evolve the background error covariance in space and time during the assimilation period as is possible when using a Kalman filter approach (e.g., Derber and Bouttier 1999; Rabier et al. 2000; Klinker et al. 2000). Specification of time-varying, flow-dependent background error covariances is a challenge for all current operational data assimilation systems.

To demonstrate the potential importance of case-specific, flow-dependent error covariance information, a gradient-dependent feature was added to a Newtonian nudging scheme designed for the PSU–NCAR Mesoscale Model. Structure-dependent weighting for observations, or SWOBS, was used to dynamically initialize an OSSE. The OSSE was developed for a strong dynamics case having large horizontal gradients and rapid baroclinic development. This type of synoptic scenario is likely to gain the most benefit from a case-adaptive technique such as SWOBS. The SWOBS technique was applied using the wind and thermal fields of the intentionally degraded model background.

As anticipated, the structure-dependent weighting scheme affected the data assimilation specifically in regions where the gradients in wind and temperature were strongest. Near the strong baroclinic short wave in the OSSE, 500-hPa height errors were reduced by nearly 12 m, or about 40%, following the dynamic initialization. The SWOBS influence was spatially focused in the horizontal, but extended through most of the atmospheric column and affected both winds and temperatures. The relative magnitudes of the correlation coefficients for mass and momentum fields showed a consistent improvement with SWOBS across the simulation domain through the dynamic-initialization period and the subsequent forecast. Error reductions following the dynamic initializations resulted in moderately better predictions during the first 12 h of the forecasts, but the effect tended to diminish with time, as expected. In the OSSE case examined here, no significant statistical impact was found in the precipitation fields when structure-dependent weighting was used.

Despite the measures taken to make the OSSEs as realistic as possible, we recognize that OSSEs can yield results that are too optimistic. In this case, both of the experiments with circular and noncircular regions of influence used the same OSSE fields, so neither experiment should have had an advantage. However, the value of structure-dependent weighting techniques for general use in dynamic initialization cannot be assessed adequately with the limited tests performed in this heuristic study. Although these experiments represent only a preliminary demonstration of feasibility, they do indicate that case-specific and flow-dependent information drawn from the background fields can be valuable for improving the meteorological simulation. Structure-dependent weighting techniques may have particular value for data assimilation in situations where there are distinct boundaries or discontinuities in the flow (e.g., coastal zone) and circular influence functions are least appropriate. Finally, we note that since the reduction of error when using SWOBS was greatest through the dynamic initialization period, such techniques may have merit in research applications where FDDA is used throughout the simulation period (e.g., air quality modeling).
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