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ABSTRACT

Observations from a mesoscale network of automatic weather stations are analyzed for 15 U.K. cold fronts exhibiting narrow cold frontal rainbands (NCFRs). Seven of the NCFRs produced tornadoes. A time-compositing approach is applied to the minute-resolution data using the radar-observed motion vectors of NCFR precipitation segments. Interpolated onto a 5-km grid, the analyses resolve much of the small-mesoscale structure in surface wind, temperature, and pressure fields. Postfrontal winds varied substantially between cases. Tornadic NCFRs exhibited a near-90° wind veer and little or no reduction in wind speed on NCFR passage; these attributes were generally associated with large vertical vorticity, horizontal convergence, and vorticity stretching at the NCFR. Nontornadic NCFRs exhibited smaller wind veers and/or marked decreases in wind speed across the NCFR, and weaker vorticity, convergence, and vorticity stretching. In at least four tornadic NCFRs, increases in vorticity stretching preceded tornadogenesis. Doppler radar observations of two tornadic NCFRs revealed the development of misocyclones, some tornadic, during the latter stages of vorticity-stretching increase. The presence of cyclonic vortices only, in one case occurring at regular intervals along the NCFR, provides limited circumstantial evidence for horizontal shearing instability (HSI), though other vortex-genesis mechanisms cannot be discounted. Vorticity-stretching increases were associated with coherent mesoscale structures in the postfrontal wind field, which modified the cross-frontal convergence. Where cross-frontal convergence was large, extremely narrow, intense shear zones were observed; results suggest that tornadoes occurred when such shear zones developed in conjunction with conditional instability in the prefrontal environment.

1. Introduction

Since the implementation of operational radar networks, narrow, intense bands of rainfall have frequently been observed along cold fronts. These narrow bands have variously been termed “line convection” (Browning and Pardoe 1973; James et al. 1978; James and Browning 1979) and narrow cold frontal rainbands (NCFRs; e.g., Houze et al. 1976; Houze and Harrold 1970; Browning 1990; Wakimoto and Bosart 2000; Jorgensen et al. 2003; Gatzen 2011). The updrafts within NCFRs are associated with strong low-level convergence at the front (Browning and Harrold 1970; Browning 1990; Wakimoto and Bosart 2000; Jorgensen et al. 2003).

NCFRs often exhibit along-line structure comprising line “segments” or “cores” separated by “gap” regions of lighter precipitation (e.g., Hobbs and Biswas 1979; Matejka et al. 1980; Hobbs and Persson 1982; Locatelli et al. 1995; Jorgensen et al. 2003). A number of different mechanisms have been invoked to explain the segment–gap structure. These include the modulation of the frontal updraft by vertical shear- and buoyancy-induced wavelike disturbances above the front (Kawashima 2007) and the modulation of the frontal updraft by trapped gravity waves, triggered by regions of stronger updraft along the cold front (Brown et al. 1999). Locatelli et al. (1995) defined “large” gaps as those
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greater than 10–12 km in the alongfront direction, and suggested that they may be dynamically different from smaller gaps.

Intense NCFRs often produce damaging wind gusts and short-lived, nonsupercell tornadoes (e.g., Carbone 1982, 1983; Elsom 1985; Meaden and Rowe 1985; Turner et al. 1986; Grumm 2000; Kobayashi et al. 2007; Sugawara and Kobayashi 2009; Smart and Browning 2009; Clark 2013). Doppler radar data have shown that NCFR tornadoes and other instances of localized wind damage are often associated with misoscale vortices of diameter 1–4 km (sometimes called “misocyclones” or “meso-vortices”) that form along the zone of abruptly veering winds and associated strong vertical vorticity at the leading edge of the line (Carbone 1982, 1983; Kobayashi et al. 2007; Clark 2012). As the misocyclone evolves, the NCFR usually develops a miso- to meso-γ-scale perturbation or inflection point (e.g., Carbone 1982; Smart and Browning 2009). Small line gaps (usually <10 km in alongfront length) sometimes evolve near mature and decaying misocyclones (e.g., Grumm and Glazewski 2004; Lane and Moore 2006; Smart and Browning 2009). The association between line gaps and misocyclones is by no means unique, however, owing to the variety of other mechanisms that may be responsible for the generation of gaps.

Horizontal shearing instability (HSI; Haurwitz 1949; Miles and Howard 1964) has commonly been invoked to explain the formation of NCFR misocyclones (e.g., Matejka et al. 1980; Carbone 1982, 1983; Smart and Browning 2009) and therefore is one possible mechanism for the development of line gaps. HSI results in the rollup of a sheet of vorticity into discrete, like-signed vortices. Smart and Browning (2009) used a high-resolution model simulation to investigate misocyclones in a tornadic NCFR over northern England, from which they inferred the occurrence of vortex-sheet rollup. In this and other observed cases (e.g., Carbone 1983), misocyclones and associated tornadoes occurred in mature NCFRs, which did not appear to exhibit any obvious intensification prior to tornadogenesis. However, the onset of HSI as a mechanism for the generation of the misocyclones might imply that the magnitude of vertical vorticity along the NCFR had increased over time, thereby rendering a formerly stable frontal shear line unstable to HSI. The onset of HSI could alternatively be associated with a reduction in alongfront deformation strain, which is known to suppress barotropic instability (e.g., Dritschel et al. 1991; Bishop and Thorpe 1994; Dacre and Gray 2006). Dritschel et al. (1991) show that a moderate “frontogenetic” strain field, of order 0.25 times the magnitude of vorticity, will suppress the instability. Therefore, either a reduction in the strain, or an increase in the vorticity, could allow a marginal situation to be destabilized. Although the process of “frontal collapse” and NCFR development have been studied (e.g., Koch and Kocin 1991), the process of misocyclone development in situations of increasing vertical vorticity along mesoscale sections of an already-mature NCFR have not been explored. Furthermore, to the best of the authors' knowledge, no in situ observations of vertical vorticity increases preceding misovortex and tornadogenesis along NCFRs have been made.

An alternative mechanism for the generation of misoscale vortices along linear convective systems is the tilting mechanism, in which initially horizontal vorticity is tilted into the vertical by localized updrafts or downdrafts along the line. The horizontal vorticity may be associated with either the ambient vertical wind shear or buoyancy gradients across the gust front. The tilting mechanism has been shown to be responsible for vortex genesis in quasi-linear convective systems forming in environments containing substantial buoyant instability (e.g., Trapp and Weisman 2003; Weisman and Trapp 2003). Misocyclones may also form when horizontal vorticity associated with horizontal convective rolls is tilted into the vertical, where the rolls intersect the front (Atkins et al. 1995; Marquis et al. 2007).

A limitation in previous observational studies of the low-level structure of NCFR-bearing cold fronts has been the paucity of surface data, both spatially and temporally. In this paper, we use a time-compositing analysis of 1-min data from the U.K. automatic weather station network to analyze a set of 15 NCFRs at a spatial resolution of ~5 km. Seven of these NCFRs produced at least one tornado. The aims of the study are threefold. A primary aim is to document some of the smaller-mesoscale structure in surface wind, temperature, and pressure fields near to NCFRs, and to document the variability in structure between cases. A second aim is to quantify the horizontal convergence and vertical vorticity across the NCFR, and to reflect on how the observed evolution of these parameters may bear on theories of vortex genesis along NCFRs. A third aim is to demonstrate the utility of the 1-min-resolution surface data for the construction of detailed fields of surface parameters. The time-compositing technique is described in section 2. The results are presented and discussed in sections 3, 4, and 5. Conclusions are given in section 6.

2. Method

NCFR cases were selected manually from an archive of composite radar rainfall imagery, available at 30-min
resolution. A total of 15 cold fronts exhibiting an extensive, well-marked NCFR occurred within the period for which archived minute-resolution data were available. All the cold fronts were associated with extratropical cyclones moving from the west or northwest across, or to the north of the United Kingdom (Fig. 1). Although no strict selection criteria were applied, all analyzed NCFRs had a horizontal extent exceeding 100 km in the along-line direction, a lifetime exceeding 4 h, and core rainfall rates generally exceeding 8 mm h$^{-1}$ (at 1-km resolution). The Tornado and Storm Research Organization’s (www.torro.org.uk) tornado database was used to classify lines as tornadic and nontornadic, using the method of Clark (2013).

The 1-min-resolution data were processed onsite at Met Office surface stations (Green 2010), and sent back to the Met Office headquarters in near–real time, where they are archived for a period of 1 year. The archive permits analysis of the high-resolution surface data en masse for the selected NCFR cases. By converting the minute data into equivalent spatial locations (“time-compositing” analysis), using an observed system velocity, it is possible to derive detailed surface fields from the time series of data observed at each station. For each NCFR, a representative system velocity was calculated from sequences of composite radar rainfall imagery. Since individual line segments move with a component of motion in the alongfront direction (James and Browning 1979), the mean velocity of several segments over a period of at least 2 h was used, rather than that of the NCFR as a whole. Systematic variations in ground-relative segment velocity did occasionally occur over large distances (on the order of $10^2$–$10^3$ km) in the alongfront direction (e.g., in cases where the orientation of the front varied substantially and systematically along the front). The analysis domain was limited to $49.8^\circ$–$54.5^\circ$N, $3.4^\circ$W–$3.1^\circ$E in these cases, in order to limit the differences in segment velocity across the domain. Where the NCFR was composed of a single, continuous line, the velocity of individual “elements” could be inferred from the movement of perturbations in the NCFR, such as inflection points associated with microscale or mesoscale waves.

The time-composited data were interpolated onto a regular grid using Delaunay triangulation, with grid spacing of 5 km $\times$ 5 km at the center of the domain. Plots of surface temperature, pressure and wind vectors were generated from the interpolated fields. The 5-km grid was found to be optimal after experimentation with various other grids of grid length between 1 and 20 km. At larger grid lengths, much of the detail associated with the larger segment–gap structure of the NCFRs (on the order of tens of kilometers in the alongfront direction) was lost; at smaller grid lengths, artifacts resulting from the time-compositing analysis technique reduced the clarity of the plots in some areas, and tended to mask some of the resolved detail at smaller scales. Given that the full U.K. network comprises $\sim$270 stations, the $\pm$40-min integration period yields $\sim$21 600 data points for parameters measured at all sites. For the subset of stations used in the analyses of temperature, winds, and pressure, the mean horizontal spacing of data points is 3.4, 4.3, and 4.8 km, respectively (though the density of points is variable across the domain). For the analysis of horizontal winds, from which derivative quantities are calculated, the mean station spacing to grid spacing ratio equals 1.17. This is somewhat larger than the optimum ratio of 0.3–0.5 as suggested by Koch et al. (1983); however, the experiments with different gridbox sizes suggested that grid lengths of less than 5 km produced noisy derivative fields in some parts of the domain, perhaps owing to the variability in the density of data points across the domain. The 5-km grid, therefore, represents a compromise solution, being large enough to avoid noisy derivative fields over the whole domain, but small enough to ensure that the cross-frontal gradients are adequately represented.

Analyses were produced at a temporal resolution of 5 min as the NCFR traversed the analysis domain. Gradients of the $u$ and $v$ winds were calculated, from which the relative vertical vorticity $\xi_{rel}$ and horizontal convergence $C$ were obtained. The product of $\xi_{rel}$ and $C$ gives vorticity stretching (hereafter stretching), which describes the rate of change of relative vertical vorticity associated with the divergence of the horizontal wind field. Stretching was calculated over all grid points within the domain. The domain-maximum values of convergence, vorticity, and stretching were also calculated every 5 min during the period in which the NCFR lay within the analysis domain, in order to identify any temporal trends in the magnitude of these parameters.

Time-compositing techniques have previously been used in mesoscale analyses of surface fields near tornadic storms, mesoscale convective systems, and intense extratropical cyclones (e.g., Fujita 1955, 1958; Browning and Hill 1984; Browning 2004). Some authors (e.g., Barnes 1994a,b; Koch and O’Handley 1997; Koch and Saleeby 2001) have applied more sophisticated “time-to-space” analysis techniques, in which weightings are assigned to the time-composited data, where the weighting is inversely proportional to the difference between the time of observation and the analysis time. Such techniques have the advantage that they assume only a steadily propagating system, rather than assuming strict steady-state conditions, as is the case with time-compositing.
FIG. 1. (a)–(o) Surface analysis charts showing synoptic situation in which each NCFR occurred. Date and type of each event are indicated in each panel (types are explained in section 3a of the main text).
analysis. Here, we choose the simpler time-compositing analysis, because it retains the very high resolution of data in the direction normal to the system velocity, thereby permitting maximum possible resolution of the cross-frontal gradients in surface parameters, which are the primary focus of this investigation.

The central assumption of the time-compositing analysis is that the system-relative structure has only small variations over the time-compositing period (i.e., the system is steady state, or nearly so), and therefore, time variations in parameter values observed at a single point can be assumed to equate to spatial variations in the direction of the system motion. Radar data suggest that, on the mesoscale and larger scales, the steady-state assumption is valid over the ±40-min period chosen for the time compositing. The ±40-min period also had the advantage that, given the system speeds observed in the set of cases analyzed, it provided a good coverage of data points, while generally avoiding excessive overlap between data points obtained from neighboring stations (Fig. 2).

Koch and O’Handley (1997) showed that errors resulting from uncertainties in estimation of the system velocity only lead to acceptably small analysis errors if the time-compositing period is restricted to <55 min and the uncertainty in system velocity is no larger than 25%. Since the ±40-min period used here does not adhere to Koch and O’Handley’s (1997) temporal criterion, analyses were conducted using a shorter time-compositing period of ±20 min for three cases (chosen because they exhibited large changes, during the analysis period, of vorticity stretching, as will be discussed subsequently), and results were compared with those obtained using the longer compositing period. Results showed that peak values of vorticity stretching were systematically larger with the longer integration period; for example, peak values obtained using the ±40-min period were 115%–150% of the corresponding values obtained using the ±20-min period. However, the overall trends in the vorticity stretching over the period that the NCFR crossed the analysis domain, and the time at which the largest values occurred, were relatively insensitive to the change in time-compositing period; for example, the difference in the timing of peak stretching was 18 min, on average, for the three cases.

Qualitatively, the analyses of measured parameters (temperature, pressure, and wind) appeared to be degraded in some areas when using the shorter time-compositing period, owing to the existence of larger data gaps in a few parts of the domain, which necessitated interpolation over larger areas (a consequence of the shorter line of data points obtained from individual stations when using the shorter time-compositing period). Since the relative values of the derived parameters and their temporal evolution showed little sensitivity to the choice of time-compositing period, and because the analyses were qualitatively more coherent with the longer compositing period, the ±40-min period was used for subsequent analysis.

To gain an estimate of the uncertainty in system velocity across the chosen analysis domains, NCFR segment velocity was analyzed at various times during the period in which the NCFR traversed the analysis domain, and at various, widely spread locations within the domain, for three cases. The cases were selected on the basis that nonnegligible variations were apparent in loops of radar data. Since such variations were not readily apparent in some of the other analyzed cases, the sample likely has greater-than-average uncertainty in system velocity compared to all 15 cases analyzed. Over the three cases, the mean uncertainty in segment speed was ±14% with a mean uncertainty in the direction of movement of ±7.9°. For all three cases, surface analyses were constructed from time-composited data using the maximum- and minimum-observed segment speed. Results indicated that, while

![Fig. 2. Illustration of data points obtained after time-to-space mapping over a period of 80 min, centered on 1430 UTC 29 Nov 2011. Colors show altitude-corrected temperatures. Large dots indicate station locations. Data points are calculated and displayed at 5-min intervals, for clarity of viewing.](image-url)
the exact alongfront location of the individual peaks in vorticity and horizontal convergence was influenced by the choice of segment velocity, the overriding mesoscale structure of these fields in the alongfront direction was unaffected. Furthermore, temporal trends in domain-maximum values of vertical vorticity, horizontal convergence, and vorticity stretching were not significantly affected by the choice of system velocity. For example, on average over the three cases, the magnitude of individual peaks in vorticity stretching varied by 13%, and their time of occurrence by 15 min, between analyses generated using the smallest- and largest-observed segment speeds.

To minimize the effects of systematic observation biases at specific sites, a number of corrections were made to the data. First, temperature was corrected for altitude assuming a saturated adiabatic lapse rate. Radiosonde data indicated near-surface lapse rates were generally between the dry and saturated adiabatic lapse rates; therefore, the saturated adiabatic assumption would lead to a small underestimate of near-sea-level temperatures (the resulting error should always be less than 0.5°C for the ~80% of sites located ≥150 m above sea level). The mean wind speed over all sites and all NCFR cases was calculated. This was divided by the mean wind speed at each station. A correction factor was thus obtained for each station, which was applied to all wind speed data. In practice, these corrections could not remove all site-specific bias, and initial results showed that it was also necessary to exclude wind observations from sites located at ≥400-m altitude. Additionally, data from a small number of very sheltered and very exposed sites (such as cliff-top sites) were excluded. The final subset of sites comprised approximately 267 temperature stations, 164 wind stations, and 132 pressure stations (the exact totals vary slightly from case to case, because new sites are continually being added to the network).

3. Comparison and synthesis of 15 cases

a. Temperature, wind, and pressure

An example of the surface temperature, pressure and wind fields close to an intense NCFR at 1430 UTC 29 November 2011 is shown in Fig. 3, together with the corresponding composite radar rainfall imagery (this analysis time was chosen for illustrative purposes, on the basis that the cold front lay close to the center of the analysis domain; however, similar analyses were produced at 5-min intervals over the...
period that the front traversed the analysis domain. Over much of northern England, the NCFR (marked in Fig. 3b) was embedded within a wide cold frontal rainband of width ~100 km (the western edge of the latter is located close to the west coast of northern England at analysis time). The NCFR was moving rapidly eastward (at ~18 m s⁻¹ in the direction normal to the front), while individual NCFR segments were moving toward the east-northeast. Comparison with wind profiles obtained from radiosonde and wind profiler data showed the segment motion vector was orientated 30° clockwise of the mean prefrontal wind vector in the 0.5–2.5 km above ground level layer, and moved with ~60% of the mean wind speed over the same layer (the mean values of these parameters, for all events, are 26° and 68%, respectively). The cold front is apparent in the sharp temperature gradient [2.0°C (5 km)] in the cross-front direction], near-90° wind veer and abrupt turning of the isobars across the sharp trough axis, the latter accentuated by a 2–3-hPa pressure surge over 10 km in the cross-front direction, immediately to the rear of the front. A number of details are resolved on the small mesoscale, including the eastward-bulging configuration of the front near the center of the domain, the very sharp gradients in temperature and wind direction near the apex of the bulge, and the comparatively weak gradients over the southern parts of the domain, where the frontal wind veer and temperature decrease are spread over a zone ~40 km wide in the cross-front direction. A smaller region of weaker cross-front gradients is also apparent to the north of the line bulge, in the area south of the 990-hPa contour label. Comparison with rainfall imagery shows that the sharpest gradients are generally associated with the strongest line segments, while the areas of weaker cross-front gradients tend to be associated with weaker segments, or line gaps. This is consistent with previous observations of NCFRs which have shown the strongest cross-frontal gradients in temperature, pressure, and winds to be associated with line segments, with much weaker gradients near NCFR gap regions (e.g., James and Browning 1979).

Another intense NCFR affected the United Kingdom on 22 November 2012 (Fig. 4). The surface cold front was advancing from west-northwest to east-southeast with a front-normal speed of 6.7 m s⁻¹. However, individual elements within the NCFR were moving toward the northeast (the motion vector of elements was orientated 18° clockwise of the mean prefrontal wind vector in the 0.5–2.5 km above ground level layer). Again, the surface cold front and associated NCFR are marked by a sharp gradient in temperature [generally >1.5°C (5 km)]⁻¹]. However, the configuration of the wind and pressure field is different from that on 29 November 2011. The wind veer is smaller (generally ~45°) and the wind speed drops substantially immediately behind the front. The extensive region of lighter winds to the rear of the front is associated with a region of weak pressure gradients, of width ~150 km in the front-normal direction, contrasting markedly with the strong pressure gradients to the east of the front. The postfrontal pressure surge is weak, or absent (generally ≤1 hPa). A small region of stronger postfrontal winds is evident over Dorset, England, which corresponds to the location of a line bulge (marked by an arrow in Fig. 4b), again demonstrating that the time-compositing analysis is able to resolve...
some of the small-mesoscale features along the front. The localized, marked undulation in the position of the maximum temperature gradient farther northeast along the front is not reflected in the radar-observed NCFR, and is likely an artifact of the time-compositing analysis; a consequence of the fact that the motion of the NCFR was not entirely uniform along its length. This feature highlights the fact that small features in the time-composited and interpolated fields need to be confirmed in other datasets, or by consideration of their temporal coherence, before they can be analyzed with confidence.

Similar plots were produced for the remainder of the 15 NCFRs selected for analysis. In all cases, the NCFR was marked by a narrow (~5–10 km wide) zone of strong temperature gradients (domain-maximum values exceeded 0.5°C km⁻¹ over 5 km in the cross-front direction; see Table 1). Prefrontal winds were reasonably homogenous over the domain, and in all cases were orientated nearly parallel to (generally making an angle of less than 20° with) the front. In contrast, the postfrontal wind and pressure fields exhibited marked variability from case to case and, sometimes, within the analysis domain for individual cases. Estimates of the mean pre and postfrontal wind speeds were obtained from contour plots of wind speed, generated by time-compositing and interpolation of the data onto a 5-km grid (i.e., in the same way that the temperature, pressure, and wind vector plots in Figs. 3a and 4a were generated). These analyses were produced at 10- or 20-min intervals over the period that the NCFR traversed the analysis domain (larger intervals being used for events in which the cold front was slower to traverse the domain). Mean values of pre- and postfrontal wind speeds were estimated by taking the average of the maximum and minimum values observed within 30 km of the front (as defined by the zone of maximum wind veer) at each analysis time. Event averages were then obtained by taking the mean values over all analysis times. The mean postfrontal wind speeds and the range of values observed in each case are given in Table 1. The mean cross-frontal wind veer magnitude was analyzed from the raw data by calculating the maximum wind veer over 10 min at each site and taking the mean over all stations within the domain in each case. In this small sample, the cases appear to occupy distinct regions in the parameter space described by the ratio of prefrontal to postfrontal wind speed versus the wind-veer magnitude (Fig. 5). For the purposes of the subsequent analysis it is useful to split the cases into two types: cases in which the postfrontal wind speed remains strong, relative to the prefrontal wind speed (hereafter called type A), and cases in which wind speeds decrease markedly on frontal passage (type B). The type-A cases may be subdivided according to the magnitude of wind veer across the front. The three resulting types are as follows:

- Large-veer, strong postfrontal winds (“type A₉V”); circles in Fig. 5): little or no decrease in wind speed postfront (an increase occurring in some cases), large wind veer (≥45° and locally near 90°) and marked postfrontal pressure surge (as in Fig. 3).
- Small-veer, strong postfrontal winds (“type A₅V”; squares in Fig. 5): little or no decrease in wind speed postfront, small wind veer (generally ≤45°–50°) (e.g., the NCFR of 8 December 2011; Fig. 6)
- Weak postfrontal winds (“type B”; triangles in Fig. 5): marked decrease in wind speed immediately postfront (postfrontal wind speed <50%–60% of prefrontal wind speed), variable magnitude of wind veer, and little or no postfrontal pressure surge (as in Fig. 4).

Analysis of a much larger sample of cases would be required in order to ascertain whether the separation of cases among categories A and B in Fig. 5 is generally true of NCFRs. Furthermore, the NCFRs analyzed herein sometimes exhibited variation in type along their length, and sometimes evolved from one type to another, as will be discussed. The types allocated here (and the values shown in Fig. 5) are indicative of the dominant type in each case, assessed over the whole analysis domain. Consideration of Fig. 5, and the subsequent analysis of the 15 cases, indicates that the different types have some relevance to the dynamics of each NCFR.

Table 1 lists the type of each NCFR analyzed, with the values of various parameters relating to the wind and pressure fields in each case. All of the tornadic NCFRs were of type A₉V, at least along the part of the NCFR that the tornadoes occurred. The 12 September 2012 case differed from other A₉V cases in that prefrontal winds were weak. However, in common with the other A₉V events, this NCFR possessed a large wind veer (locally near 90°) and an abrupt pressure surge immediately to the rear of the line. The synoptic situation on 12 September 2012 was atypical for a NCFR, and satellite and radiosonde data suggest that it may have been an example of a split cold front (e.g., Browning and Monk 1982; Browning 1995). This could explain the absence of a well-defined prefrontal low-level jet and associated strong alongfront component of prefrontal winds at low levels, such as is usually observed ahead of NCFRs associated with rearward-sloping
Table 1. Attributes of the 15 analyzed NCFRs (see main text for details). Numbers in parentheses indicate the observed ranges of the line-normal wind speeds postfront (within an area bounded by the NCFR and an imaginary line located 30 km to the rear of, and parallel to, the NCFR). The mean values of each parameter for tornadic (A_{LV}) and nontornadic (A_{SV} and B) cold fronts are given in the last two rows. Boldface type indicates that the differences between tornadic and nontornadic values are significant at the 95% level; italicized type indicates differences are significant at the 99% level. NS denotes values that could not be calculated because of a lack of representative sounding data.

<table>
<thead>
<tr>
<th>Date</th>
<th>Type</th>
<th>Tornadic [yes (Y)/no (N)]</th>
<th>Mean domain-maximum convergence (10^2 s^-1)</th>
<th>Mean domain-maximum vorticity (10^3 s^-2)</th>
<th>Mean domain-maximum stretching (10^5 s^-2)</th>
<th>Absolute maximum stretching (10^5 s^-2)</th>
<th>0–1-km N^2 (s^-2, 10^-4) prefront</th>
<th>0–2.5-km above ground level bulk shear magnitude (m s^-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 Nov 2011</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.71</td>
<td>1.82</td>
<td>0.21</td>
<td>0.45</td>
<td>-0.798</td>
<td>23</td>
</tr>
<tr>
<td>8 Dec 2011</td>
<td>A_{SV}</td>
<td>N</td>
<td>1.34</td>
<td>1.18</td>
<td>0.09</td>
<td>0.14</td>
<td>1.848</td>
<td>0</td>
</tr>
<tr>
<td>11 Dec 2011</td>
<td>B</td>
<td>N</td>
<td>0.77</td>
<td>0.87</td>
<td>0.04</td>
<td>0.10</td>
<td>0.547</td>
<td>59</td>
</tr>
<tr>
<td>12 Dec 2011</td>
<td>A_{SV}</td>
<td>N</td>
<td>1.24</td>
<td>1.25</td>
<td>0.08</td>
<td>0.24</td>
<td>1.131</td>
<td>1</td>
</tr>
<tr>
<td>23 Dec 2011</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.29</td>
<td>1.53</td>
<td>0.15</td>
<td>0.48</td>
<td>-0.090</td>
<td>14</td>
</tr>
<tr>
<td>3 Jan 2012</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.87</td>
<td>1.78</td>
<td>0.19</td>
<td>0.40</td>
<td>-0.478</td>
<td>14</td>
</tr>
<tr>
<td>25 Jan 2012</td>
<td>B</td>
<td>N</td>
<td>0.87</td>
<td>0.93</td>
<td>0.05</td>
<td>0.13</td>
<td>0.337</td>
<td>11</td>
</tr>
<tr>
<td>29 Aug 2012</td>
<td>A_{LV}</td>
<td>Y</td>
<td>0.99</td>
<td>1.06</td>
<td>0.07</td>
<td>0.25</td>
<td>-1.084</td>
<td>14</td>
</tr>
<tr>
<td>12 Sep 2012</td>
<td>A_{LV}</td>
<td>Y</td>
<td>0.97</td>
<td>1.13</td>
<td>0.05</td>
<td>0.09</td>
<td>-0.102</td>
<td>187</td>
</tr>
<tr>
<td>31 Oct 2012</td>
<td>B</td>
<td>N</td>
<td>0.82</td>
<td>0.94</td>
<td>0.04</td>
<td>0.07</td>
<td>-1.174</td>
<td>123</td>
</tr>
<tr>
<td>22 Nov 2012</td>
<td>B</td>
<td>N</td>
<td>0.98</td>
<td>0.82</td>
<td>0.04</td>
<td>0.10</td>
<td>-0.488</td>
<td>33</td>
</tr>
<tr>
<td>29 Dec 2012</td>
<td>B</td>
<td>N</td>
<td>0.87</td>
<td>0.99</td>
<td>0.06</td>
<td>0.17</td>
<td>0.151</td>
<td>0</td>
</tr>
<tr>
<td>29 Jan 2013</td>
<td>B</td>
<td>N</td>
<td>0.96</td>
<td>1.16</td>
<td>0.07</td>
<td>0.18</td>
<td>0.026</td>
<td>0</td>
</tr>
<tr>
<td>18 Dec 2013</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.78</td>
<td>1.91</td>
<td>0.20</td>
<td>0.40</td>
<td>-0.373</td>
<td>16</td>
</tr>
<tr>
<td>25 Jan 2014</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.57</td>
<td>1.54</td>
<td>0.14</td>
<td>0.32</td>
<td>NS</td>
<td>27</td>
</tr>
<tr>
<td>Tornadic mean</td>
<td></td>
<td></td>
<td>1.45</td>
<td>1.54</td>
<td>0.14</td>
<td>0.34</td>
<td>-0.488</td>
<td>51</td>
</tr>
<tr>
<td>Nontornadic mean</td>
<td></td>
<td></td>
<td>0.98</td>
<td>1.02</td>
<td>0.06</td>
<td>0.14</td>
<td>0.297</td>
<td>28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Type</th>
<th>Tornadic [yes (Y)/no (N)]</th>
<th>Largest temperature gradient over 5 km in cross-front direction (°C km^-1)</th>
<th>Largest postfront pressure increase over 10 km in cross-front direction (hPa)</th>
<th>10-min wind veer (°)</th>
<th>Postfrontal wind speed/prefrontal wind speed</th>
<th>Mean line-normal wind speed postfront (m s^-1)</th>
<th>Rate of advance of NCFR in direction normal to its length (m s^-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 Nov 2011</td>
<td>A_{LV}</td>
<td>Y</td>
<td>0.98</td>
<td>3.30</td>
<td>80.4</td>
<td>0.99</td>
<td>12.5 (10–15)</td>
<td>17.7</td>
</tr>
<tr>
<td>8 Dec 2011</td>
<td>A_{SV}</td>
<td>N</td>
<td>0.87</td>
<td>2.17</td>
<td>49.0</td>
<td>0.92</td>
<td>7 (6–8)</td>
<td>12.7</td>
</tr>
<tr>
<td>11 Dec 2011</td>
<td>B</td>
<td>N</td>
<td>0.72</td>
<td>0.95</td>
<td>42.2</td>
<td>0.47</td>
<td>3.5 (2–5)</td>
<td>10.8</td>
</tr>
<tr>
<td>12 Dec 2011</td>
<td>A_{SV}</td>
<td>N</td>
<td>0.95</td>
<td>2.07</td>
<td>43.0</td>
<td>1.21</td>
<td>8.5 (7–10)</td>
<td>15.7</td>
</tr>
<tr>
<td>23 Dec 2011</td>
<td>A_{LV}</td>
<td>Y</td>
<td>0.73</td>
<td>2.01</td>
<td>100.8</td>
<td>1.27</td>
<td>11.5 (9–14)</td>
<td>14.7</td>
</tr>
<tr>
<td>3 Jan 2012</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.34</td>
<td>3.87</td>
<td>61.1</td>
<td>0.98</td>
<td>14.5 (12–17)</td>
<td>17.9</td>
</tr>
<tr>
<td>25 Jan 2012</td>
<td>B</td>
<td>N</td>
<td>0.70</td>
<td>1.07</td>
<td>67.6</td>
<td>0.61</td>
<td>4.5 (3–6)</td>
<td>8.3</td>
</tr>
<tr>
<td>29 Aug 2012</td>
<td>A_{SV}</td>
<td>Y</td>
<td>0.91</td>
<td>1.94</td>
<td>64.4</td>
<td>1.01</td>
<td>6.5 (5–8)</td>
<td>13.4</td>
</tr>
<tr>
<td>12 Sep 2012</td>
<td>A_{LV}</td>
<td>Y</td>
<td>0.53</td>
<td>1.02</td>
<td>73.3</td>
<td>1.23</td>
<td>6 (4–8)</td>
<td>13.3</td>
</tr>
<tr>
<td>31 Oct 2012</td>
<td>B</td>
<td>N</td>
<td>0.89</td>
<td>0.40</td>
<td>64.3</td>
<td>0.50</td>
<td>2.5 (1–4)</td>
<td>5.2</td>
</tr>
<tr>
<td>22 Nov 2012</td>
<td>B</td>
<td>N</td>
<td>0.76</td>
<td>1.87</td>
<td>52.0</td>
<td>0.58</td>
<td>3.5 (1–6)</td>
<td>6.7</td>
</tr>
<tr>
<td>29 Dec 2012</td>
<td>B</td>
<td>N</td>
<td>0.59</td>
<td>1.60</td>
<td>50.3</td>
<td>0.53</td>
<td>5 (2–8)</td>
<td>9.1</td>
</tr>
<tr>
<td>29 Jan 2013</td>
<td>B</td>
<td>N</td>
<td>0.69</td>
<td>0.74</td>
<td>60.9</td>
<td>0.50</td>
<td>4.5 (2–7)</td>
<td>9.4</td>
</tr>
<tr>
<td>18 Dec 2013</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.00</td>
<td>3.12</td>
<td>72.1</td>
<td>0.99</td>
<td>12.5 (3–22)</td>
<td>21.4</td>
</tr>
<tr>
<td>25 Jan 2014</td>
<td>A_{LV}</td>
<td>Y</td>
<td>1.17</td>
<td>3.00</td>
<td>64.8</td>
<td>1.17</td>
<td>11.5 (3–20)</td>
<td>22.6</td>
</tr>
<tr>
<td>Tornadic mean</td>
<td></td>
<td></td>
<td>0.95</td>
<td>2.61</td>
<td>73.8</td>
<td>1.09</td>
<td>10.7</td>
<td>17.3</td>
</tr>
<tr>
<td>Nontornadic mean</td>
<td></td>
<td></td>
<td>0.77</td>
<td>1.36</td>
<td>53.7</td>
<td>0.66</td>
<td>4.9</td>
<td>9.7</td>
</tr>
</tbody>
</table>
fronts (Browning and Pardoe 1973; Browning et al. 1998), and as observed in the other NCFR cases analyzed herein.

b. Vorticity, convergence, and stretching

The NCFR of 29 November 2011 was marked by a line of large vertical vorticity, horizontal convergence, and vertical vorticity stretching (Fig. 7a; domain and analysis time are as in Fig. 3). Maximum values of vorticity and convergence on the 5 km $\times$ 5 km grid exceed $2 \times 10^{-3}$ s$^{-1}$ and stretching locally exceeds $0.25 \times 10^{-5}$ s$^{-2}$.

A sequence of stretching, analyzed at 15-min intervals during the period in which the NCFR crossed the country (Fig. 8), reveals persistent alongfront variations in the intensity of stretching. These variations occur on at least two, distinct horizontal scales. First, there are variations on scales close to the typical alongfront spacing of observing stations ($\sim$15–30 km). Second, there are variations on the mesoscale ($\sim$50–200 km). For example, large stretching values ($>0.01 \times 10^{-5}$ s$^{-2}$) are evident over many parts of the north Midlands and northern England, but such large values are generally absent over

---

**Fig. 5.** Scatterplot of cross-frontal wind veer vs the ratio of the wind speeds postfront to prefront. Categories $A_{LV}$, $A_{SV}$, and $B$ (circles, squares, and triangles, respectively) are described in section 3a of the main text.

**Fig. 6.** (a) 5-km gridded temperatures, winds, and pressure. (b) Composite radar rainfall imagery for 1530 UTC 8 Dec 2011 (type-$A_{SV}$ NCFR).
southern England. The mesoscale variations can be considered realistic, as demonstrated by the correspondence between the larger-scale segment-gap structure as observed by radar (Fig. 3b), and the areas of larger and smaller stretching. For example, the swathe of large stretching values over northern England corresponds to the track of a mesoscale bulge in the NCFR, the apex of which was located due west of the Humber Estuary at the analysis time (marked “B” in Fig. 7a). The ~30–40-km-wide NCFR gap located to the north of this bulging segment is reflected by an along-line minimum in the stretching (marked “G” in Figs. 7a and 8). The mesoscale regions of large stretching persist for several hours and extend over distances comfortably exceeding the length of the ±40-min line of data points obtained from any one surface station (the latter is shown in Fig. 8). Conversely, the smaller-scale variations are at least partly a consequence of the distribution of observing stations; values are largest near the lines of data points obtained from individual stations, while lower values exist where there are larger gaps in the observing station distribution in the alongfront direction, where interpolation over greater distances reduces the effective resolution of the data. Therefore, the precise locations of the individual tracks of largest vorticity stretching should not be taken literally. However, the peak values of stretching within these tracks may be considered indicative of values that might be obtained more generally, within the mesoscale swaths of larger stretching, given sufficient density of surface stations in the alongfront direction. Therefore, while the tornado and wind damage locations do not always lie along the individual tracks of largest stretching, they do all lie within the mesoscale corridors of generally large stretching values. It is the mesoscale variations in stretching magnitude along the NCFR and the temporal evolution of the peak values of stretching within these mesoscale regions of large stretching that are of interest in this study.

For the type-B NCFR of 22 November 2012, local maxima in convergence and vorticity are again apparent in some places along the NCFR (not shown); however, the maximum values are only around 30%–50% of those on 29 November 2011 (domain maximum values
of 0.5–1.25 × 10⁻³ s⁻¹). The location of the front is barely discernible in the stretching field (Fig. 7b), since values along the front are not substantially larger than elsewhere within the analysis domain. In the type-ASV NCFR of 8 December 2011, the convergence is locally large and maximum values are comparable with those observed on 29 November 2011 (>1.5 × 10⁻³ s⁻¹). However, the peak values of vorticity of ~1.3 × 10⁻³ s⁻¹ are lower than on 29 November 2011, probably owing to the smaller veer (~40°–50° vs ~80°–90°). Consequently, maximum values of stretching are intermediate between those of the type-A₁LV and type-B cases. The largest vorticity and stretching are associated with areas in which postfrontal winds are locally more veered (Fig. 7c).

When comparing domain-maximum stretching for all 15 NCFRs (Table 1), five cases stand out as having relatively large values: 29 November 2011, 23 December 2011, 3 January 2012, 18 December 2013, and 25 January 2014. These cases are all of type A₁LV. The remaining two A₁LV cases (29 August and 12 September 2012) exhibited stretching values comparable to the A₁SV and B events. In both these cases, prefrontal and postfrontal winds were weak compared to those in other A₁LV cases, resulting in comparatively weak vorticity despite the ~60°–70° wind veer and lack of reduction in wind speed on frontal passage.

c. Temporal trends in convergence, vorticity, and stretching

The 50-min-mean values of domain-maximum vorticity and stretching were calculated for all 12 NCFRs over the period that each NCFR traversed the analysis domain. In at least five of the seven tornadic NCFRs, tornadogenesis was preceded by a 1–2-h period of increasing vorticity stretching (Fig. 9a). One exception was the 12 September 2012 case, in which stretching remained small and nearly constant throughout the analysis period. On 29 August 2012, an increase in stretching was
Fig. 9. 50-min averages of (a) domain-maximum stretching, (b) domain-maximum vorticity, and (c) domain-maximum convergence at 5-min intervals during the analysis period for each event. Letters in brackets in the legend indicate the NCFR type. Circles denote the stretching and vorticity values at the time of tornado occurrence (large circles indicate two or more tornadoes occurred within a given 5-min period).
noted prior to the occurrence of tornadoes; however, it was comparatively small and a larger peak occurred earlier in the analysis period that was not apparently associated with any tornadoes. Tornadoes also tended to be associated with large vorticity (generally $>1.4 \times 10^{-3} \text{s}^{-1}$) and large convergence (generally $>1.5 \times 10^{-3} \text{s}^{-1}$) (Figs. 9b,c).

The increases in stretching were most marked on 23 December 2011 and 3 January 2012, when values increased by approximately a factor of 3 over a 2-h intensification period with peak values of $0.25–0.35 \times 10^{-5} \text{s}^{-2}$. On 29 November 2011 and 18 December 2013, intensification had likely occurred before the NCFR moved into the domain, as suggested by the already-large values at the outset of the analysis periods. In these four cases, and on 25 January 2014, the tornadoes often occurred close to (within $\sim30$ min of) the time of peak stretching (though on 23 December 2011, a later, larger peak was not associated with any reported tornadoes). In contrast, most of the nontornadic, type-B events exhibited small stretching values throughout ($<0.15 \times 10^{-5} \text{s}^{-2}$, and usually near $0.05 \times 10^{-5} \text{s}^{-2}$), with no large changes in stretching over the analysis period (Fig. 9a). Type-ASV events (also nontornadic) generally exhibited larger stretching than type-B events; however, peak stretching values even in these cases were only $\sim50\%$ of those observed in the ALV cases of 29 November 2011, 23 December 2011, 3 January 2012, and 18 December 2013.

d. Summary

Comparison of the 15 events suggests that large vertical vorticity and large horizontal convergence only occurred simultaneously where there was a large cross-frontal wind veer and strong winds pre- and postfront (i.e., type-ALV events). In the cases analyzed, and in other NCFR cases previously studied (e.g., Browning and Harrold 1970; Browning and Pardoe 1973; Browning 1990), the prefrontal flow is typically orientated nearly parallel to the NCFR. Therefore, the magnitude of cross-frontal convergence will depend largely on the magnitude of the line-normal component of winds postfront. This dependency is demonstrated by the strong positive correlation ($r^2 = 0.90$) between the mean domain-maximum convergence and the typical magnitude of the line-normal component of wind within a $30$-km-wide zone to the rear of the NCFR (Fig. 10a) (note that the latter parameter was estimated from a sequence of analyses of front-normal wind speed, using the same method as for the estimation of mean pre and postfrontal wind speeds in Fig. 5, as described in section 3a). Contributions to the line-normal convergence associated with prefrontal winds orientated with a component
of motion toward the front (e.g., as evident in some locations in Figs. 4a and 6a) did occasionally occur, but these were small in comparison to contributions associated with the postfrontal winds. The cross-front convergence is largest in type-ALV cases, since the near-90° wind veer is associated with postfrontal winds orientated nearly normal to the NCFR, and postfrontal wind speeds remain strong. In contrast, in type-B cases, the line-normal component of flow postfront is limited by the marked reduction in wind speeds postfront, in spite of the sometimes large wind veer. In type-ASV cases, wind speeds remain strong postfrontal winds orientated nearly normal to the NCFR, and postfrontal windspeeds remain strong. In type-B cases, the line-normal component of flow. The smaller cross-frontal convergence in type-ASV and -B cases may be a limiting factor for the development of very narrow (and potentially barotropically unstable) zones of extremely strong shear, such as were observed in some of the type-ALV events, as will be shown below.

A strong positive correlation also exists between the rate of advance of the NCFR in the direction normal to its length and the line-normal component of the postfrontal winds (Fig. 10b). In a NCFR-relative reference frame, inflow of prefrontal air is strongest in the faster-moving NCFRs, given the typically near-line-parallel prefrontal flow direction. The relationship between strong cross-frontal convergence (and associated stronger stretching), strong line-normal postfrontal winds, rapid line-normal forward motion, and strong line-relative inflow could help to explain the higher tornado probabilities in NCFRs with large (>15 m s\(^{-1}\)) line normal forward motions, as found in a 2003–10 climatology of linear convective systems in the United Kingdom (Clark 2013).

4. Detailed analysis of two cases: 23 December 2011 and 3 January 2012

For the NCFRs of 23 December 2011 and 3 January 2012, surface temperature, wind and pressure were further analyzed to investigate the large stretching increases. Radar reflectivity and radial wind data were also analyzed to investigate the smaller-scale (i.e., misoscale to small mesoscale) structure of the NCFR and its evolution in the regions of large, and increasing, vorticity stretching. On 23 December 2011, the wind and pressure fields exhibited type-B structure at the beginning of the analysis period (0900 UTC), with generally light winds immediately to the rear of the front. The NCFR at this time was relatively weak (rainfall rates generally <8 mm h\(^{-1}\)) and occurred only intermittently along the length of the cold front. From around 1000 UTC, postfrontal winds began to increase with a number of discrete wind maxima evident by 1100 UTC (labeled “A,” “B,” and “C” in Figs. 11a–c). The general increase in winds behind the front appears to be related to the northeastward movement along the front of a subtle frontal wave (the wave is evident as an inflection point in the front over North Wales in Fig. 11), though the exact locations of individual wind maxima appear to correspond to areas where the land track is smaller behind the front, in the direction of the postfrontal flow (investigation of the latter aspect is outside the scope of the present study, but may warrant further investigation). South of the wave apex, contraction in the cross-front direction is suggested by the increase in cross-frontal temperature gradients and narrowing of the frontal shear zone, and the NCFR began to intensify. The initial sharp increase in stretching between minutes 300 and 360 (Fig. 9a) was associated with the development of postfrontal wind maxima A and B over Wales. The second sharp stretching increase between minutes 370 and 390 (1310–1330 UTC) appears to be related to postfrontal wind speed maximum C, which developed over the Somerset area between 1200 and 1300 UTC (Figs. 11c,d). Radar data show that the line segment located at the leading edge of this wind maximum bulged forward considerably between 1300 and 1330 UTC (cf. Figs. 12a,c). It was along this bulging segment that a small tornado occurred at ~1410 UTC.

The bulging line segment was sampled at close range by a C-band (5.3-cm wavelength) Doppler radar located at Wardon Hill, Dorset (Fig. 12). At the time of the event, the radar was undertaking high-resolution (75-m range resolution, 1° beamwidth) azimuthal scans of reflectivity and radial winds. The tornado occurred only 9.4 km east-southeast of the radar. The line of wind veer (and associated cyclonic shear) along the NCFR is highlighted by the abrupt change in radial velocities (best seen at 1311 and 1331 UTC; Figs. 12b,c). At 1251 UTC, immediately prior to the bulging, a channel of strong winds is evident immediately behind the line segment (labeled with an arrow in Fig. 12a), consistent with the location of the observed maximum in surface winds over Somerset (Fig. 11c). Since the radar beam was oriented approximately normal to the NCFR in this region, a line-relative rear inflow of ~5–8 m s\(^{-1}\) can be inferred from the radial winds of 20–23 m s\(^{-1}\), given the mean rate of advance of the NCFR in the line-normal direction of ~15 m s\(^{-1}\). As the bulging ensued, a number of small (0.5–2-km diameter) cyclonic vortices formed along the line segment (labeled in Fig. 12). The vortices were visible as small, but well-defined, perturbations in the shear line and, at times, a dipole comprising a local maximum and minimum in radial velocity (e.g., see vortex “D” in Fig. 12b and vortices “G” and “H” in Fig. 12d). The vortices generally formed near to
the apex of the bulge and moved gradually to the north of the apex before weakening (Fig. 13). The spacing of vortices along the line was fairly regular. For vortices forming as a result of HSI, theory predicts that the spacing of vortices should be $\sim 7.5$ times the width of the shear zone (Miles and Howard 1964). Given an observed shear zone width of $0.62 \pm 0.27$ km near the apex of the bulging segment, a vortex spacing of $4.7 \pm 2.0$ km would be expected, which is in good agreement with the mean observed vortex spacing of $5.13$ km (standard deviation of $1.68$ km).

The observed increases in vorticity and vorticity stretching in the 3 January 2012 case can similarly be linked to changes in the wind speed and direction immediately to the rear of the NCFR. Again, these changes apparently occurred in association with a low-amplitude wave which moved east-northeast along the front. The wave is not evident in surface analysis charts (Fig. 1f). However, in composite radar imagery (Fig. 14), its apex is marked by a subtle but persistent inflection point in the line (marked by a “W” in Fig. 14), which moved northeast along the front between 1000 and 1200 UTC. To the northeast of the wave apex, the pressure and wind fields generally exhibited a type-ASV configuration (Fig. 15a), with strong pre- and postfrontal winds but relatively small cross-frontal veering (generally $\leq 45^\circ$).
However, immediately to the southwest of the wave apex, postfrontal winds increased slightly in speed, and veered from westerly to northwesterly between 1000 and 1200 UTC (cf. Figs. 15a,c). At the same time, a postfrontal pressure surge developed, such that the wind and pressure fields here were of type-ALV configuration by 1100 UTC. The relatively strong, veered winds were restricted to a narrow strip immediately behind the front, no more than 20–30 km wide.

A sequence of vorticity stretching over southern England highlights the associated development of large stretching values along the NCFR southwest of the wave apex between 1000 and 1200 UTC (Fig. 16). The largest values developed over central-southern England around 1100 UTC, and then progressed east-northeast through the London area and into parts of East Anglia. Most of the tornadoes occurred within this corridor of large stretching values.

Sequences of radar data show a fracturing of the NCFR to the southwest of the wave apex into a number of line segments and gaps between 1100 and 1300 UTC (cf. Figs. 14b,d). A closer view of the fracturing process along part of the NCFR is provided by the Chenies, Buckinghamshire, Doppler radar. At 1113 UTC, the wave apex was located ~30 km west of the radar (note the associated line gap and overlapping line segments in Fig. 17a). With the exception of the line gap associated with the wave apex, the NCFR was unbroken and fairly two-dimensional over the area within range of the radar (the apparent line breaks in the area north of the radar are due to beam occultation over several narrow segments). The associated line of cyclonic wind shear is also strongly two-dimensional along both segments, with a general absence of structure in the alongfront direction. Although the presence of misoscale vortices along the shear line at this time cannot be ruled out (resolution limitations of the radar data preclude observation of vortices <~2 km in diameter beyond ~50-km range), the overall structure of the line contrasts with that observed at 1147 UTC (Fig. 17b). A number of undulations, of wavelength of ~10 km, are evident along the shear line to the southwest of the radar, associated with a pair of cyclonic vortices (labeled A and B). The undulations grew from initially small perturbations, first evident around 1120 UTC. The growing perturbations occurred along the section of NCFR located immediately southwest of the wave apex, within the corridor of large stretching values (Fig. 16). A line gap formed in the vicinity of vortex A and another gap eventually formed in the vicinity of vortex B, though only after further vortex weakening and broadening had occurred, leaving an ill-defined area of weaker cross-frontal shear. By
1240 UTC (not shown), the gaps associated with each
tornado had merged leaving a larger gap of width ~12 km
in the along-line direction.

The localized perturbations in the line to the east and
northeast of the radar at 1208 UTC (marked as C and D
in Fig. 17c) suggest the presence of other, smaller vor-
tices elsewhere along the NCFR, but resolution limita-
tions and noise in the velocity data prevent their positive
identification. Vortex C was associated with a short-
lived tornado near Hainault at ~1200 UTC, while vortex
D produced a suspected tornado at Great Waltham at
approximately the same time. The other reported tor-
nadoes in this case occurred out of range of the Doppler
radar. As on 23 December 2011, no anticyclonic vortices
were observed, but confidence that none occurred is
lower than on 23 December 2012 owing to the lower
resolution of the available Doppler radar data.

In summary, the detailed analysis of these two cases
has shown that vorticity stretching increases along the
NCFR were associated with a veering and/or increase in
speed of the postfrontal winds. Doppler radar data show
that, near these evolving postfrontal wind features, the
NCFR vortex sheet became narrow, intense, and prone
to misocyclone development. The occurrence, within
20–30 min, of five tornadoes at widely spread points
along the NCFR in the 3 January 2012 case suggests
that increases in vorticity and the associated miso-
vortexgenesis occurred nearly simultaneously along
a section of the line at least 200 km in length. Therefore,
a link is evident between the evolution of the postfrontal
wind field and associated increases in cross-line vertical
vorticity on the mesoscale and the genesis of vortices
and genesis of tornadoes in association with some of
those vortices) on the misoscale.

The observations provide some limited evidence that
HSI may have been responsible for the development of
misocyclones and their associated tornadoes in these
cases. For example, single-signed, cyclonic vortices were
observed in both cases, with a regularly spaced line of
cyclonic vortices generated in the 23 December 2011
case. The apparent absence of anticyclonic vortices in
both cases is suggestive of HSI, since the alternative
genesis mechanism of horizontal vortex tilting by lo-
calized updrafts or downdrafts on the line would result
in cyclonic–anticyclonic vortex pairs, at least in the ini-
tial phase of development (Trapp and Weisman 2003).

The lack of variability in reflectivity on the misoscale
within line segments exhibiting misocyclone develop-
ment (e.g., Fig. 12) suggests an absence of well-marked,
localized updraft and downdraft maxima on this scale,
which would be required for the generation of misoscale
vortices by the tilting of horizontal vorticity, either as-
powered with the ambient vertical wind shear or with
density gradients across the leading edge of the line.

Nevertheless, the occurrence of the tilting mechanism
cannot be ruled out given the observations available.
The vertical wind shear in the prefrontal environments of most tornadic NCFRs was within the range of values known to support strong leading line vortices in modeled quasi-linear convective systems [e.g., Weisman and Trapp (2003); i.e., 0–2.5-km above ground level shear exceeding 20 m s\(^{-1}\); see Table 1]. However, the shear magnitude also exceeded 20 m s\(^{-1}\) in half of the non-tornadic cases, and no significant difference in mean shear magnitude was found between the tornadic and nontornadic NCFRs. It is plausible that on the mesoscale, the tilting of horizontal vorticity by differential vertical motions along the line could modulate the magnitude of vertical vorticity. If updrafts were maximized near the apex of mesoscale bulges along the line, as suggested by the generally larger values of horizontal convergence near mesoscale line bulges, tilting of baroclinic horizontal vorticity would act to increase (decrease) vertical vorticity north (south) of the bulge apex. Another possibility, as suggested by the presence of local minima in the postfrontal temperature fields in some cases (e.g., Fig. 15c), is that the magnitude of baroclinic horizontal vorticity is variable along the line. The relative magnitude of the baroclinic horizontal vorticity and the horizontal vorticity associated with the vertical wind shear influences the angle and depth of updrafts at the leading edge of the line (e.g., Weisman 1993); deeper and more vertical updrafts result when the vorticity associated with each is approximately balanced, increasing the magnitude of vertical vortex stretching (e.g., Weisman and Trapp 2003). In cases where the NCFR updrafts are generally forward sloping, as might be associated, for example, with strong vertical shear in the direction normal to the line, an enhanced cold pool could act to increase the verticality of frontal updrafts.

In the absence of direct observations, or of short-range, high-resolution model predictions of vertical motions in the studied cases, the relative importance of these and other possible vortexgenesis mechanisms cannot be explored. Idealized simulations of NCFRs, in which postfrontal winds are systematically adjusted on different spatiotemporal scales, or real-data simulations in which the mesoscale bulges in the NCFR are evident in the model data, could provide insight.

The bulging configuration of the tornadic line segment on 23 December 2011, and of the NCFR southwest of the wave apex on 3 January 2012, suggest a subtle acceleration of the line on the mesoscale in each case. This acceleration may be related to the development of stronger line-normal, postfrontal winds near these sections of NCFR, associated with the evolving postfrontal wind features previously described (e.g., recall the strong relationship found between the line-normal, postfrontal

![Fig. 14. Composite rainfall radar imagery for (a) 1000, (b) 1100, (c) 1200, and (d) 1300 UTC 3 Jan 2012. The W indicates location of wave apex. Rainfall rate scale is given in Fig. 6.](image-url)
FIG. 15. Surface temperature (shaded) and wind vectors for (a) 1000, (b) 1055, and (c) 1150 UTC 3 Jan 2012. Solid blue contours show wind speed (contours at 2 m s$^{-1}$ intervals for wind speeds $\geq$17 m s$^{-1}$) and red contours show wind direction (290° dashed, 300° solid). Location of wave apex is indicated by W in each panel.
winds and the overall rate of advance of the front in the
direction normal to its length; Fig. 10b). These features
are reminiscent of the bulges that sometimes form along
the leading edge of quasi-linear convective systems, such
as the individual bulges that comprise a line echo wave
pattern (Nolen 1959), or bow echoes that are embedded
within larger-scale quasi-linear convective systems (e.g.,
Przybylinski and DeCaire 1985; Johns and Hirt 1987;
Klimowski et al. 2004). In the analyzed cases, the resulting
change in line-normal forward motion was generally only
a small fraction of the total line-normal forward motion.
However, in extreme cases, the time-compositing analysis
could break down if the local system motion vector de-
viates substantially from the mean system motion vector.

In the two cases analyzed in detail, the observed
changes in postfrontal winds and the associated vorticity
and stretching increases appeared to be related to the
development, or movement along the front, of subtle
frontal waves. An open question is whether the waves
are a consequence of dynamical processes internal to the
frontal rainband, or of external factors, such as a re-
sponse of the wind field to dynamic forcing in the vicinity
of the NCFR (e.g., Browning and Reynolds 1994; Brown-
ing et al. 1997). Evaporative cooling in the wide
cold frontal rainband (e.g., Matejka et al. 1980; Ferris
1989; Browning 1990), is one mechanism by which
stronger postfrontal winds could develop; locally en-
hanced cooling and associated descent could increase
low-level divergence behind the line, thereby increasing
rear inflow in the zone between the region of maximum
divergence and the NCFR. The existence of a stronger
pressure surge behind the NCFR in the type-A_{LV} cases
(Table 1) would be consistent with the idea of stronger
evaporative cooling in these cases than for type-B
events, since hydrostatic pressure increases would be
expected where cooling occurs, and possibly even non-
hydrostatic pressure increases, as described by Marsham
et al. (2010). The mean value, over the seven type-A_{LV}
cases analyzed, of the largest observed pressure increase
over a line-normal distance of 10 km postfront was
2.61 hPa. This compares to 1.11 hPa for the type-B cases
(values for individual cases are given in Table 1). A t test
showed the difference in maximum-observed 10-km
pressure increase between type-A_{LV} and type-B cases
to be significant at the 99% level.

5. Role of stability and horizontal shear

Of the tornadic NCFRs analyzed, those of 29 August
and 12 September 2012 were unusual in that they
exhibited comparatively small vorticity and vorticity
stretching. Given that these events occurred in late
summer, it is feasible that the environmental static sta-
bility was lower than in many of the late autumn and
winter NCFRs. Moore (1985) describes a theoretical
model of the instability of NCFRs, dependent on the
static stability in the rainband, its vorticity, and other
parameters such as the aspect ratio of depth to cross-
frontal width. Moore (1985) found that in general, in-
stabilities can have the characteristics of convective
(“gravity”) modes, dominated by vertical circulations and
the potential energy of the basic state, or the characteristics
of sheared (“shear gravity”) modes, dominated by the
horizontal motion and the kinetic energy of the shear zone.
The sheared mode therefore naturally represents an extension of the pure “HSI” model to a convecting system. The sheared mode in particular tends to be stabilized when the frontal zone has a shallow aspect ratio: in interpreting our results in relation to Moore’s (1985) theoretical model, we can note that horizontal convergence and vertical stretching will lead to a deeper aspect ratio of the frontal zone, favoring the sheared mode of frontal instability, and will tend to increase the available kinetic energy for sheared modes. Indeed, Doppler radar data suggested an aspect ratio of >1, locally, along the shear zone in the 23 December 2012 NCFR. For a given aspect ratio, Moore (1985) characterized the solutions according to the ratio of the vorticity of the shear zone $\xi$ to the saturated Brunt–Väisälä Frequency $N_s$ in the shear zone, finding that the sheared mode existed for high ratios of $\xi/N_s$.

An estimate of $N_s$ for each of the 15 analyzed NCFRs was obtained from representative radiosonde data.

![Fig. 17. (a)–(c) Sequence of (left) radial velocity and (right) reflectivity images from the Chenies (Buckinghamshire) Doppler radar. Radar location is in center of each panel, and data are shown to a range of 100 km. Reflectivity and velocity scales are as in Fig. 12.](image-url)
assessed as those that sampled the pre-NCFR environment and were within 300 km of the NCFR at the time of the sounding; the mean distance ahead of the NCFR was 90 km). The soundings were modified using observed surface temperatures immediately ahead of the line, and the mean $N_2^s$ in the 0–1-km layer was estimated using the following equation:

$$N_2^s = \frac{g}{\theta_e(z_0)} \left[ \frac{\theta_e(z_0) - \theta_{es}(z_1)}{h(z_0) - h(z_1)} \right],$$

where $\theta_e$ is the equivalent potential temperature, $\theta_{es}$ is the saturated equivalent potential temperature, and $h$ is the geometric height. Subscripts $z_0$ and $z_1$ denote values at the lower and upper bounds of the 0–1-km layer, and $N_2^s$ can take both positive and negative values. The 29 August 2012 NCFR was associated with lower saturated static stability than in all but one of the analyzed cases, but on 12 September 2012 the stability was close to the mean value for all cases (Fig. 18). In general, however, it may be inferred from Fig. 18 that tornadoes occur when the ratio of $\xi/N_2$ is relatively high. Tornadic lines all exhibited potential instability in the 0–1-km layer (negative values of $N_2^s$), suggesting that potential instability may be a requirement for tornadogenesis. The occurrence of nontornadic lines in unstable conditions with low $\xi$, however, suggests that the vorticity must also be above some threshold value for tornadogenesis to occur.

6. Conclusions

Application of a time-compositing technique to 1-min-resolution surface data and interpolation onto a 5-km grid has yielded surface analyses capable of resolving much of the small-mesoscale structure in surface parameter fields near to NCFRs, in addition to some ~kilometer-scale features in the cross-front direction. Although NCFRs were all associated with strong gradients in the wind and temperature fields, large differences were evident in the post-NCFR pressure and wind fields from case to case. In contrast, the pre-NCFR wind fields exhibited less variability, with the flow typically oriented nearly parallel to (within ~20° of) the NCFR, in agreement with previous studies. Three basic configurations of the wind field were identified (though a spectrum of types likely exists). At scales resolvable by the analyses, the magnitude of vorticity, convergence, and vorticity stretching along the NCFR, and the associated potential for mesocyclone genesis and tornadogenesis, appear to be controlled primarily by the configuration of the postfrontal flow. In summary:

- Large values of convergence, vorticity, and vorticity stretching only occurred where wind speeds were strong in both the pre- and postfront environment and the cross-frontal wind veer was large (optimally near 90°) (i.e., type ALV NCFRs). Tornadoes occurred in all seven such cases analyzed.
- Smaller values of vorticity and vorticity stretching occurred where the wind veer was small (<~40°–50°), or the winds fell light immediately postfront (type ASV and B cases, respectively). Such events were apparently not conducive to tornado occurrence.
- NCFRs that produced several tornadoes generally exhibited a well-defined period of increasing vorticity.
stretches, with the tornadoes occurring near the time of maximum vorticity stretching.

- Increases in vorticity stretching were found to be associated with a progressive veering of winds and/or an increase in wind speed immediately behind mesoscale sections of the NCFR (i.e., an evolution in the wind field from types ASV or B to type ALV).
- In two such cases, misocyclones were observed to develop along the frontal shear zone during the latter stages of vorticity-stretching increase, some of which were collocated with the recorded locations of the tornadoes.
- All seven tornadic NCFRs exhibited conditional instability in the prefrontal environment (negative $N_s^2$), suggesting that this may be a necessary condition for tornadogenesis. Moreover, the two cases of conditional instability that did not produce a tornado both exhibited small vertical vorticity. Analysis of a greater number of cases would be needed to more clearly establish whether a functional relationship controlled by $\xi/N_s$ (Moore 1985) can act as a criterion for tornadogenesis.

Although a detailed investigation of the processes leading to changes in postfrontal winds is beyond the scope of this paper, the results suggest that the development and movement along the front of frontal waves may be involved. Further research is required to identify the relevant dynamical processes leading to such changes. Another open question to be addressed by future research is whether the type of wind and pressure field near the NCFR has any relation to the parent cyclone.

Finally, the results of this study indicate that there is great potential in the use of the 1-min automatic weather station data, in a time-compositing analysis technique, to analyze atmospheric fields over the United Kingdom at the 5-km scale for weather systems that have relatively slow system-relative evolution. Future work should consider automation of the procedure, including optimization of the system propagation vector and interpolation scales, and the possible use of more sophisticated “time-to-space” analysis schemes such as the Barnes’s scheme (Barnes 1994a).
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