The Unexpected Rapid Intensification of Tropical Cyclones in Moderate Vertical Wind Shear. Part II: Vortex Tilt

DAVID R. RYGLICKI, JAMES D. DOYLE, YI JIN, DANIEL HODYSS, AND JOSHUA H. COSSUTH

Naval Research Laboratory, Monterey, California

(Manuscript received 19 January 2018, in final form 7 August 2018)

ABSTRACT

We investigate a class of tropical cyclones (TCs) that undergo rapid intensification (RI) in moderate vertical wind shear through analysis of a series of idealized model simulations. Two key findings derived from observational analysis are that the average 200–850-hPa shear value is 7.5 m s$^{-1}$ and that the TCs displayed coherent cloud structures, deemed tilt-modulated convective asymmetries (TCA), which feature pulses of deep convection with periods of between 4 and 8 h. Additionally, all of the TCs are embedded in an environment that is characterized by shear associated with anticyclones, a factor that limits depth of the strongest environmental winds in the vertical. The idealized TC develops in the presence of relatively shallow environmental wind shear of an anticyclone. An analysis of the TC tilt in the vertical demonstrates that the source of the observed 4–8-h periodicity of the TCAs can be explained by smaller-scale nutations of the tilt on the longer, slower upshear precession. When the environmental wind shear occurs over a deeper layer similar to that of a trough, the TC does not develop. The TCAs are characterized as collections of updrafts that are buoyant throughout the depth of the TC since they rise into a cold anomaly caused by the tilting vortex. At 90 h into the simulation, RI occurs, and the tilt nutations (and hence the TCAs) cease to occur.

1. Introduction

Through a series of satellite and model analyses, Ryglicki et al. (2018; hereafter Part I) presented a class of tropical cyclones (TCs) that underwent rapid intensification (RI; 30 kt or $\sim$15 m s$^{-1}$ increase in 24 h) in an environment featuring moderate vertical wind shear (5–10 m s$^{-1}$; Rios-Berrios and Torn 2017), contrary to climatological expectations of vertical wind shear and RI (i.e., Gray 1968; Zeng et al. 2008; Kaplan et al. 2010; Wang et al. 2015). Members of this TC class include 1997 eastern Pacific (EPAC) Guillermo, 2008 EPAC Hernan, 2008 EPAC Norbert, 2012 EPAC Fabio, 2015 EPAC Hilda, and 2015 northern Atlantic (NATL) Joaquin. On average, these storms developed in 7.5 m s$^{-1}$ of Statistical Hurricane Intensity Prediction System (SHIPS)-analyzed shear (DeMaria et al. 2005), a value that is roughly one to two standard deviations, depending on the specific basin, above the climatological mean for storms that undergo RI (Kaplan et al. 2010). This study explores the tilt in TCs of this class and its relationship with the convective features seen in Part I.

Strong vertical wind shear is generally thought to be overwhelmingly negative for the development and intensification of TCs (McBride and Zehr 1981; Bender 1997). This view is well reasoned and well supported, given the plethora of previous works—both observations and models—that establish how vertical wind shear both dynamically and thermodynamically affects TC evolution in negative ways. Vertical wind shear can weaken a TC through ventilation of the warm core aloft (Frank and Ritchie 2001; Knaff et al. 2004); through the midlevel entrainment of dry air (Simpson and Riehl 1958; Cram et al. 2007; Tang and Emanuel 2010; Ge et al. 2013); through the interruption of moist inflow at low levels through flushing of the boundary layer with cold pools (Riemer et al. 2010); by upper-level convergence on the upshear side of the storm (Xu and Wang 2013); or via a combination of all of the above as the secondary circulation, in an azimuthal mean sense, is altered negatively at nearly all levels in the storm (Riemer and Laliberté 2015).

A major reason why the secondary circulation is altered negatively is due to the localization of convection in
a sheared TC, usually downshear left (Reasor et al. 2013). There have been several mechanisms proposed in the literature discussing this convective anomaly (Willoughby et al. 1984; DeMaria 1996; Frank and Ritchie 1999, 2001; Corbosiero and Molinari 2003; DeHart et al. 2014). These proposed mechanisms include a thermally balanced response to tilting (Jones 1995; DeMaria 1996), a compensating low-level vorticity mechanism (Willoughby et al. 1984), upper-level differential vorticity advection (Frank and Ritchie 1999, 2001), or a localized boundary layer spinup due to the tilt (Riemer et al. 2010, 2013). This localization of convection limits the preferred areas of vertical motion, a factor that could potentially limit any of the existing proposed intensification mechanisms, such as the Wind-Induced Surface Heat Exchange theory (WISHE; Rotunno and Emanuel 1987) or the rotating convective paradigm (Smith and Montgomery 2015).

Despite the overwhelming negative influences of vertical wind shear, there are times where variations in the details of the environmental wind profile can change the intensification pathway of TCs. Onderlinde and Nolan (2016), for example, demonstrated how the helical structure of the background wind can alter intensity characteristics. Rappin and Nolan (2012) discussed how shear orientation can affect genesis and subsequent intensification. Finally, Elsberry and Jeffries (1996) and Finocchio et al. (2016) argued that the depth of the environmental flow can have significant impacts on intensification. Of the six “atypical RI” TCs analyzed in Part I, all of them underwent RI in proximity to an upper-level anticyclone. Part I argued that given the structural differences between tropopause cyclonic and anticyclonic potential vorticity (PV) anomalies (Hoskins et al. 1985; Wirth 2001), the strongest environmental winds associated with anticyclones are likely to be confined to a similar layer as the outflow from the TC—usually around 200 hPa (Merrill and Velden 1996). Part I also demonstrated that before the eyes appeared in infrared (IR) and water vapor (WV), each storm exhibited what we referred to as a tilt-modulated convective asymmetry (TCA). TCAs, as diagnosed by cloud-top temperatures colder than −70°C, are cloud structures that are responsible for approximately 10 000–15 000-km² changes in cloud cover, that expand upshear, and, most importantly for the purposes of this study, that appear with periods between 4 and 8 h. A series of numerical simulations in this second part are analyzed to quantify further the dynamics and characteristics, including the vertical structure, of this class of TCs that undergo RI in the presence of moderate vertical wind shear. In Part II of this study, the primary objective is to determine the source of the periodicity of the TCAs documented in Part I. Additionally, the structure of TCAs is also explored.

 Previous studies (e.g., Barnes et al. 1983; Barnes and Stossmeister 1986; Barnes et al. 1991; Reasor et al. 2000; Houze 2010; Rogers 2010; Moon and Nolan 2015) have established and diagnosed, both through observations and numerical modeling perspectives, a host of convective elements in TCs including outer rainbands, inner rainbands, the eyewall, convective bursts, and vortex Rossby waves. Hazleton et al. (2017), for example, linked convective bursts to low-level vorticity asymmetries. In terms of the schematic from Part I (Fig. 1 from Part I), this manuscript will highlight how simple differences in the wind profile (“A”) affect the development and evolution of the TC, including the tilt (“B”), the localization and movement of convection (“C”), and structural changes associated with the tilt (“D”).

A description of the numerical model used in this study, its setup, and the TC center-finding algorithms used to diagnose the vortex tilt are presented in section 2. Section 3 describes the general diagnostics of the TC evolutions, such as the intensity and tilt of the sheared simulations. Section 4 explores the evolution of the TCA, including the “vortical” and buoyant structures of convective towers within the TCAs. The rationale for the term TCA is addressed in section 4, namely, that the TCA is a collection of faster-moving individual convective cells localized within a slower-moving region. Section 5 presents a summary and synthesis of the findings herein in addition to addressing future research needed.

2. Experiment description

2a. Model description

The model used for this work is the compressible, nonhydrostatic Bryan cloud model (CM1; Bryan and Fritsch 2002) release 18. Minor additions to this version of CM1 are the cosine Coriolis terms in the zonal and vertical momentum equations, stylized as $e$ (Liang and Chan 2005), and the beta plane approximation. A significant addition is the capability to achieve a thermally balanced background when prescribing an environmental flow and its inclusion in the model’s advection terms. Further details of the model setup can be found in appendix A.

Four simulations are carried out: one nonsheared control and three sheared cases. For the sheared cases, two different background wind profiles are used. The first is a Gaussian wind profile:

$$ u(z) = u_0 \exp \left[ \frac{-(z - z_p)^2}{2\sigma^2} \right] + u_h. $$ (1)
The second is a cosine wind profile:

\[ u(z) = u_0 + u_b, \quad z \leq z_{st}, \]  
\[ u(z) = u_0 \cos \left( \frac{z - z_{st}}{z_{top} - z_{st}} \right) + u_b, \quad z_{st} < z < z_{top}, \]  
\[ u(z) = -u_0 + u_b, \quad z_{top} \leq z. \]

More details are found in appendix A. The structure of the background, including the pressure–height relationship, the static stability, and the winds, in both height and pressure coordinates is shown in Fig. 1. The tropopause \((N^2 = 2 \times 10^{-4} \text{s}^{-1})\) is at approximately 14 km or 150 hPa. Since the CM1 uses physical height as its vertical coordinate, the proxy for the 200–850-hPa SHIPS shear used here is 13–1.5 km. Using this methodology, the cosine profile and the weaker Gaussian profile have a shear magnitude of 7.5 m s\(^{-1}\), which is approximately the average shear value over the six storms from Part I. Because of the discretization in the CM1, the 13–1.5-km shear values for the two Gaussian profiles are 7.41 and 11.41 m s\(^{-1}\), respectively.

The two shear profiles are intended to represent, in a simplified, idealized sense, the depth of an upper-level anticyclone (Gaussian function) and an upper-level trough (cosine function). An example of the differences from the ERA-Interim dataset (Dee et al. 2011) is shown in Fig. 2 (which is also Fig. 9 from Part I); those of 2015 NATL Hurricane Joaquin, one of the six storms identified by Part I and also the only one of the storms identified that encountered moderate shear from two different sources in quick succession. During the period...
illustrated in Fig. 2, the upper-level flow environment affecting Joaquin evolves from anticyclonic northeastern flow around a ridge to southwesterly flow ahead of a transient trough passing to the north of the TC. Figure 2 also demonstrates how the wind profile changes around the storm, where the wind is first smoothed with a Shuman filter (Shuman 1957) and then averaged in a $5^\circ \times 5^\circ$ box around the storm’s location. As time progresses, the depth of the environmental flow becomes greater, as opposed to the earliest times where the background flow at low and midlevels is small. The shear values, according to SHIPS, are generally similar: $10 \text{ m s}^{-1}$ (see Part I). We note that the goal of this work is not meant to simulate Joaquin directly; rather, the objective here is to simulate this class of TCs from a more general perspective based on the following TCs: 2008 EPAC Hernan, 1997 EPAC Guillermo, 2015 EPAC Hilda, and so on (Part I). Additionally, analyzing a TC of this class in an idealized model setup also allows us to control for other environmental parameters such as environmental humidity and SSTs. We focus on the dynamic impacts of the shear profile only. It also must be stressed that this study will not address the phase space of these storms, which includes the sensitivity to SSTs and consideration of a broader spectrum of shear profiles. This work does not address the broader impact of TCAs on the overall evolution of the TCs. These issues will be addressed in future studies. We are mainly addressing the source of the TCAs and their structures.

### b. Center-finding methods

As Ryglicki and Hart (2015) and Nguyen et al. (2014) summarized, there exist myriad ways to calculate the center of a TC, and the notion of a single “center” throughout the TC typically does not exist. Misdiagnosis of the center can result in inconsistencies when measuring tilt (Ryglicki and Hart 2015) or when decomposing 2D quantities such as vorticity or winds (Ryglicki and Hodyss 2016). Table 1 summarizes all of the methods used to calculate a center in this study. The motivation for the use...
of multiple tilt calculations is that since a key component of this evolution is related to the tilt, we are able to demonstrate that our findings are robust, regardless of center-finding method. Determining statistical–dynamical relationships among the different center-finding methods is beyond the scope of this study [see Ryglicki and Hart (2015) for more details].

For each center-finding method, the first guess is always the pressure minimum at the lowest model level. From there, an 800 km × 800 km subdomain is extracted and used for calculation of the following center-finding methods. The reason for this is that during early stages of the TC, when the storm is weak, the pressure minimum is not always a reliable first guess of the center location at upper levels (Ryglicki and Hart 2015).

Many of the center-finding methods employ a Gaussian-style nine-point smoother. This smoother is functionally identical to the smoother employed in the Grid Analysis and Display System (GrADS) as the “smth9” function. All of the spatially smoothed fields are passed through the smoother 100 times before the center-finding method is employed, similar to Stern and Nolan (2012).

Additionally, in this study, we seek to clarify the difference between “storm relative” and “tilt relative” analyses. As Ryglicki and Hodys (2016) showed, fields that are very sensitive to center placement include fields that possess strong gradients—such as vorticity or PV for eddy-mean partitioning—and the radial wind. In the following sections, the data will be interpolated using three centers to cylindrical coordinates using bicubic Lagrange polynomials with 501 radial points at a spacing of 1 km and 360 azimuthal points at a spacing of 1° (or π/180 radians). For “storm relative” analyses, which include track and relative tilt, the low-level center is taken to be the average center of the model levels 3–9 (roughly 250 m–1 km), the depth through which the background wind is constant. This also accounts for instabilities in PV centroids at the lowest model levels. Each vertical level is interpolated respective to that low-level center. For “tilt relative” analyses, each level is interpolated to cylindrical coordinates around its own respective center. The three centers that are used for interpolation are a tilt-relative wind method, which seeks to maximize the mean tangential wind at the radius of maximum winds (RMW) (MAVWBS); a tilt-relative PV-vorticity hybrid centroid (PVV120); and storm-relative (surface centered) minimum of a smoothed pressure field (PMIN-SM9). These three methods provide a way to test the robustness of a physical feature.

### 3. General diagnostics

Since we have chosen to use an idealized model, a “verification” in a strict sense—such as a direct comparison of a model forecast with observational data (e.g., Smith et al. 2017)—cannot be readily performed. With that in mind, this section describes basic features of the simulations including the intensity, the general similarities between synthetic satellite imagery of the CM1 and satellite observations, and perhaps most importantly, the tilt of the vortex. Understanding the behavior of the tilt of the vortex is critical to the entire intensification process; therefore, a thorough diagnostic evaluation is undertaken.

#### a. Intensity

Figure 3 shows the minimum pressure, maximum mean tangential wind (MMTW), and RMW, all at the
The lowest scalar model level (50 m), for the four simulations. The maximum mean tangential wind and the RMW are taken from the wind maximum center-finding method. It should be noted that the evolutions of the sheared simulations are closer to dry vortices at the earliest model times (Jones 1995, 2000; Smith et al. 2000) due to the lack of an initial secondary circulation and diabatic effects. For reference, the first appearance of convective activity within the vortex in all simulations occurs 8 h into the simulation. Subsequently, there is a stark contrast in the evolution of the three sheared vortices. In the cosine-shear simulation and in the stronger 11.5 m s$^{-1}$ Gaussian-shear simulation, the TC does not intensify at all. In contrast, in the 7.5 m s$^{-1}$ Gaussian-shear simulation, the TC does intensify, and the behavior is quite different.

**Fig. 3.** (top) Minimum pressure, (middle) MMTW, and (bottom) RMW, all at the lowest scalar model level, for the four simulations. Dark red lines correspond to the first RI period, the levelling off of intensification, and the second abrupt RI.
The 7.5 m s$^{-1}$ Gaussian-shear simulation goes through several stages on its path to RI. Deviation from the control begins 24 h into the simulation. This is followed by 3.5 days of steady intensification. A briefer (or a stronger) intensification period, with an increase in intensity of 15 m s$^{-1}$ in 13 h, occurs from 67 to 80 h. Prior to this period, the RMW contracts. During this period, the RMW contracts again from 28 to 18 km. At 108 h, the intensity trace indicates that the TC has peaked in terms of intensity, and the TC undergoes a very slow weakening thereafter. These multiple stages of intensification are in contrast to the control simulation. In the control simulation, the TC begins its intensification around 40 h and intensifies at a steady rate until 114 h into the simulation, where it begins its intensification around 40 h and intensifies at a control simulation. Qualitatively, the convective feature in Fig. 4e matches the shape, temperature, and shear-relative orientation of the observations. In the control simulation (Fig. 4f), convection is never as localized as it is in the other simulations.

c. Tilt

A key part of the evolution of the TCs in this manuscript is the migration of the vortex tilt. Figure 5 shows the evolution in time of the storm-relative tilt of the developing vortex, smoothed with a 2.5-h running mean (to remove transients) and analyzed using five different center-finding methods. We have included at least one method from each class defined by Ryglicki and Hart (2015): local extreme, weighted grid point, and minimization of azimuthal variance. The fact that the tilt grows at early lead times is expected and consistent with other work (e.g., Frank and Ritchie 2001; Stern and Zhang 2013). A key part of the simulation occurs from 60 to 90 h. This period covers the first period of intensification and the levelling off of intensification apparent in Fig. 1. According to nearly all of the center-finding methods, the upper levels (9, 11 km) and midlevels (6, 7 km) begin to wobble out of phase. This can be seen by the interweaving of the upper-level tilt magnitudes (11, 9 km) and the midlevel tilt magnitudes in the PV centroids (Figs. 5d,e) or the evolution of the tilt magnitudes in opposite directions in the pressure minimum (Fig. 5c) starting at 60 h and ending in the 84–90-h time frame. At 84 h, the oscillations cease, and the midlevel tilts (6- and 7-km centers) slowly begin to decrease. The second rapid intensification phase begins at 90 h, as several center-finding methods indicate that the lower and midlevels of the simulated TC are now vertically aligned.

Figure 6a further elucidates the evolution of the 6-km tilt, a key part of this evolution examined more thoroughly in section 4, as analyzed by the PV–vorticity hybrid center for the first 84 h of the simulation. Over the first 24 h, the tilt reaches its maximum extent, primarily downshear left. Shortly thereafter, the TC slowly begins the realignment process. It is not clear whether this is due to induced flow from the surface (Jones 1995) or due to a resonant damping mechanism (Schecter et al. 2002; Reasor et al. 2004). Nevertheless, a higher-order nutation in the tilt precession is evident, as the tilt lingers in one general area for several hours before swinging counterclockwise. A “nutation” is defined as a periodic variation in the inclination of the axis of a rotating object. At 48 h into the simulation, the tilt migrates into a downshear-left position, conceptually agreeing with idealized theory (Reasor et al. 2004; Reasor and Montgomery 2015). Eventually, between 72 and 84 h, the midlevel center orbits a left-of-shear axis. This is the
FIG. 4. Infrared satellite imagery (°C) for (a) 2008 Hernan, (b) 2008 Norbert, (c) 2012 Fabio, (d) 2015 Hilda, (e) the sheared CM1 simulation (synthetic), and (f) the control CM1 simulation (synthetic). Black arrows are shear direction only. Units of the abscissa and ordinates of the CM1 simulations are km. Crisscross is either the interpolated (a)–(d) best track location or (e) low-level center.
two-dimensional display of what was shown in the tilt magnitudes and their oscillations in the middle of the simulation (see Fig. 5). As an additional note, the 6-km center of the cosine-shear TC never returns upshear (Fig. 6b), implying that the induced flows from the two levels are unable to interact with each other strongly enough to overcome the environmental flow, which agrees qualitatively with previous studies (Jones 1995; Ge et al. 2013; Zhang and Tao 2013; Tao and Zhang 2015; Finocchio et al. 2016). After approximately 36 h, the center-finding calculation becomes erratic and unstable as the TC fails to develop vertically; the other center-finding methods behave in similar ways. The Gaussian-11.5 TC additionally exhibits similar characteristics (not shown).

A basic analogy for the tilt evolution is that of a gyroscope or a spinning top. Imagine a perfectly spinning, frictionless symmetric top, where the axis of rotation is
aligned with the vertical axis. When displaced from the vertical axis (i.e., tilted), the top begins precessing around the vertical axis as a result of the torque exerted by gravity. If the initial displacement occurs sufficiently slowly (negligible acceleration), then the top precesses at a constant rate at a given tilt angle. If the displacement occurs quickly, then the top will overshoot the angle, and a higher-order nutation (or wobble) will develop around the axis of rotation. Relating this concept to that of the developing TC here, the precession is the long, slow realignment, and nutations are the higher-order deviations from that precession. Using a similar low-pass windowed-sinc filter from Part I, Fig. 7a illustrates the low-pass (precession) and the high-pass (nutation) evolutions of the tilt. Using this methodology, the nutations on the precession are responsible for approximately 10–20-km variations in the tilt magnitude, and these nutations exist almost immediately. This also has the consequence of changing the spatial evolution of the tilt as well (Fig. 7b), as the nutation rotations are superimposed on the tilt precession.

Finally, when performing an autocorrelation analysis on the nutation tilt magnitude (Fig. 7c), as was done for the cloud cover in Part I after the diurnal component was removed, the largest anticorrelation is 5 h, which indicates a nutation of 9–10 h. While this is slightly longer than the 4–8-h window from Part I, it is well within reason in order to explain the periodicity observed (we explore this further in section 5). It is also worth reiterating our discussion from the appendix in Part I that the autocorrelation function, while simpler to interpret than a wavelet, operates in the frequency
domain only, so it is not suited for determining localized
details in a time series as short as this one. This is espe-
cially true as the nutation magnitude becomes essen-
tially zero halfway through the simulation; however, it
can provide a simple analysis of the dominant temporal
mode, which is how it is used here.

4. Tilt-modulated convective asymmetry structure

This section focuses on both the mesoscale character-
istics of the TCA (and the tilt) and the smaller-scale
characteristics of individual convective towers within
them. A key feature here is that convection and the tilt
are very closely related. The tilting of the vortex changes
the thermal structure of the vortex, and this alters the
characteristics of the individual towers rising within the
TCA when compared with those in the control simula-
tion. Perhaps the most important fact is that the towers
in the sheared simulation are thermally buoyant, and
this appears to alter the vorticity structure of the tower
in the vertical. This section discusses both.

a. TCA characteristics

The primary interplay in the evolution of the simulated
TC in Gaussian shear before the second RI period is the
one between the vortex tilt and precipitation (convec-
tion). To quantify this relationship, the total condensed
water of the column (TCWC) is examined. Total con-
densed water of the column is a two-dimensional quantity
defined as

\[
\text{TCWC} = \int_0^{z_{\text{top}}} \rho (r_c + r_r + r_i + r_s + r_g) \, dz,
\]

where \( \rho \) is the dry atmospheric density, and \( r \) is a mixing
ratio of cloud water \( c \), rainwater \( r \), ice \( i \), snow \( s \), or
graupeil \( g \), the last of which is the “large ice” specie in the
chosen microphysics scheme. This is a generalization
that includes both liquid water path and ice water path, a
factor that allows this metric to indicate deep convection
better than reflectivity since it accounts for a total ver-
tical integral of all water condensate (e.g., Xu and
Randall 2001; Carrió et al. 2005; Pattnaik et al. 2011).

Figure 8a is a radial sum of total condensed water of
the column at each azimuth and demonstrates that this
field for the Gaussian-shear storm is decidedly asym-
metric over the first 96 h of the simulation, especially
when compared with its nonsheared control counterpart
(Fig. 8b). While convection is asymmetric, as expected
with a sheared TC (e.g., Frank and Ritchie 2001; Reasor
et al. 2009, 2013), there is additional complexity to this
evolution. The first major convective event in the sim-
ulation, as evidenced by localized high values of total
integrated condensate, occurs at 27 h and is located in
the downshear-left quadrant of the simulated TC. The
broader convective maximum begins a slow migration
over the next 24 h to left of shear and upshear left. Be-
inning at approximately 60 h, three readily identifiable
streaks of large values of total condensed water of the
column propagate from downshear left to almost com-
pletely upshear with gaps in between. These streaks
signify the TCAs. After 90 h, the storm becomes more
symmetric, which is also the same time that the second
RI period takes place (Fig. 3).

One notable aspect regarding the movement of these
integrated condensate streaks is their relative slow
translation speed—especially compared with the mean
flow—around the vortex. Given the general character-
istics of the maximum mean tangential wind as 30 m s
\(^{-1}\) and the RMW as 45 km at 60 h (see Fig. 3), an air parcel
will circumnavigate the eyewall in 2.62 h. The first of
these TCAs takes approximately 7 h to move around
only a third of the vortex. There is only one feature of
this vortex that is moving that slowly: the tilt. However,
there is more nuance to this explanation than simply “the tilt,” as the tilt does not consistently point in one direction with height (Fig. 5). Figure 9 is a snapshot of some of the tilt calculations and total condensed water of the column at 65 h, 30 min into the simulation in the middle of the first TCA. As a reminder, definitions of the tilt acronyms are present in Table 1. Every center-finding method presented here is oriented upshear left up to 6 km and then bends back downshear above that. While one could theoretically argue that PV centroids are naturally biased toward convection at middle levels, this does not explain similar behavior from wind-based centers, pressure minima, or the overall mean of the centers. Moreover, as discussed by Ryglicki and Hart (2015), PV centroids with large weighting boxes are designed to be more resistant to spuriously high values of PV associated with convection and to capture the larger-scale tilt of the vortex.

Figure 8a is reproduced in Fig. 10, but with tilt considerations. The left panel in Fig. 10 shows that the convection migrates upshear with the 6-km tilt angle. A careful analysis indicates that the convection and the midlevel center, simply defined here as the 6-km center, are coincident with each other, and the convection moves with the precession of the 6-km center regardless of the tilt magnitude (Fig. 10, right panel). The majority of the local maxima in convection are associated with counterclockwise movements on smaller time scales than the multiday realignment precession. The TCAs are separate from the overall realignment precession by the 90° swings, starting at 60 h, within the span of 6–8 h. Using the assumption that underlying convection is directly related to cold cloud temperatures (see section 3b), we can relate this evolution to observations (Part I). The slow migration of the coldest cloud tops seen in Part I over the span of 24–48 h is actually the convection associated with the precession of the midlevel tilt. The 4–8-h TCAs, as seen in satellite, are associated with the higher-order nutations of the tilt when the midlevel tilt precession reaches left of shear to upshear left. Based on Fig. 7a, the TCAs, as observed in satellite, occur when the precession location is 90° left of shear and the precession magnitude is approximately equivalent to a full nutation magnitude—in this case, 15 km.

The primary driver of convective initiation in initial TC evolution is thought to be primarily in the boundary layer: vorticity aggregation in the rotating convective, or “vortical hot tower,” paradigm (Hendricks et al. 2004; Montgomery et al. 2009). Figure 11 is a snapshot of total condensed water of the column, \( \theta_v \), vertical vorticity, and winds at the lowest model level at the same time of Fig. 9. The highest values of vorticity and winds are downwind of (i.e., counterclockwise from) the total condensate maximum. Vorticity cells upwind of (i.e., clockwise from) the TCAs are not coupled with any deep convection. Shortly afterward, after the tilt reaches a relative minimum in magnitude, the deep convection corresponds fairly well with low-level vorticity on all sides of the TC near the RMW (Fig. 12). Note that even though the maximum local winds for each snapshot are different (43 m s\(^{-1}\) in Fig. 11; 33 m s\(^{-1}\) in Fig. 12), the maximum mean tangential wind at the two times is virtually the same.

One key forcing mechanism for the TCA is due to a decrease in the static stability in the vertical due to the tilt. In a tilted TC, a thermally wind-balanced temperature anomaly must exist due to the changes in local vortex wind shear with height (Jones 1995; DeMaria 1996). In height coordinates, the thermal wind equation for a vortex in gradient wind balance is (Hodyss and Nolan 2008)

\[
\frac{\xi}{r} \frac{\partial^2 v}{\partial z^2} - \frac{N^2}{g} \left( \frac{v^2}{r} + f v \right) = \frac{g}{\theta_p} \frac{\partial \theta_p}{\partial r},
\]

where \( v \) is the tangential velocity, \( \xi \) is the modified Coriolis parameter, \( f + 2 \epsilon r \), \( N^2 \) is the static stability, \( g \) is gravity, \( f \) is Coriolis, and \( \theta_p \) is density potential temperature (DPT; see appendix A). As the vortex tilts, the local vertical wind shear increases downshear, so the radial thermal gradient becomes more negative (i.e., colder). The second term on the left of Eq. (4) is usually small since static stability in the core is small. In a tilt-relative framework, this dipole very clearly exists, as shown in Fig. 13a.

Several key features are prominent in Fig. 13. First, it should be stated that this thermal dipole exists very early in the simulation before the primary convection begins...
in earnest. Jones (1995) showed that due to this thermal anomaly, there is an adiabatic reactionary vertical velocity pattern, with upward motion to the right of the tilt and downward motion to the left of the tilt; however, as Frank and Ritchie (1999, 2001) showed, and as demonstrated here (Figs. 13a,b), in the presence of moisture, vertical motion becomes collocated with the cold anomaly. Explicitly, the vertical mass flux maximum is coincident with the total condensed water of the column maximum, and the cold anomaly is associated with the tilt of the vortex.

Deducing the structure of the cold anomaly in the vertical is more challenging because the vortex is tilted. Comparing a downtilt tilt-relative temperature anomaly with that of a storm-relative anomaly (Figs. 13c,d) shows some significant differences above 7-km height. This is a computational artifact of a misplaced center [see Ryglicki and Hodyss (2016) for more discussion], since the warm core associated with the vortex is not directly over the surface center at all heights. This is an artifact of a storm-relative coordinate system. When accounting
for this displacement in a tilt-relative sense, the cold anomaly appears above 7 km. Additionally, as we show in the next subsection, individual cells that are rising underneath the tilt are thermally buoyant all the way to the top of the TC.

b. Individual cells within a TCA

Figure 14 is a collection of five azimuthal cross sections on the southern, or left of shear, side of the storm through one of these TCAs from 65 to 66 h of the simulation averaged from 45- to 55-km radius. Small cells confined to the boundary layer start upwind in the boundary layer. As these cells progress through this TCA, they begin to grow in the vertical. At the lowest model level, the maximum mean tangential wind at this time is 28 m s\(^{-1}\). Assuming that the azimuthal advection of the cells is driven primarily by the mean circulation, these cells at low levels in this radial band should move 28° in 15 min (i.e., per output time), which is faster than the TCA itself. The TCA is a large, slow packet of aggregate convection comprising faster-moving smaller, individual convective cells. As these cells move through this TCA, their structure begins with a local vorticity maximum coupled with vertical velocity out of the boundary layer. In the 6–8-km layer, a second vorticity maximum exists in all individual towers. This secondary vorticity maximum is persistent and very prominent in the strongest updraft considered here. For example, we highlight the updraft at 290° at 65 h, 30 min into the simulation in Fig. 14c.

The vertical structures of the individual updrafts inside the TCA seem to be unique when compared with previous studies. Moon and Nolan (2015) provided an extensive study of the four kinds of rainbands: primary, secondary, distant, and inner. In the control simulation here, three convective maxima appeared along a
coincident radial at the same time, capturing the eyewall, a primary rainband, and a secondary rainband (Fig. 15). Figure 16 compares convective cells in both the sheared TC and the control TC. In the sheared TC, the updraft isolated is the strongest (i.e., largest vertical velocity magnitude) tower from Fig. 14c at 290°. In terms of radial–vertical streamlines, the tower in the TCA appears to have two separate components. We should note that streamlines do not necessarily indicate parcel trajectories but indicate the combined motion of the updraft on the TC’s secondary circulation. At low levels, streamlines converge at 42 km before moving upward and outward. Some streamlines converge at 5-km height and 60-km radius. Above that, the streamlines indicate a second region of vertical motion. In the control (Fig. 16b), none of the updrafts has this type of vertical structure. Another factor that also separates this tower is the buoyancy structure in the vertical, where thermal buoyancy (e.g., Eastin et al. 2005) is defined as

\[ B = g \frac{\theta'}{\theta} \]  

(5)

To separate the updrafts from the TC, the denominator in (5) is the 2.5-h time-mean density potential temperature. Strictly speaking, the perturbation defined here (i.e., the updraft) is the deviation from the time-mean vortex and the background (see appendix B for an explanation of this term). Additionally, we are only focusing on the forcing at this particular instant, as buoyancy is active throughout a parcel’s entire ascent. “Dynamic buoyancy” (Eastin et al. 2005) was also calculated, but its contributions are an order of magnitude smaller. Given the definition of density potential temperature (see appendix A), hydrometeor drag is implicitly factored into (5). In the sheared case (Fig. 16c), the tower, simply characterized here as a localized area within the 2.5 m s\(^{-1}\) vertical motion contour, is thermally buoyant from 2- to 14-km height. In the control
simulation (Fig. 16d), the three towers here all display different buoyancy structures from one another, and none of them has the same structure as the tower in the sheared TC. Finally, in terms of vorticity, the tower in the sheared TC has an apparent dual lobe structure. In the tower in the sheared TC (Fig. 16e), the largest vorticity values are confined with the central portions of the updraft up to approximately 6 km, indicative of a “vortical” structure (e.g., Hendricks et al. 2004). Beginning at 5 km and reaching 13 km in height, there is a secondary lobe of vorticity on the inner radial edge of the updraft. None of the updrafts in the control (Fig. 16f)
65 h; (b) 65 h, 15 min; (c) 65 h, 30 min; (d) 65 h, 45 min; and (e) 66 h. Solid contours are positive vorticity; dashed contours are negative vorticity. Both are at $5 \times 10^{-4}$ s$^{-1}$ intervals. Orange lines frame the convection associated with the slow-moving tilt; dashed red line traces the azimuthal motion of a continuous convective tower.

5. Discussion and summary

A tilt-modulated convective asymmetry (TCA) in a sheared, rapidly intensifying tropical cyclone (TC) in an idealized model (CM1) has been investigated in this study. The vertical structure of the background environmental field is found to have a profound effect on the evolution of the TC, and this structure may in part allow for the development of these TCAs (see Fig. 1 from Part I). Precipitation analyses, diagnosed using total condensed water of the column, show a very asymmetric pattern, not unexpected with a sheared TC. The localized maxima, however, appear to be associated with the tilt of the midlevel vortex center. Eventually, this midlevel center migrates all the way back from a downshear maximum at 24 h to almost completely upshear near 72 h. 

has this vorticity structure. The tower in the sheared simulation most resembles that of the inner rainband, originating at a radius of 32 km in the control simulation; however, the buoyancy structure and the vorticity structure between the two towers are different.
The midlevel vortex then orbits a new axis left of shear. Using a similar filter as the one used in Part I, the tilt evolution can be divided into a longer realignment precession (days) and shorter nutations (hours). Tying this to the results of Part I, the upshear migration of the cloud shield (as a proxy for heaviest precipitation) over the span of 1–2 days is related to the longer precession of the vortex. The subsequent 4–8-h pulsing of the cold cloud-top temperatures in Hernan, Guillermo, Norbert, and the rest are tied to the higher-frequency nutations of the vortex tilt superposed on the larger, longer precession. These features are identified as the TCAs.

TCAs are a collection of vortical hot towers (Hendricks et al. 2004) in that the individual cells initiate in the boundary layer, and the resultant vertical motion appears coupled with vorticity. Upon reaching the midlevels of the TCA, the vertical motion shifts radially and azimuthally. At low levels, in an azimuthal sense, updrafts tilt with the mean flow. At mid- and upper levels, updrafts tilt slightly into the mean flow. At low levels, in a radial sense, the updrafts move outward radially, as would be expected from a typical TC. Once these updrafts reach midlevels, they become more vertical. These updrafts are buoyant throughout their existence, due to their ascents within a vortex-scale cold anomaly induced by the tilt of the vortex. This is a key component that separates the TCA from other convective features.

The midlevel vortex then orbits a new axis left of shear. Using a similar filter as the one used in Part I, the tilt evolution can be divided into a longer realignment precession (days) and shorter nutations (hours). Tying this to the results of Part I, the upshear migration of the cloud shield (as a proxy for heaviest precipitation) over the span of 1–2 days is related to the longer precession of the vortex. The subsequent 4–8-h pulsing of the cold cloud-top temperatures in Hernan, Guillermo, Norbert, and the rest are tied to the higher-frequency nutations of the vortex tilt superposed on the larger, longer precession. These features are identified as the TCAs.

TCAs are a collection of vortical hot towers (Hendricks et al. 2004) in that the individual cells initiate in the boundary layer, and the resultant vertical motion appears coupled with vorticity. Upon reaching the midlevels of the TCA, the vertical motion shifts radially and azimuthally. At low levels, in an azimuthal sense, updrafts tilt with the mean flow. At mid- and upper levels, updrafts tilt slightly into the mean flow. At low levels, in a radial sense, the updrafts move outward radially, as would be expected from a typical TC. Once these updrafts reach midlevels, they become more vertical. These updrafts are buoyant throughout their existence, due to their ascents within a vortex-scale cold anomaly induced by the tilt of the vortex. This is a key component that separates the TCA from other convective features.

Drawing on the results from this study along with the satellite observations in Part I, a TCA can be characterized in the following way. A TCA is an azimuthally localized, left-of-shear collection of buoyant updrafts modulated by the nutation of the tilt of the vortex whose temporal period is between 4 and 8 h. These features appear when the nutation and the precession magnitudes are approximately equivalent and when the precession is left of shear. In observational satellite imagery, this is manifested as an upshear-expanding cloud feature encapsulated by the –70°C isotherm originating in the left-of-shear side of the TC that is generally responsible for a 5000–20 000-km² change in cloud coverage colder than –70°C, whose coldest cloud-top temperatures are below –80°C, and that expands radially outward at a speed of approximately 20 m s⁻¹. Structurally, this can be summarized by the schematic in Fig. 17, where the middle level center (gray ‘‘M’’) is in the middle of a nutation with a collection of buoyant cells within it. This schematic can be thought of a top-down perspective of the original schematic (Fig. 1 from Part I).

A significant question is where TCAs fit within the larger knowledge base of sheared TCs. Recent sheared TC research has focused on the upshear migration of convection (e.g., Zawislak et al. 2016), while other studies have discussed the movement of the tilt (Finocchio et al. 2016; Zhang and Tao 2013), but this study explicitly relates the movement of the tilt—separating the movement into the longer precession and shorter nutations—to the modulation of convection. Moreover, what separates TCAs from MCSs, discussed by Rappin and Nolan (2012), is in the specific cause and the initialization. Rappin and Nolan’s initial condition is a starting midlevel vortex. Here, it is a low-level vortex. They only loosely associated it with the tilt. Here, we demonstrated that the convective periodicity is associated with a vortex-specific asymmetry. Additionally, in terms of the importance of the wind profile, Tao and Zhang (2015) indicated that with their wind profile (essentially linear with height), they could not get development when the shear was 7.5 m s⁻¹ with SSTs of 27°C. Here, development and RI at a vertical wind shear of 7.5 m s⁻¹ and SSTs of 27.5°C are supported by observations from Part I, and we have corroborated that it is not only the magnitude, but also the vertical structure of the background winds that is important. And finally, in a multitude of papers (e.g., Braun et al. 2006; Hazelton et al. 2017), the focus of convective modulation has primarily been on low-level forcing such as mesovortices. This work demonstrates that there exists a spatiotemporal component of the tilt evolution that also modulates convection. While we realize that there are several necessary preconditions for this behavior, we feel TCAs are nonetheless distinct enough to merit identifying them as new phenomena, recalling that they also have distinct satellite features (see Part I).
From a more theoretical perspective, Schecter (2015) and Reasor and Montgomery (2015) used a series of idealized and linearized simulations to demonstrate that reduced static stability in the core of the TC, serving as a proxy for convection, acts to reduce the tilt of the vortex. Schecter (2015) then separated the primary tilt mode from an inner wobble mode. We believe that the precession–nutation separation described herein is
most likely the same. Schecter (2015) demonstrated that the nutations are not affected by reduced static stability; therefore, it might be related to an intrinsic dynamic property of the vortex. Given the periodicities found in observations and in this simulation, the nutation is likely associated with the size and the structure of the vortex. Our idealized vortex here is large (600 km), larger than the TCs in observations based on cloud shield size (Part I). That could be part of the reason why the nutation is 9 h. The periodicities of the two largest TCs from Part I, Guillermo and Joaquin, were 8 h.

There are several implications for the convective activity at all levels in the storm, facets of this evolution that we will endeavor to study in following manuscripts. Preliminarily, these TCAs appear to serve two primary purposes. First, at upper levels, the enhanced outflow exits the TC upshear, thus diverting the upper-level environmental winds and locally reducing the shear forcing while also creating an outflow channel. At midlevels, a midlevel center is strengthened by the accumulation of tilting vorticity, much in the same way that the rotating convective paradigm asserts that accumulated stretching vorticity by individual cells strengthens the low-level vorticity. This then induces an increase in mass flux under the tilt. Future research will explore the spinup and the rapid intensification that occurs in this class of TCs.
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APPENDIX A

Model Initialization Specifics

The pressure terms in the CM1 equations of motion are cast in Exner form $\Pi$, with the thermodynamic variable in the equations of motion as density potential temperature $\theta_{\rho}$. Each is defined:

$$\Pi = \left(\frac{P}{P_{\text{ref}}}\right)^{R_d/\epsilon},$$

$$\theta_{\rho} = \theta \left(\frac{1 + r_v/\epsilon}{1 + r_v + r_c + r_r + r_s + r_i + r_g}\right),$$

where $P_{\text{ref}}$ is 1000 hPa, $R_d$ is the dry gas constant, $c_p$ is the heat capacity of dry air, $\epsilon$ is the ratio of the gas constants, and each $r$ is a mixing ratio of a different species of water (vapor, cloud, rain, snow, ice, and graupel). The derivation found in appendix B of Ryglicki (2015) for the linearized thermal wind balance equations can be generalized to yield the two balance perturbation equations for any initial wind field that varies only in height:

$$\Pi_{\text{TWB}} = \frac{(f_0 + \beta y)u_x - [f_0 + (\beta/2)y]u_y}{c_p \theta_{\rho}},$$

FIG. 17. Schematic illustrating the orientation of the low-level center (red “L” and arrows) and the midlevel center (gray “M” and arrows) underneath a TCA (transparent lavenders and teals, corresponding to brightness temperatures) in the midst of a tilt nutation after the precession has reached left of shear. Note the upshear-left orientation of the midlevel center. Also included are indications of growing convective towers underneath the midlevel tilt (white clouds). Large black arrow is shear direction.
where the subscript TWB indicates that these are perturbations associated with the background in thermal wind balance. In (A2) and (A3), $\theta_{\rho,0}$ is the base state density potential temperature; $f_0$ and $e_0$ are the fixed-latitude Coriolis parameters; $\beta$ and $\beta_y$ are the meridional variations for their respective Coriolis parameters; $u$ and $v$ are the prescribed components of the background flow; $x$ and $y$ are domain values, generally taken to be distance from the origin at the center of the domain; and $N_0^2$ is the squared Brunt–Väisälä frequency of the base state. Parameter $g$ corresponds to gravity. All “base state” variables vary with height only. Equations (A2) and (A3) are formulated as an anelastic approximation to thermal wind balance. For the simulations here, only the zonal wind is prescribed, thereby allowing the zonal boundaries to be periodic and the meridional boundaries to be rigid walls with Rayleigh damping layers of 150-km width to form a channel model. While we are aware of the ability to use the CM1’s version of point downscaling (Nolan 2011), we have chosen to include the more complete background effects. The caveat with using Eqs. (A2) and (A3) is that the resulting horizontal gradients must not result in saturation, as this would complicate the computation of $N^2$. This is only a concern at lowest levels, where base-state relative humidity is high. Since the environmental winds are constant in the lowest 1 km, the perturbations are small; thus, the environment remains unsaturated. In addition, using a scale analysis, it can be shown that the second bracket inside the larger braces of (A3)—the term that is multiplied by the static stability—is an order of magnitude smaller than the first bracket.

The features and settings of the CM1 are summarized in Table A1. The horizontal breadth of the domain is 5998 km $\times$ 4095 km. The grid spacing of the innermost 1000 km $\times$ 300 km is 2 km. The grid is slowly stretched to 15 km at the zonal boundaries and to 12 km at the meridional boundaries, resulting in 1088 grid points in the zonal direction and 656 grid points in the meridional direction. Vertical grid spacing is 100 m at the lowest model level and stretched to 750 m at 16-km height. The tropopause ($N^2 = 2 \times 10^{-4} \text{s}^{-1}$) is approximately 14 km. A Rayleigh damping layer is present from 20-km height to the model top at 26.5 km, resulting in 56 grid points in the vertical. The model is set to an $f$ plane at approximately 20°N. The model TCs are initialized using the standard Rotunno and Emanuel (1987) method, with a radial extent of 600 km, an initial RMW of 100 km, an initial surface maximum mean tangential wind of 20 m s$^{-1}$, and an initial maximum height of 10 km. For the simulations in the presence of vertical wind shear, the TCs are initialized slightly outside the highest-resolution grid at 550 km east of the origin to account for the advection and tilt into the highest-resolution area. For the nonsheared control, the storm is initialized at the origin. Output is produced every 15 min out to a final model time of 144 h (6 days). The YSU boundary layer parameterization scheme (Hong et al. 2006) is used. In lieu of a radiation scheme, Newtonian cooling, capped at 2 K day$^{-1}$, is enabled. This “permanent night” setting eliminates the diurnal forcing (Dunion et al. 2014; Navarro and Hakim 2016) and simplifies the analysis.

All other model settings, including the Morrison double-moment microphysics scheme (Morrison et al. 2009) and the new pressure-dependent parameterized horizontal turbulent length scale, are default values. Sensitivity tests varying these parameters, including storm structure characteristics and microphysical options, were not performed and are reserved for a future study.

For the sheared cases with the Gaussian wind profile,

$$u(z) = u_0 \exp \left[ \frac{-(z - z_p)^2}{2z_w^2} \right] + u_b; \quad (A4)$$

$u_0$ is the amplitude (equal to $-7.5$ or $-11.5 \text{ m s}^{-1}$), $z$ is the model level height, $z_p$ is the level of peak winds (13 km), $z_w$ is the decay width in the vertical (2.5 km), and $u_b$ is a base background flow ($-1 \text{ m s}^{-1}$). For the cosine wind profile,

$$u(z) = u_0 + u_b, \quad z \leq z_{st}, \quad (A5a)$$

$$u(z) = u_0 \cos \left( \frac{\pi(z - z_{st})}{z_{top} - z_{st}} \right) + u_b, \quad z_{st} < z < z_{top}, \quad (A5b)$$

$$u(z) = -u_0 + u_b, \quad z_{top} \leq z; \quad (A5c)$$

$u_0$ is again the amplitude (equal to 3.75 m s$^{-1}$), $z$ is the model level height, $z_{st}$ is the model height that begins the cosine blend zone (1.5 km), $z_{top}$ is the top of the
blend zone (13 km), and $u_b$ is the base background flow ($-4.75 \text{ m s}^{-1}$).

**APPENDIX B**

**Updraft Thermal Buoyancy in the CM1**

Equation (5) is the calculation shown in Figs. 16d and 16e to express the buoyancy of a parcel relative to the vortex plus the background. Technically, this is not how buoyancy is calculated directly in the CM1. In the CM1, the vertical momentum equation, neglecting subgrid-scale processes and Coriolis, is

$$\frac{Dw}{Dt} = -c_p \rho \frac{\partial \Pi'}{\partial z} + g \frac{\partial \theta'}{\partial \theta_\rho}, \quad (B1)$$

where the 0 denotes the background, the prime indicates deviations from the background state, and $D/Dt$ indicates the full Lagrangian time derivative. Note that we are only interested in vertical accelerations determined by temperature and pressure changes, so we are ignoring advection. This also means we are not interested in a full vertical momentum budget (to be explored in a future manuscript).

The second term on the right of (B1) is the “thermal buoyancy” term. Where (5) and (B1) differ is in choice of reference state. In the CM1, there is no explicit relationship between temperature anomalies associated with individual convective cells and the larger temperature anomaly associated with the vortex. To explain this effect numerically, we decompose the right-hand side of (B1). We separate the total perturbation (prime) field into the time-mean vortex (tilde) and the perturbations thereof (double prime):

$$\frac{Dw}{Dt} = -c_p \rho (\theta_\rho + \tilde{\theta}) \frac{\partial \Pi}{\partial z} - c_p (\theta_\rho + \tilde{\theta}) \frac{\partial \Pi''}{\partial z} - c_p \rho \frac{\partial \tilde{\Pi}}{\partial z}$$

$$- c_p \rho \frac{\partial \Pi''}{\partial z} + g \frac{\tilde{\theta}}{\theta_\rho} + g \frac{\theta''}{\theta_\rho}. \quad (B2)$$

The first focus will be on the relationship of the two terms that involve no perturbations: the first and fifth terms on the right-hand side. If we assume that the vortex is in hydrostatic balance (Willoughby 1990), then these two terms should balance. This is an effect that can be described by asymmetric balance theory (Shapiro and Montgomery 1993; Reasor et al. 2004). Explicitly, vortex hydrostatic balance is defined:

$$c_p (\theta_\rho + \tilde{\theta}) \frac{\partial \tilde{\Pi}}{\partial z} = g \frac{\tilde{\theta}}{\theta_\rho}. \quad (B3)$$

We now focus on the accelerations on individual convective updrafts, which we assume are nonhydrostatic. From a computational perspective, the vertical acceleration of a convective tower rising in a hydrostatically balanced TC is

$$\frac{Dw}{Dt} = -c_p \rho (\theta_\rho + \tilde{\theta}) \frac{\partial \Pi}{\partial z} + g \frac{\theta''}{\theta_\rho}.$$  

(B4)

There is an inherent downward force caused by the vertical Exner (pressure) gradient of the vortex assuming a positive updraft thermal anomaly. Using the definition of vortex hydrostatic balance (B3), we can rewrite (B4):

$$\frac{Dw}{Dt} = -g \frac{\theta''}{\theta_\rho} \left( 1 - \frac{\tilde{\theta}}{\theta_\rho + \tilde{\theta}} \right) - c_p \rho \frac{\partial \Pi''}{\partial z}. \quad (B5)$$

rearranging

$$\frac{Dw}{Dt} = g \frac{\theta''}{\theta_\rho} \left( 1 - \frac{\tilde{\theta}}{\theta_\rho + \tilde{\theta}} \right) - c_p \rho \frac{\partial \Pi''}{\partial z}. \quad (B6)$$

When creating a common denominator inside the parentheses, a series of cancellations yields the vertical momentum equation:

$$\frac{Dw}{Dt} = g \frac{\theta''}{\theta_\rho + \tilde{\theta}} - c_p \rho \frac{\partial \Pi''}{\partial z}. \quad (B7)$$


The buoyancy expression (5) plotted in Fig. 16 is the first term on the right-hand side of (B7). Explicitly, we are plotting the buoyancy of a parcel relative to a vortex and environment both in their respective hydrostatic balances. This effect is implicitly calculated in the CM1. Physically, on the down tilt side, the vortex temperature anomaly will be lower than on the up tilt side or, hypothetically, in a TC of similar intensity (RMW, etc.) that is not tilted. This reduces the denominator in the first term in (B7), which will then permit the thermal perturbation of the updraft to accelerate the updraft more easily than it would have otherwise. While we choose not to calculate this explicitly, since it is beyond the scope of the paper, if the vortex is not in hydrostatic balance (whether locally or in an azimuthally averaged sense), then the updraft’s motion will also be affected by ambient lift/descent associated with departures from hydrostatic balance.
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