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ABSTRACT: Although numerous studies have demonstrated that increasing model spatial resolution in free forecasts can potentially improve tropical cyclone (TC) intensity forecasts, studies on the impact of model resolution during data assimilation (DA) on TC prediction are lacking. In this study, using the ensemble-variational DA system for the Hurricane Weather Research and Forecasting (HWRF) Model, we investigated the individual impact of increasing the model resolution of first guess (FG) and background ensemble (BE) forecasts during DA on initial analyses and subsequent forecasts of Hurricane Patricia (2015). The impacts were compared between horizontal and vertical resolutions and also between the tropical storm (TS) and hurricane assimilation during Patricia. The results show that increasing the horizontal or vertical resolution in FG has a larger impact than increasing the resolution in BE on improving the analyzed TC intensity and structure for the hurricane stage. The result is reversed for the TS stage. These results are attributed to the effectiveness of increasing the FG resolution in intensifying the background vortex for the hurricane stage relative to the TS stage. Increasing the BE resolution contributes to improving the analyzed intensity through the better-resolved background correlation structure for both the hurricane and TS stages. Increasing horizontal resolution has an overall larger effect than increasing vertical resolution in improving the analysis at the hurricane stage and their effects are close for the analysis at the TS stage. Additionally, the more accurately analyzed primary circulation, secondary circulation, and warm-core structures via the increased resolution in DA lead to improved TC intensity forecasts.
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1. Introduction

Over the past few decades, great efforts have been made to improve the accuracy of tropical cyclone (TC) forecasts. The major endeavors include the development of high-resolution cloud-resolving numerical weather prediction (NWP) models, advanced data assimilation (DA) systems, and novel observing systems for TCs. So far, the accuracy of TC analysis and prediction has been steadily and significantly improved. For example, the yearly averaged track forecast at the 5-day lead time for the Atlantic basin in 2016 has a smaller error than the forecast at the 2-day lead time in 1990 (Katz and Murphy 2015).

Despite the substantial improvement in TC track forecasts, the progress in TC intensity forecasts is relatively limited (Harnos and Nesbitt 2011; DeMaria et al. 2014). Various studies have reported that the accuracy of TC intensity forecasts for the past few decades has little or even no improvements (e.g., Harnos and Nesbitt 2011; Zhang and Tao 2013). Current operational forecasts initialized using state-of-the-art hurricane analysis/prediction systems to assimilate the novel TC observations often fail to capture the TC rapid intensification (RI) process and the maximum intensity, particularly for strong hurricanes. For example, for the record-breaking intense (category 5) and extraordinarily small Hurricane Patricia in 2015, none of the main operational dynamical and statistical–dynamical models even predicted a maximum intensity forecast above category 2 (Rogers et al. 2017).

Many previous studies in the literature have demonstrated that simply increasing the model horizontal or vertical resolution during the free numerical integration can effectively improve TC intensity forecasts. For example, some studies based on a large number of cases suggested the increase of model horizontal resolution has positive impacts on the accuracy of both TC track (Zhang et al. 2011; Davis et al. 2010; Gopalakrishnan et al. 2012) and intensity (Zhang et al. 2011; Gopalakrishnan et al. 2012) forecasts. Similar conclusions were also drawn in numerous case studies (e.g., Chen et al. 2007; Qin and Zhang 2018; Lu and Wang 2019; Feng and Wang 2019; Nystrom and Zhang 2019). In addition to the horizontal resolution, increasing the model vertical resolution during the numerical integration is also found to have a nonnegligible positive impact on the TC track (e.g., Zhang et al. 2016) and intensity (e.g., Zhang and Wang 2003; Kimball and Dougherty 2006; Zhang et al. 2015) predictions. These studies generally concluded that the improved TC intensity and structure forecasts mainly stem from the more realistic depiction of the TC finescale kinematic and thermodynamic structure and evolution due to the increase of model resolution. However, most of these studies are solely focused on the effect of model resolution during free forecasts by simply interpolating the initial analysis to higher resolution before initializing the numerical
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model. Moreover, the comparison between the impacts from horizontal and vertical resolution is lacking in most of these studies.

The development of novel observing techniques has significantly improved the capability of observing hurricanes. In particular, tail Doppler radar (TDR) and dropsonde observations onboard reconnaissance aircraft are able to capture the detailed TC inner core structure and dynamic process. The assimilation of these new observations in advanced DA systems also greatly enhanced the accuracy of TC initial analyses and subsequent forecasts (e.g., Zhang et al. 2009; Pu et al. 2009; Li et al. 2012; Lu et al. 2017a; Feng and Wang 2019). Nevertheless, considerable TC intensity errors still exist at the early forecast lead times even using advanced DA systems based on cloud-resolving NWP models such as the ensemble-based DA for Weather Research and Forecasting (WRF) (e.g., Weng and Zhang 2012; Sippel et al. 2014; Christoperensen et al. 2017) and Hurricane WRF (HWRF; e.g., Tong et al. 2018; Lu and Wang 2019). As hypothesized by Lu and Wang (2019), the analyses from advanced DA systems may still not be able to resolve the finescale TC structure and dynamics as a result of insufficient model resolution adopted during the data assimilation. In particular, for an ensemble-based DA system, insufficient model resolution can degrade both the deterministic first guess (FG) and the background ensemble (BE) covariance and thus decrease the accuracy of TC analyses.

Unlike earlier studies, this paper aims to investigate how increasing the model resolution of FG and BE during data assimilation affects the analysis and prediction of TC intensity and structure. In particular, the impacts of both the horizontal and vertical resolution are studied and compared. The impacts are also investigated for different initial TC phases (i.e., tropical storm and hurricane). Diagnostics are performed to understand how the differences of analyses as a result of different model resolutions influence the subsequent intensity and structure predictions.

Hurricane Patricia (2015) is selected for this study. The choice of this case is inspired by our recent studies (Fig. 5 in Lu and Wang 2019; Fig. 2 in Feng and Wang 2019) in which the analyzed intensity of Hurricane Patricia was apparently underestimated even utilizing an operational HWRF configuration with a 2-km grid resolution and assimilating high resolution and high-fidelity near-eyewall observations with a hybrid ensemble variational DA system (Lu et al. 2017b). This result is very likely due to the extraordinarily small size of Patricia, which requests higher model resolution to be used during DA. Meanwhile, during Patricia’s lifetime, there are abundant observations in the inner core and outflow regions, including satellite and radar winds, flight level and dropsonde observations, and others. These observations facilitate the assimilation and the verification of analysis and prediction in this study. It is noted that the latest operational HWRF analysis and prediction systems have increased horizontal and vertical resolution relative to the 2015 version. However, no published studies reveal in depth the impact of resolution increase in DA on the TC analysis and forecast.

The manuscript is structured as follows. The second section introduces the type and preprocessing of observations used for assimilation and verification, the model configuration, and the DA system. In section 3, the experimental design is presented. Section 4 describes and diagnoses the impacts of increased model resolution on TC analysis and prediction and clarifies the relevant mechanisms. Our conclusions are drawn in the final section.

2. Observation, data assimilation, and prediction systems

a. Cases and observations

Patricia occurred over the eastern North Pacific in 2015 with a short lifetime of just 4.5 days. The tropical depression was initially formed at 0600 UTC 20 October 2015, followed by a steady, slow development over 2 days. Around 0000 UTC 22 October, Patricia began to intensify explosively, evolving from a tropical storm (TS) to a category-5 hurricane within a short period of 1.5 days. For details about Hurricane Patricia, the reader is referred to Rogers et al. (2017). Both its RI rate and the strongest maximum surface wind (MSW) valid at 1200 UTC 23 October broke TC’s historical records (Knapp et al. 2010; Rogers et al. 2017).

During the life span of Hurricane Patricia, various types of observations were collected. In particular, owing to the Tropical Cyclone Intensity (TCI) field campaign organized by the Office of Naval Research in the 2015 hurricane season, the new High-Definition Sounding System onboard the National Aeronautics and Space Administration aircraft WB-57 released the expendable digital dropsondes (Black et al. 2017) for Patricia (Doyle et al. 2017). The flight altitude is high (~18 km) above the TC to sample the whole depth of both the inner core and outflow regions with unprecedentedly high spatiotemporal resolution (Bell et al. 2016; Doyle et al. 2017). Technical details of the TCI dropsondes can be found in Black et al. (2017). In addition to the TCI dropsondes, a variety of other observations were also collected to depict the spatiotemporal evolution of Patricia. For example, satellite atmospheric motion vector (AMV; Poteat 1973; Franklin et al. 1990; Sears and Velden 2012) observations, flight-level, Stepped Frequency Microwave Radiometer (SFMR), and TDR observations onboard the National Oceanic and Atmospheric Administration WP-3D aircraft (Rogers et al. 2006) were all collected. These observation types are summarized in Table 1, and their temporal distribution during Patricia can be found in Fig. 1a of Lu and Wang (2020).

This paper studied two typical cases during Patricia that initially present as a TS (1800 UTC 21 October; hereafter the “initial-TS case”) and a hurricane (1800 UTC 22 October; hereafter the “initial-hurricane case”), respectively. The two cases allow a comparison of the impacts of model resolution used during DA in distinct scenarios. Meanwhile, the TCI field campaigns were implemented for the two analysis cycles, collecting the high-definition dropsonde observations of zonal ($U$), meridional ($V$) wind, temperature ($T$), and specific humidity ($Q$). Note that in the two cases, only the TCI dropsonde observations are assimilated into the analysis (see “Case study” row of Table 1). One reason is that previous studies (Lu and Wang 2020; Feng and Wang 2019) have demonstrated the assimilation of these TCI dropsonde observations for Patricia dominated the analysis near the vortex due to their high fidelity and relatively complete coverage of TC inner core and outflow.
<table>
<thead>
<tr>
<th></th>
<th>Model resolution</th>
<th>Innermost and intermediate domains</th>
<th>Outermost domain</th>
<th>Vortex relocation</th>
<th>Basic model physics</th>
<th>Observations assimilated</th>
<th>Model physics change</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case study</strong></td>
<td>18, 6, and 2 km and 61 levels; 9, 3, and 1 km and 74 levels</td>
<td>Gridpoint Statistical Interpolation (GSI)–based, continuously cycled, dual-resolution hybrid ensemble–variational (En-Var) data assimilation system for Hurricane Weather Research and Forecasting (HWRF) Model</td>
<td>Global Forecast System (GFS) global analysis</td>
<td>Yes</td>
<td>Ferrier–Aligo microphysics scheme; simplified Arakawa–Schubert (SAS) cumulus scheme; HWRF modified surface layer scheme; Noah land surface model; HWRF planetary boundary layer (PBL) scheme; RRTMG longwave and shortwave radiation schemes</td>
<td>High-Definition Sounding System (HDSS) dropsondes only</td>
<td>Reduced “Coac” (horizontal diffusion weight) from 0.75, 3.0, and 4.0 to 0.75, 1.0, and 1.2; further modified turbulent mixing parameterization (vertical diffusivity profile modification)</td>
</tr>
<tr>
<td><strong>Archived data</strong></td>
<td>18, 6, and 2 km and 61 levels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No</td>
</tr>
</tbody>
</table>
regions throughout the whole TC depth. The other reason is such design enables other available observations (e.g., the flight level, SFMR, and AMV observations) to be used as independent references for the verification of analyses and predictions.

Owing to the high temporal frequency of dropsonde launches (~2.5 min) and their inherent rapid sampling (~0.5 s), there are a huge number of TCI dropsonde observations at a very high horizontal (~4 km; Rogers et al. 2017) and vertical (~0.2 hPa) resolution. Hence, these observations were pre-processed using the superobbing approach (Alpert and Kumar 2007). Specifically, observations within a defined spatial grid box $\Delta x \times \Delta y \times \Delta z$ and a defined time interval $\Delta t$ are averaged to construct a single observation. $\Delta t$ and $\Delta y$ are 0.04” (~4 km), $\Delta z$ nearly spans two model layers, and $\Delta t$ is 15 min. The selection of these parameters achieves nearly optimal performance in the analysis and prediction of TC intensity (Feng and Wang 2019). The three-dimensional (3D) spatial distribution of the superobbed and assimilated dropsonde observations is shown in Fig. 1. As mentioned above, the deployed dropsondes almost traverse the TC center at a very high density and extend to the
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outflow region (Figs. 1a,c). The observations also cover all vertical levels (Figs. 1b,d), from the sea surface to 100 hPa (~16 km). It is noteworthy that there are much fewer moisture observations (triangle) that passed the quality control in the DA system below 500 hPa and above 200 hPa, possibly due to their low observational quality. For more detailed information about the TCI dropsonde data processing and quality control, see Feng and Wang (2019).

b. Model configuration

The HWRF model in the baseline experiments uses the same model resolution as the 2015 operational version (Zhang et al. 2016), which is triply nested with the 18-, 6-, and 2-km (0.135°, 0.045°, and 0.015°, respectively) horizontal resolution and contains 61 vertical levels with a 2-hPa model top. The fixed outermost and the two vortex-following moving intermediate and innermost domains within the Arakawa E-grid framework (Tallapragada et al. 2016) are, respectively, configured with 288 × 576, 304 × 604, and 265 × 472 horizontal grid points (approximately 77° × 77°, 27° × 27°, and 7° × 7°). The increased horizontal resolution has a narrower grid spacing of about 9.3, and 1 km (0.09°, 0.03°, and 0.01°, respectively) with a reduced domain size (50° × 50°, 18° × 18°, and 6° × 6°). It is slightly higher than the latest updated 0.099°, 0.033°, and 0.011° in the 2018 operational HWRF (Biswa et al. 2018; Mehra et al. 2018). The enhanced model vertical resolution has 74 levels that follow the same distribution as the 2018 operational HWRF configuration (Biswa et al. 2018; Mehra et al. 2018), except the surface layer thickness (δσ = 0.004747) and the top level (2 hPa) remain the same as those for 61 levels. The comparison of the distribution of 61 (black) and 74 (red) vertical levels is shown in Fig. 2a. The latter (red) increases the model levels at almost all altitudes (near the sea surface and above nearly 900 hPa) relative to the former but keeps the approximate near-parabolic shape of δσ distribution (Fig. 2b). Our preliminary tests show that further increasing the vertical resolution in free forecasts from 74 to 91 levels presents very little impact on the TC intensity forecast for the initial-hurricane case (not shown).

All the experiments used the same HWRF model physics, which is mostly in accordance with those in the 2015 operational HWRF (Tallapragada et al. 2016; see “Basic model physics” column of Table 1). The difference is that, as suggested by Lu and Wang (2019), the modified turbulent mixing parameterization (Zhu et al. 2019) is used in the planetary boundary layer scheme to strengthen the vertical diffusion near the top of the boundary layer. The horizontal diffusion weight (i.e., “Coac”) is also accordingly reduced from 0.75, 3.0, and 4.0 to 0.75, 1.0, and 1.2 (see “Model physics change” column of Table 1) following Lu and Wang (2019). Note that the simplified Arakawa–Schubert cumulus scheme (Han and Pan 2006) is implemented for the outer two domains (i.e., 18- and 6-km grids or 9- and 3-km grids), but not for the innermost domain with the 2 or 1 km grid spacing in both DA cycles and free forecasts as fine-resolution model itself can resolve the convective eddies. It is consistent with the 2015 operational configuration (Tallapragada et al. 2016).

c. Data assimilation system

This study used the same DA system as Feng and Wang (2019), which adopts the Gridpoint Statistical Interpolation–based hybrid ensemble Kalman filter (EnKF) variational (EnVar) DA scheme (Wang 2010) for HWRF with continuous cycling and dual-resolution configurations (Lu et al. 2017a,b). Given the 18-, 6-, and 2-km HWRF model configuration as an example, the continuously cycled DA is conducted only for the inner two domains on the 6- and 2-km grids, while the outermost domain (i.e., 18-km grid) directly uses interpolated initial
conditions from the Global Forecast System analysis at the National Centers for Environmental Prediction (Wang et al. 2013). FGs of the cycled DA at the 6- and 2-km gridded domains use the 3-hourly control forecasts valid at 3-, 6-, and 9-h lead times initialized from the previous DA cycle. The corresponding background error covariance is estimated by 40 6-hourly BE forecasts initialized from the EnKF analyses in the previous DA cycle. To reduce computational expense, the BE is only produced at the 6-km domain but used for the covariance estimation at both the 6- and 2-km gridded domains, adopting the dual-resolution EnVar capability (Lu et al. 2017b). More details about the dual-resolution EnVar DA scheme for HWRF can be found in Lu et al. (2017a,b).

Note that in all experiments the vortices in both FG and BE forecast fields were consistently recentered to the position in the ‘‘TCvitals’’ file using the Vortex Relocation package in HWRF (Tallapragada et al. 2016). This is a routine procedure applied in most studies of TC assimilation for HWRF (e.g., Pu et al. 2016; Lu et al. 2017b). The Vortex Intensity modification package in HWRF is not used since a large amount of inner core observations are assimilated (Pu et al. 2016; Lu and Wang 2019). For the intermediate and innermost domains, the full ensemble covariance was used without combining the static covariance since the default static covariance, characterized by the multivariate large-scale spatial coherence, showed no improvement to the assimilation of the finescale inner structure of TCs (Schwartz 2016; Lu et al. 2017b). The aforementioned information on the observing, DA, and prediction systems used for the experiments was summarized in Table 1.

### 3. Experimental design

To address the impact of increasing the model horizontal or vertical resolution of FG or BE on TC analysis and prediction, a series of experiments were carried out based on the analysis and prediction systems for HWRF. The model data used in these case-study experiments were drawn from the archived data of continuously cycled DA for Patricia run by Lu and Wang (2019; details can be found in ‘‘Archived data’’ row in Table 1). It ranges from 1800 UTC 20 October to 1200 UTC 24 October with a 6-h DA cycle using the operational HWRF model configuration (i.e., 18-, 6-, and 2-km horizontal resolutions and 61 vertical levels) and the DA system introduced in section 2c. All available observations were assimilated at each analysis time, including operational observations and others from unconventional instruments (e.g., TDR, flight-level, SFMR, TCI dropsonde, and AMV observations) if available (see third row in ‘‘Observations assimilated’’ column).

In this study, the FG and BE forecasts in the baseline experiment (BASE) for the two cases are short-range model forecasts at the 18-, 6-, and 2-km resolution using the model configuration in section 2b initialized from the archived control configuration (i.e., 18-, 6-, and 2-km horizontal resolutions and 61 vertical levels) and the DA system introduced in section 2c. All available observations were assimilated at each analysis time, including operational observations and others from unconventional instruments (e.g., TDR, flight-level, SFMR, TCI dropsonde, and AMV observations) if available (see third row in ‘‘Observations assimilated’’ column).

Two groups of experiments were designed to investigate the individual impact of increasing horizontal resolution from 18, 6, and 2 km to 9, 3, and 1 km (Group 1) and vertical resolution from 61 to 74 levels (Group 2). In each group, the impact of the increased resolution for FG and BE are separately examined. Specifically, in Group 1, FG(Hh)BE(Lh) investigates the impact of FG with increased horizontal resolution relative to BASE. Its FG is generated by integrating the 9-, 3-, and 1-km gridded initial condition in the previous cycle (i.e., 1200 UTC 21 and 22 October), which is interpolated from the corresponding archived analysis state at the 18-, 6-, and 2-km grid spacing. This design ensures that the FG fields of BASE and FG(Hh)BE(Lh) are initialized from the same analysis although they use different resolution during the FG model integration. FG(Hh)BE(Lh) has the same BE as BASE. In contrast, FG(Lh)BE(Hh) is designed to investigate the impact of BE with increased horizontal resolution. Therefore, its BE

### Table 2. Descriptions of designed experiments. ‘‘Group 1’’ increases the model horizontal resolution of first guess (‘‘FG’’) or background ensemble (‘‘BE’’) or free forecasts from low (‘‘Lh’’; 18/6/2 km) to high (‘‘Hh’’; 9/3/1 km) given 61 vertical levels. ‘‘Fest’’ in the parentheses indicates that the forecasts are 6-h higher-resolution (9/3/1 km) model integrations from the analysis in the previous cycle. ‘‘Intl’’ indicates the fields are directly interpolated to the 9/3/1-km resolution from those at 18/6/2-km resolution in BASE at the same valid time. ‘‘Group 2’’ is similar to ‘‘Group 1’’ but enhances the vertical resolution from low (‘‘Lv’’; 61 levels) to high (‘‘Hv’’; 74 levels) given the 18/6/2-km horizontal resolution.

<table>
<thead>
<tr>
<th>Group</th>
<th>Horizontal: 18/6/2 km Vertical: L61</th>
<th>Expt</th>
<th>FG</th>
<th>BE</th>
<th>Analysis</th>
<th>Free forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vertical: L61</td>
<td>BASE</td>
<td>18/6/2, L61</td>
<td>18/6, L61</td>
<td>18/6/2, L61</td>
<td>18/6/2, L61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG(Hh)BE(Lh)</td>
<td>9/3/1 (Fest)</td>
<td>9/3 (Intl)</td>
<td>9/3/1</td>
<td>9/3/1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG(Lh)BE(Hh)</td>
<td>9/3/1 (Intl)</td>
<td>9/3 (Fest)</td>
<td>9/3/1</td>
<td>9/3/1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG(Hh)BE(Hh)</td>
<td>9/3/1 (Fest)</td>
<td>9/3 (Fest)</td>
<td>9/3/1</td>
<td>9/3/1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BASE(Hh)</td>
<td>18/6/2</td>
<td>18/6</td>
<td>9/3/1 (Intl)</td>
<td>9/3/1</td>
</tr>
<tr>
<td>2</td>
<td>Horizontal: 18/6/2 km</td>
<td>FG(Hv)BE(Lv)</td>
<td>L74 (Fest)</td>
<td>L74 (Intl)</td>
<td>L74</td>
<td>L74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG(Lv)BE(Hv)</td>
<td>L74 (Intl)</td>
<td>L74 (Fest)</td>
<td>L74</td>
<td>L74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FG(Hv)BE(Hv)</td>
<td>L74 (Fest)</td>
<td>L74 (Fest)</td>
<td>L74</td>
<td>L74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BASE(Hv)</td>
<td>L61</td>
<td>L61</td>
<td>L74 (Intl)</td>
<td>L74</td>
</tr>
</tbody>
</table>
is a set of model integrations with increased horizontal resolution (i.e., 9 and 3 km) initialized from the interpolated archived ensemble analyses in the last cycle (i.e., 1200 UTC 21 and 22 October), while FG is the same as that in BASE. As to FG(Hh)BE(Hh), both FG and BE are from the integrations with increased resolution to reveal their combined effects. The initial analysis of BASE(Hh) is the same as that of BASE but is interpolated to the 9-, 3-, and 1-km grid spacing for a high-resolution free forecast. Group 2 is similar to Group 1 but is focused on the increased vertical resolution without changing the horizontal resolution relative to BASE. More details of the experiments can be found in Table 2.

4. Results
a. Impact of increased model resolution on TC analyses

1) TC INTENSITY AND STRUCTURE IN ANALYSES

The initial TC intensity in terms of the MSW in all experiments was summarized and compared to the best track estimation2 (black cross) in Fig. 3. Their uncertainties are represented by adding and subtracting the respective spread of MSW among 40 EnKF analysis members at the intermediate domain. The TC intensity difference between two experiments is considered statistically significant if it exceeds their uncertainties. Figure 3 shows that the MSW in the BASE analyses (red triangle) is significantly underestimated, about 9 and 6 m s⁻¹ weaker than the reference in the initial-hurricane and initial-TS cases, respectively. Nonetheless, increasing the horizontal or vertical resolution of FG or BE can generally improve the analyzed intensity of Patricia. The two exceptions are increasing the FG horizontal (i.e., FG(Hh)BE(Lh), orange solid circle) or vertical (i.e., FG(Hv)BE(Lv), orange hollow circle) resolution in the initial-TS case (Fig. 3b), with less than 1 m s⁻¹ differences from BASE. This result suggests the limited impact of increasing model resolution on the FG field for a weak TC (see Figs. 7g–i).

Interestingly, increasing the FG resolution produces a stronger TC initial intensity than increasing the BE resolution in the initial-hurricane case for either horizontal or vertical resolution, whereas the opposite is true for the initial-TS case (cf. orange and green solid or hollow circles in Fig. 3). Such difference is mainly because increasing the FG resolution shows a larger effect in improving the representation of TC structure and intensity for the hurricane stage than the TS stage [see more discussion in section 4a(3)]. In the initial-hurricane case, enhancing horizontal resolution produces a stronger TC initial intensity than vertical resolution for FG or BE (cf. solid and hollow circles with the same color in Fig. 3a). However, the differences between the impact of increasing horizontal and vertical resolution are mixed in the initial-TS case. This result suggests increasing horizontal resolution may have a stronger effect on TC analyses than increasing vertical resolution for intense TCs. FG(Hh)BE(Hh) (blue solid circle) exhibits the strongest analyzed intensity in the initial-hurricane case but overshoots compared to the best track (cross).

The surface (10 m) wind speeds in analyses are further verified against the SFMR observations (Fig. 4). In the initial-hurricane case, most experiments present stronger and more accurate initial surface wind speed along the transect than BASE (red solid line), including all the six on the northeastern branch and four out of six on the southwestern branch. As in Fig. 3a, increasing the horizontal resolution of either FG or BE produces stronger eyewall wind than increasing the vertical resolution in the initial-hurricane case (cf. solid and dashed lines with the same color in Fig. 4a). FG(Hh)BE(Hh) (blue solid line) overall displays the most accurate surface wind speed in the eyewall along the transect. Despite the improved analyzed eyewall wind by increasing model resolution, their eyewall sizes only present slight improvement in the initial-hurricane case. The oversized analyzed eyewalls suggest that assimilating high-resolution near-eyewall observations may still not be enough to fully correct the eyewall size if it is incorrectly simulated in FG (see Figs. 7a–c). In the initial-TS case with a much weaker TC (Fig. 4b), the experiments FG(Hh)BE(Hh), FG(Lh)BE(Hh), FG(Hv)BE(Hv), and FG(Lv)BE(Hv) have stronger (up to 6 m s⁻¹) surface wind speed than BASE near the 40-km radius on the northeastern side as in Fig. 3b. On the southwestern side, FG(Hv)BE(Hv) (blue dashed line) performs the best followed by FG(Hv)BE(Lv) (orange dashed line), whereas others are similar to BASE. The comparison between the two cases in Figs. 3 and 4 indicates that the relative importance between the increased horizontal and vertical resolution and

---

2 Best track data is the best estimate of tropical cyclone position and intensity. It is provided by the U.S. NHC (http://www.nhc.noaa.gov/data/#hurdat).
between the increased FG and BE resolution varies with the phase of the TC.

The MSW evaluated in Fig. 3, as an indicator of TC intensity, may not be able to evaluate the overall structure of eyewall wind. Therefore, we calculated the vertical profile of azimuthally averaged wind speed at the radius of maximum wind (RMW) from the TC center in the analysis fields (Fig. 5). Figure 5a shows that in the initial-hurricane case, all the experiments with increased model resolution present overall stronger eyewall wind in the analyses than BASE near 1000 hPa. The differences from BASE increase with height, reach the maximum at the level of the strongest wind (~950 hPa) and gradually decrease upward. Note that the relative strength of the azimuthally averaged wind speed at low levels (1000–700 hPa) for all experiments are the same as that of the initial MSW (Fig. 3a) and that of the eyewall wind along the northeastern transect (Fig. 4a). Some experiments in the initial-TS case (Fig. 5b) also exhibit overall intensified eyewall wind near the surface relative to BASE, including FG(Hv)BE(Hv), FG(Hh)BE(Hh), FG(Lh)BE(Hh), and FG(Lv)BE(Hv). They are also consistent with the MSW results in Fig. 3b. However, unlike the initial-hurricane case, the eyewall wind differences among the experiments become rather nonlinear toward higher levels in the initial-TS case. The large maximum wind speed in upper troposphere in BASE and FG(Hh)BE(Lh) (Fig. 5b) remains to be explored.

AMV data are the only available observations that can be used to verify the kinematic structure at the TC outflow layer. Figure 6 shows the AMVs (arrow) and the radial component relative to the TC center (dots) near 150 hPa (Fig. 6a) at 1800 UTC 22 October and the wind analysis (arrow) at the same level in all experiments (Figs. 6b–h) overlaid on the

---

**Fig. 4.** Surface (10-m) wind speed in the analyses of the (a) initial-hurricane and (b) initial-TS cases verified against the stepped frequency microwave radiometer (SFMR) observations.

**Fig. 5.** The vertical profile of azimuthally averaged wind speed at the radius of maximum wind (RMW) in the analysis fields for individual experiments in the (a) initial-hurricane and (b) initial-TS cases.
corresponding radial component (shaded) in the initial-hurricane case. Almost all the AMVs are outside the 100-km radius from the TC center, providing limited value for the verification of Patricia’s inner structure. All the experiments consistently present a well-organized outflow beyond the 100-km radius, preceding the subsequent rapid development of Patricia, but some differences still exist. FG(Hh)BE(Hh) shows an overall stronger outflow than BASE from the near-TC region (50–100 km; purple circles) to the outer environment beyond the 100-km radius (cf. Figs. 6c and 6b), and consistent with Fig. 5a. The stronger outflow is jointly contributed by the increased horizontal resolution of FG (Fig. 6e) and BE (Fig. 6d). The northeastern environmental outflow of FG(Hh)BE(Hh) is too strong compared to that of BASE according to the observations (cf. Figs. 6c and 6b), possibly because it is overamplified in FG with increased horizontal resolution (cf. Figs. 6e and 6c). Nonetheless, increasing the FG horizontal resolution shows some positive impact on the upper-level wind analysis, for example, correcting the negative radial wind near marker “A” in BASE and FG(Lh)BE(Hh) to
analogous but weaker effect on short-range background structure but overall weaker amplitude to those with increased horizontal resolution (cf. Figs. 6c, 6d, and 6e, respectively). This may indicate that increasing model vertical resolution has an analogous but weaker effect on short-range background forecasts than horizontal resolution.

2) IMPACT OF INCREASING RESOLUTION OF FIRST GUESS

To understand the impact of the increased FG resolution on the analyzed wind field, we first compared the near-surface (1000-hPa) wind amplitude (shaded) fields in FG using different model resolutions (Fig. 7). Their corresponding analyses using the same BE are also shown. In the initial-hurricane case, both the increased horizontal and vertical model resolutions obviously strengthen and improve the overall TC eyewall wind in FG (cf. Figs. 7b,c and 7a), reaching a nearly 10 m s\(^{-1}\) increase for the MSW in the eyewall (blue crosses). It leads to more intense analyzed wind amplitudes in the near-surface eyewall of FG(Hh)BE(Lh) and FG(Hv)BE(Lv) (cf. Figs. 7e,f and 7d; see more discussions on Fig. 8), which is consistent with Figs. 3a and 5a. The analyzed structures of the eyewall wind amplitude in FG(Hh)BE(Lh) and FG(Hv)BE(Lv) also become more realistic than in BASE when compared to the Hurricane Research Division (HRD 2015) radar wind analysis (shaded in Fig. 1a). For example, the MSW (blue crosses) of the former two are located in the eastern eyewall consistent with those observed in Fig. 1a, while the latter is located in the northwestern eyewall. In contrast, the TC intensification in FG due to the resolution increase is much less significant in the initial-TS case (cf. Figs. 7h.i and 7g), with up to 3 m s\(^{-1}\) amplifications for MSW (blue crosses). The wind amplitudes near the eyewall in all the three FG fields are apparently weaker than the observed (Fig. 1b). The analyzed eyewall wind amplitudes of FG(Hh)BE(Lh) and FG(Hv)BE(Lv) thus only show little distinction from that of BASE as in Figs. 3b and 5b.

With the exception of increasing the FG vertical resolution in the initial-TS case (cf. Figs. 7i and 7g), the eyewalls in FGs generally slightly shrink (~7 km) when the model resolution is increased (cf. Figs. 7b,c,a and 7g,h). The smaller eyewall sizes in FGs may help reduce the eyewall sizes in their analyses. Nonetheless, the eyewall sizes in the analyses are still overestimated for all the experiments in the initial-hurricane case as in Fig. 4a. It may be due to the model physics deficiency that constrains the formation of an extraordinarily small TC like Patricia in FGs.

We further investigated the mechanism of how the increased FG resolution influences TC analysis fields. Given that increasing horizontal resolution in free forecasts produces much more TC forecast improvement than increasing the vertical resolution (see section 4b), the mechanism of the impact from increased resolution of FG [section 4a(2)] and BE [section 4a(3)] on the DA performance is clarified primarily using horizontal resolution as an example. The analysis is the sum of the FG forecast and the analysis increment (AI; i.e., the difference between the analysis and FG). It can be described by the following relation:

\[
x_a = x_f + x',
\]

where \(x_a\), \(x_f\), and \(x'\) denote analysis, FG, and AI fields, respectively. For two experiments to be compared, their differences in each term satisfy a similar relation:

\[
\Delta x_a = \Delta x_f + \Delta x',
\]

where \(\Delta\) signifies the difference. Following Eq. (2), to address the individual contribution of FG and AI to the analysis associated with the increased FG resolution, Fig. 8 shows the differences (shaded) between FG(Hh)BE(Lh) and BASE in the FG, AI, and analysis fields of 1000-hPa \(U\) (Figs. 8a–c) and 300-hPa \(T\) (Figs. 8d–f) in the initial-hurricane case overlaid by the original fields of BASE (contour). \(T\) at 300 hPa is shown as it approximately matches the level of the maximum warm core (see Fig. 15).

The FG(Hh)BE(Lh) analyses show apparently intensified eyewall winds (Fig. 8c) and a warmer inner core (Fig. 8f) than BASE, consistent with the performance of their TC intensity (Fig. 3a). The FG differences of \(U\) wind present similar structure and amplitude to the analysis differences near the eyewall, especially for the eastern and northeastern parts (cf. Figs. 8a and 8c). However, the AI differences show opposite signs for these eyewall regions (cf. Figs. 8b and 8e), especially at the MSW position of FG(Hh)BE(Lh) (green cross). In contrast, the warmer inner core (near the red square) analysis in FG(Hh)BE(Lh) is mainly contributed by the differences of AI (cf. Figs. 8f and 8e). This result indicates that increasing the FG resolution could have a positive impact on the analyses from two aspects. One is to directly improve the depiction of the TC structure and intensity in FG, especially the finescale features near the eyewall. The other is attributed to the reduced error of FGs relative to observations at finer scales, reducing the observational innovation (i.e., observation minus FG) that is a critical term in DA (Wang 2010).

3) IMPACT OF INCREASING RESOLUTION OF BACKGROUND ENSEMBLE

This section analyzes how the increase of the BE resolution itself improves the TC initial intensity. Increasing the BE resolution can impact the estimation of background error covariance, and thus influence the AI in two major aspects. One aspect is the estimation of background ensemble variance used to quantify the uncertainty of FGs. Therefore, we compared the ensemble spread (i.e., the square root of background ensemble variance) against the absolute value of observational innovation in BASE, FG(Lh)BE(Hh), and FG(Lv)BE(Hv) with the same FG in both cases (not shown). Verifying against observations is a widely used approach to estimate the FG
FIG. 7. Wind amplitude (shaded) at 1000 hPa in (a)–(c) the first guess (FG) fields of BASE, FG(Hh) BE(Lh), and FG(Hv)BE(Lv) in the initial-hurricane case as well as (d)–(f) the corresponding analysis fields. (g)–(l) As in (a)–(f), but for the initial-TS case. The blue cross and red square denote the positions of MSW and TC center, respectively. The black circle is the 30-km radius from the center. The numbers in the parentheses are the TC eyewall sizes.
uncertainty (e.g., Wang and Bishop 2003; Houtekamer et al. 2005). The results (not shown) indicate that neither increasing the horizontal resolution nor the vertical resolution of BE can boost the level of the ensemble spread to quantify the FG error for all the variables. Especially near the TC eyewall region, the spread–error correlation is around zero or even negative for all of the experiments. This signifies that it remains rather challenging to estimate the FG error magnitudes near the TC eyewall with sharp kinematic and thermodynamic gradients by using a limited size of BE.

In addition to the estimation of background error variance, the background ensemble covariance offers the 3D spatial and cross-variable correlation between given observations and grid points to quantify the extent and range of observational impact. Here, we use wind variables in the initial-hurricane case as an example to clarify the impact of the background ensemble correlation on AI. Figures 9a and 9d show the differences of the $U$- and $V$-wind analyses near the surface (1000 hPa; shaded) between FG(Lh)BE(Hh) and BASE overlaid by the corresponding analysis field of BASE (contour). Other panels in Fig. 9 show the horizontal correlation fields (contour) at the same level and the positive (red triangles) and negative (blue circles) observational innovations below 800 hPa. The horizontal correlation structure is centered at the MSW position of FG(Lh)BE(Hh) (green cross) where the negative differences of $U$ (Fig. 9a) and $V$ (Fig. 9d) analyses signify an increase of TC intensity. Such difference is an accumulated impact of the innovation of the observations near the given grid point. The strength and range of the influence of innovations on a given grid are partially determined by the spatial correlation of the background ensemble between the given grid point and the nearby observation locations. Comparing Figs. 9b,c and 9e,f, higher resolution BEs give an overall similar spatial correlation structure (contour) as in BASE but with qualitatively more finescale features (e.g., the thick black contour of 0.4). The more realistic and accurate correlation structure in FG(Lh)BE(Hh) allows more negative (e.g., blue boxes in Figs. 9b and 9c) or less positive
(e.g., red boxes in Figs. 9e and 9f) observational innovations to be ingested into the AI of the wind analysis at the given location (green cross). Such effect thereby contributes to a stronger MSW in FG(Lh)BE(Hh). Overall, the improved TC analyses by increasing the BE resolution is dominated by the more realistic finescale background error correlation estimation rather than the background error variance estimation.

Recall that in Fig. 3 the amplifications of analyzed MSW by increasing the BE resolution are similar between the initial-hurricane and initial-TS cases. In contrast, as shown in Figs. 3 and 7, increasing the FG resolution presents larger impact on TC structure and intensity in FGs and analyses for an intense hurricane case than a tropical storm case. The two points above may explain the result in Fig. 3 that increasing the FG resolution is more effective in improving the analyzed eyewall wind in the initial-hurricane case but increasing the BE resolution is more effective in the initial-TS case.

4) WIND–PRESSURE RELATIONSHIP IN ANALYSES

The use of different model resolutions for FG or BE may influence the physical and dynamical balance in the analyzed TC vortices. Previous literatures (e.g., Willoughby 1990) have demonstrated that the wind–pressure relationship of TC vortices approximately satisfies the gradient wind balance. In this subsection, we evaluate the impact of increasing resolution during DA on wind–pressure relationship in the analyzed vortices for an initial-hurricane case. The metric used is the net radial force field \(F\) as defined by Smith et al. (2009), Pu et al. (2016), and Lu and Wang (2019). A closer-to-zero value of \(F\) indicates a better approximation to the gradient wind balance.

Figure 10 shows the net radial force field \(F\) of the analyzed TC vortices for BASE (Fig. 10a), FG(Hh)BE(Hh) (Fig. 10b), FG(Lh)BE(Hh) (Fig. 10c), and FG(Hh)BE(Lh) (Fig. 10d) in the initial-hurricane case. Figure 10 shows that the four experiments similarly manifest an overall supergradient \((F > 0)\) wind–pressure relationship near the eyewall (blue lines), with the maximum at the inner edge of eyewalls. FG(Lh)BE(Hh) (Fig. 10c) has closer horizontal resolution for BE and FG (3 vs 2 km) compared to BASE (6 vs 2 km), and thus exhibits smaller \(F\) values, i.e., a better gradient wind balance. In contrast, FG(Hh)BE(Hh) and FG(Hh)BE(Lh) (Figs. 10b,d) display similarly larger deviation from the gradient wind balance than...
b. Impact of increased model resolution on TC intensity prediction

The results in section 4a(1) demonstrate that the analyzed TC intensity and structure can be improved by increasing the model resolution of FG or BE. This section compares the intensity forecasts initialized from these analyses (Fig. 11) to determine whether such initial improvement can help the subsequent intensity forecasts. For ease of comparison, Table 3 summarizes the error magnitude of the TC initial and peak MSW (i.e., the strongest TC MSW during the forecast) in all experiments normalized by the corresponding error magnitude of BASE in individual cases. Herein, except for the BASE experiment on the resolution of 18, 6, and 2 km and 61 vertical levels, the free forecasts in all other experiments are run on the increased horizontal (9, 3, and 1 km) or vertical (74 levels) resolution. BASE(Hh) and BASE(Hv) are first briefly examined against BASE to evaluate the impact of free forecast model resolution. The comparisons of BASE(Hh) and BASE(Hv) against other experiments (except BASE) are intended for isolating the impact of model resolution used during DA. BASE(Hh) presents a faster TC intensification rate and a more accurate and stronger peak intensity than BASE (cf. purple and red solid lines) in both cases (Figs. 11a,c), while BASE(Hv) (purple dashed line) shows no improvement or even worse performance (Figs. 11b,d). Interestingly, the intensity forecasts with increased horizontal resolution in free forecasts all reach a peak intensity that is much stronger than those with higher vertical resolution in the same case (cf. Figs. 11a,b and 11c,d) except FG(Hh)BE(Hh) (blue solid line) in the initial-TS case. This indicates that increasing model

---

**Fig. 10.** The azimuthally averaged net radial force (unit: m s\(^{-1}\) h\(^{-1}\)) of TC analyses experiments (a) BASE, (b) FG(Hh)BE(Hh), (c) FG(Lh)BE(Hh), and (d) FG(Hh)BE(Lh).
horizontal resolution may be systematically more effective than increasing vertical resolution for improving the intensity forecasts of strong TCs like Patricia.

In the initial-hurricane case (Fig. 11a), the experiments FG(Hh)BE(Hh) and FG(Hh)BE(Lh) (blue and orange solid lines) provide similar TC intensity forecasts within the first 18 h, reaching a more intense and accurate TC peak intensity than BASE(Hh) (purple solid line). It is probably associated with their improved analyzed TC intensity (see Table 3). FG(Lh)BE(Hh) (green solid line) has similar accuracy of TC initial MSW as FG(Hh)BE(Lh) (0.31 vs 0.25 in Table 3) but presents no improvement relative to BASE(Hh) in the subsequent forecasts (cf. green and purple solid lines in Fig. 11a). It implies that the effects of increasing the FG horizontal resolution may primarily explain the superior performance of FG(Hh)BE(Hh) in the initial-hurricane case.

In the initial-TS case (Fig. 11c), the impact from the more accurate initial conditions can extend to 24 h (cf. FG(Hh)BE(Hh) (blue solid line) and FG(Lh)BE(Hh) (green solid line) versus BASE(Hh) (purple solid line)), although the TC intensity is overestimated relative to the best track. In particular, FG(Lh)BE(Hh) (green solid line) reaches the most accurate peak intensity forecast, probably associated with its most accurate initial TC intensity (see Table 3). This result suggests the possibly more important role of increasing the horizontal resolution of BE than of FG in improving the TC analysis and prediction in a weak TC. Notably, the initial-TS case shows a greater nonlinear impact of the initial intensity on the intensity forecasts than the initial-hurricane case (cf. Figs. 11c and 11a). In contrast, for the increase of vertical resolution (Figs. 11b,d) in DA and forecasts,
Table 3. Error magnitudes of the TC initial ("Ana") and strongest ("Peak") maximum surface wind (MSW) during the forecasts in all experiments normalized by those in BASE for each case.

<table>
<thead>
<tr>
<th></th>
<th>Horizontal</th>
<th>Vertical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FG(Hh) BE(Hh)</td>
<td>FG(Hh) BE(Lh)</td>
</tr>
<tr>
<td>Initial-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hurricane</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>Initial-TS</td>
<td>0.33</td>
<td>1.25</td>
</tr>
<tr>
<td>Peak</td>
<td>1.19</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Although the analyzed TC intensity becomes more accurate than BASE(Hv) or the most accurate [e.g., FG(Hv)BE(Lv)] in the initial-hurricane case among all the experiments (see Table 3), they only show little or no improvements to the intensity forecasts in Figs. 11b and 11d. The peak TC intensity forecast in the initial-hurricane case is weaker than in the initial-TS case, possibly due to the latter allowing a longer time for the model to spin up and intensify the vortex.

The forecasts of the midlevel (~700 hPa) and surface wind amplitudes near the eyewall valid at 0600 UTC 23 October were further verified against the flight-level and SFMR observations, respectively, for all experiments (Fig. 12). This verification is consistent with the intensity forecast (Fig. 11) in that increasing the horizontal resolution in free forecasts provides stronger and more accurate eyewall wind than increasing the vertical resolution (cf. solid and dashed lines with the same color). As in Fig. 11, the best forecast of the eyewall wind structure and intensity is achieved by increasing solely the FG horizontal resolution (FG(Hh)BE(Lh); orange solid line) in the initial-hurricane case, slightly better than FG(Hh)BE(Hh), while by increasing the BE horizontal resolution (FG(Lh)BE(Hh); green solid line) in the initial-TS case. The eyewall sizes in all forecasts are still overestimated even with a 1-km resolution model possibly due to the model deficiency for simulating extraordinarily small-size hurricanes like Patricia. The initial-TS case shows a larger variability of eyewall size than the initial-hurricane case due to the lost predictability at a longer lead time.

### c. Impact of increased model resolution on TC structure prediction

This section diagnoses and interprets the mechanism of the impact of the improved TC analyses on subsequent intensity forecasts in terms of the TC structure evolutions. Three typical experiments in the initial-hurricane case were selected, including BASE(Hh), FG(Lh)BE(Hh), and FG(Hh)BE(Lh) with the same horizontal resolution in free forecasts but different initial conditions. FG(Lh)BE(Hh) and FG(Hh)BE(Lh) have improved the initial TC intensity and structure compared to BASE(Hh) by increasing solely the horizontal resolution of BE or FG, reaching similar accuracy of analyzed TC intensity (see Table 3). However, the former shows no change of intensity forecasts, while the latter shows apparent improvements of TC intensity and structure forecasts like FG(Hh)BE(Hh) (see Fig. 11a). The experiments in the initial-TS case are not studied because the stronger nonlinear process complicates the interpretation of the results.

As the assimilation of TCI dropsonde wind observations directly impacts the TC circulation in the analysis, especially near the eyewall, Fig. 13 shows the azimuthally averaged secondary circulation in the analysis and subsequent 18-h forecasts. At the initial time, the secondary circulation (zero vertical velocity in HWRF analyses) reveals the inflow at lower levels converging in the eyewall (~30 km; blue curves) and the upper-level outflow maximizing at around 60-km radius at 150 hPa. FG(Hh)BE(Lh) shows an evidently stronger inflow and outflow than the other two (cf. Fig. 13i vs Figs. 13a,e), favorable for more intense development of the secondary circulation. In contrast, FG(Lh)BE(Hh), despite the stronger initial MSW than BASE(Hh) (see Fig. 3a), shows a similar inflow strength with the maximum of nearly 8 m s\(^{-1}\) and a 3 m s\(^{-1}\) weaker outflow. It further signifies a smaller effect of increasing the BE resolution than increasing the FG resolution on the overall TC structure and intensity for an intense TC. At the 6-h lead time, the secondary circulation in the three experiments further intensifies with the eyewall (blue lines) shrunk to be closer to the TC center (~15 km). Noticeably, the initially stronger structure of coherent outflow and inflow in FG(Hh)BE(Lh) leads to its stronger TC secondary circulation than the other two at 6 h, especially the more intense and wider updraft near the eyewall (Fig. 13j). FG(Hh)BE(Lh) also shows the strongest downdraft originated from upper levels cascaded down the inner edge of the eyewall and turned to an outflow at low levels (cf. Fig. 11j vs Figs. 11b,f), possibly contributing to a more efficient adiabatic inner-core warming (Zhang and Chen 2012).

The stronger secondary circulation in FG(Hh)BE(Lh) maintains to the 18-h lead time when the peak intensity is reached. From 12 to 18 h, all the experiments present a weakening of the eyewall convection. Such weakening of the eyewall convection may be related to the gradual development of the concentric convection at the 40–50-km radius, possibly signifying the subsequent decay of Patricia.

The updraft in the eyewall lifts warm and moist air near the sea surface to higher levels, resulting in the condensation and latent heat release near the eyewall that significantly contributes to the TC intensification via diabatic heating. Therefore, following the TC secondary circulation in Figs. 13 and 14a–i show the azimuthally averaged total condensate (shaded) and diabatic heating rate (contour) at 6-, 12-, and 18-h lead times for the three experiments. Figures 14j–o show the differences of FG(Lh)BE(Hh) and FG(Hh)BE(Lh) from BASE(Hh). The concentrated total condensate (shaded) is primarily located...
above the freezing level (~500 hPa) in the eyewall, maximizing at around 300 hPa where the eyewall convection maximizes (Fig. 13). The intense diabatic heating rate (contours) shifted slightly inward to the inner edge of RMW (green lines) relative to the total condensate, matching the position of the deep updraft (cf. Figs. 14 and 13). Associated with the strength of eyewall convection (Fig. 13), FG(Hh)BE(Lh) presents a higher diabatic heating rate than BASE(Hh) in the eyewall (green lines) from 6 to 18 h (Figs. 14m-o), indicating a stronger TC intensification. In contrast, FG(Lh)BE(Hh) displays almost no difference of the diabatic heating rate relative to BASE(Hh) during the same period (Figs. 14j-l). FG(Hh)BE(Lh) also presents more intense total condensate than BASE(Hh) and FG(Lh)BE(Hh) near the upper-level outer edge of the eyewall at the 6- and 12-h lead times (cf. Figs. 14m,n and 14j,k). This result may be related to the stronger secondary circulation in FG(Hh)BE(Lh) (Fig. 13) that causes more condensate droplets concentrated at upper levels and transported outwards in the outflow compared to FG(Lh)BE(Hh) and BASE(Hh). At the 18-h lead time, all the three experiments exhibit slightly reduced total condensate in the eyewall, possibly reaching the saturation of the generation and drop of condensate. These experiments thereby present much less differences of the total condensate compared to previous lead times.

The WB-57 aircraft flew across the core of Patricia during its mission on 22 October, collecting the unprecedented TCI dropsonde observations that provided an extraordinarily valuable whole-depth sampling of the thermodynamic structure within the warm core. Figure 15 shows the azimuthally averaged perturbation temperature ($T_0$) and relative humidity (RH) from the initial analysis time to 18-h lead time as well as...
the differences. $T'$ is defined by removing the Jordan annual mean temperature (Jordan 1958) as was used in Rogers et al. (2017). At the initial time, the assimilation of the TCI dropsonde thermodynamic observations achieves an accurate depiction of the altitude (250–300 hPa) of the maximum inner-core $T'$ for all the three experiments compared to Fig. 18a in Rogers et al. (2017). However, FG(Hh)BE(Lh) presents the most accurate maximum magnitude (14.75 K), followed by FG(Lh)BE(Hh) (14.06 K) and BASE(Hh) (13.29 K) as the observation is 14.9 K (Rogers et al. 2017). This is mainly due to the more accurate AI of the inner-core temperature in FG(Hh)BE(Lh) as a result of the better-resolved FG of temperature (see Figs. 8e,f). In addition to the maximum temperature, FG(Hh)BE(Lh) presents an overall warmer inner core than BASE(Hh) in the analysis (Fig. 15q), especially at the mid- and high levels above 600 hPa and the low levels below 800 hPa. Their differences are much larger than those between FG(Lh)BE(Hh) and BASE(Hh) (Fig. 15m). It indicates that increasing the FG horizontal resolution is more effective than increasing the BE horizontal resolution in improving not only the TC vortex circulation but also the warm-core structure in the analyses for the initial-hurricane case. Despite the assimilation of moisture observations, none of the experiments can offer a realistic RH structure, especially the dry inner core (Figs. 15a,e,i).

The inner-core $T'$ gradually increases during the following 18 h, tied to the formation and intensification of the drier warm core. The warm-core difference between FG(Hh)BE(Lh) and BASE(Hh) at 6 h becomes much weaker than at the initial time (cf. Figs. 15r and 15q). Nevertheless, FG(Hh)BE(Lh) remains the warmer (shaded) and drier (contour) inner core than BASE(Hh) through the 18-h lead time (Figs. 15r–t), which is consistent with the intensity forecasts (Fig. 11a). In contrast, FG(Lh)BE(Hh) presents only slight differences of $T'$ and RH in the warm core from BASE(Hh) (cf. Figs. 15n–p and 15j–l). Beyond the eyewall (red line), the three experiments show very little difference.

5. Conclusions and discussion

Previous studies have demonstrated that increasing the horizontal or vertical resolution of free forecast models can
Total condensate & Diabatic heating rate

Fig. 14. (a)–(i) As in Fig. 13, but for the total condensate (shaded; unit: g kg\(^{-1}\)) and diabatic heating rate (contours; unit: 10\(^{-2}\) K s\(^{-1}\)). Blue thick contours represent diabatic heating rate of 4 \times 10^{-3} K s\(^{-1}\) in (a), (d), and (g) and 20 \times 10^{-3} K s\(^{-1}\) in (b), (c), (e), (f), (h), and (i). (j)–(o) The differences of FG(Lh)BE(Hh) and FG(Hh)BE(Lh) from BASE(Hh). Green lines denote the RMW.
Fig. 15. As in Fig. 14, but for perturbation temperature (shaded; unit: K) and relative humidity (RH; contours; %). Black thick contours in (a)–(l) represent RH of 70%. Red lines denote the RMW.
improve TC intensity and structure forecasts to some extent. In almost all of these studies, the analyses were directly interpolated to an increased resolution to initialize the high-resolution forecasts. It is still poorly understood if and how the increased model resolution within the data assimilation will impact the analyses and subsequent forecasts of the TC intensity and structure.

This study investigated the impact of the increased resolution during DA on the TC analyses and subsequent forecasts using the hybrid EnVar system for HWRF. The EnVar DA system uses a single short-range forecast as the FG (i.e., first guess) state and a group of short-range BE (i.e., background ensemble) forecasts to estimate the background error covariance. Therefore, the impact of increasing the resolution of FG and BE were studied separately. In addition, this study investigated the individual impact of increasing the horizontal and vertical model resolution during DA, which was not studied previously. A particular event, hurricane Patricia in 2015, was used in this paper because its extraordinarily small size and record-breaking strong intensity and rapid intensification rate resulted in a large underestimation of TC intensity in all operational forecasts. Despite being a single event, two typical cases during its lifetime were studied for comparison. These cases are initialized from a tropical storm (i.e., initial-TS case) and a hurricane (i.e., initial-hurricane case), respectively. The same observations, i.e., the high-definition and wide-ranging TCI dropsonde observations, were assimilated in all experiments so that other available observations can serve as a reference for verification.

In conclusion, the main results relating to the error magnitudes of the TC initial and forecasted peak MSW (i.e., maximum surface wind) in all experiments are summarized in Table 3. The major conclusions include:

1) Impact of FG versus BE resolution on TC analyses in the initial-hurricane case. In the initial-hurricane case, increasing the FG resolution is more effective than increasing the BE resolution in improving the analyzed TC intensity and structure. The improved FG contributes to a better TC analysis directly through the more accurate simulation of the TC intensity and structure in the background, especially the finescale features near the eyewall, or through the reduced observational innovation in DA.

2) Impact of FG versus BE resolution on TC analyses in the initial-TS case. In the initial-TS case, different from the initial-hurricane case, increasing the FG resolution shows little or no improvement to the analyzed TC intensity. In contrast, increasing the BE resolution is more effective than increasing the FG resolution in improving TC analyses. Such effect is attributed to the better finescale background spatial correlation estimated from a higher-resolution BE that improves the extrapolation of the observational innovation.

3) Increasing horizontal versus vertical resolution on TC analyses. In the initial-hurricane case, increasing horizontal resolution in either FG or BE produces a significantly stronger TC analysis than increasing vertical resolution (Fig. 3). Meanwhile, increasing solely the FG horizontal resolution [i.e., FG(Hh)BE(Lh)] produces the most accurate initial maximum warm core and the second-best accurate analyzed MSW. In the initial-TS case, the relative importance between the increase of horizontal and vertical resolution is mixed. The increase of FG resolution slightly improves the TC sizes in analyses for the initial-hurricane case.

4) Impact of increasing horizontal versus vertical resolution during the free forecasts. In both initial-hurricane and initial-TS cases, increasing the horizontal resolution in free forecasts significantly improves the forecast of peak MSW compared to BASE. However, all the experiments increasing the vertical resolution during free forecasts have almost no improvement of the TC peak intensity forecast compared to BASE.

5) Impact of improved TC analyses on intensity forecasts. Intensity forecasts in both initial-hurricane and initial-TS cases suggest that more accurate TC intensity and structure in the analysis as a result of increased resolution during DA can improve the intensity prediction. In the initial-hurricane case, FG(Hh)BE(Lh) that increases solely the FG horizontal resolution in DA presents the most accurate peak MSW forecast. Diagnostics suggest this is attributed to the much-amplified inflow and outflow in the analysis of FG(Hh)BE(Lh), resulting in the more intense updraft and condensation in the eyewall that releases more diabatic heating to intensify the TC. In the initial-TS case, the positive impact of improved analysis extends to an even longer lead time, though the impact is more nonlinear than in the initial-hurricane case.

Our study uses a particular case, Patricia, which has extraordinarily small size and strong intensity and intensification rate. Moreover, the high-fidelity and high-density TCI dropsonde observations used here may not be available for other cases. Therefore, caution needs to be taken when generalizing the conclusions to other cases, especially some weaker and less organized TC cases. Nevertheless, this study does offer a new avenue to potentially overcome the underestimation of TC intensity in analysis and prediction. More importantly, our study revealed both from the DA and dynamics point of view how the FG and BE with increased resolution impact the TC analyzed intensity and structure and the subsequent forecasts. Compared to most of existing studies that simply interpolated initial conditions to initialize higher-resolution free forecasts, using higher-resolution FG or BE during DA may provide more accurate initial conditions and thus may lead to additional improvement in TC forecasts as illustrated in our results. Similar studies should be further extended to more cases and TC phases in the future to examine the generality of the conclusions from this study. In addition, the impact of increasing model resolution during DA should be further examined when other utilities (e.g., vortex modification) are adopted.

Acknowledgments. The research documented in this paper is supported by the ONR Grants N00014-14-1-0125 and N000141712111 and NOAA Grants NA14NWS4680021 and NA16NWS4680028. We thank TCI PIs James Doyle and
Michael Bell for providing the TCI HDSS dropsonde data and Christopher Velden for providing the AMV observations. We are also grateful to the IFEX program for providing the SFMR, FL, and TDR observations. We acknowledge Dr. Aaron Johnson for proofreading the manuscript.

Data availability statement. All model data produced during this study has been archived locally and is available upon request to the corresponding author.

REFERENCES


