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ABSTRACT
Satellite altimetry suggests that large anticyclonic eddies (rings) originating from the Agulhas Current retroflection occasionally make their way across the entire South Atlantic Ocean. What happens when these rings encounter a western boundary current? In this work, interactions between a “train” of nonlinear lens-like eddies and a Southern Hemisphere continental boundary are investigated analytically and numerically on a β plane. The train of eddies is modeled as a steady double-frontal zonal current with the same vorticity and transport as the eddies themselves. The continental boundary is represented by a vertical wall, which is purely meridional in one case and is tilted with respect to the north in another case. It is demonstrated analytically that the eddy–wall encounter produces an equatorward flow parallel to the continental wall, thus suggesting a weakening of the transport of the associated (poleward flowing) western boundary current upstream of the encounter zone and unchanged transport downstream. A large stationary eddy is established in the contact zone because its β-induced force is necessary to balance the other forces along the wall. The size of this eddy is directly proportional to the transport of the eddy train and the meridional tilt of the wall. These scenarios are in good agreement with results obtained numerically using an isopycnal Bleck and Boudra model.

1. Introduction
Migration of eddies in the ocean can be induced by several mechanisms. The primary mechanism results from latitudinal variation of the Coriolis parameter, which imposes a westward drift on oceanic eddies (e.g., Flierl 1979; Nof 1981; Killworth 1983; Cushman-Roisin et al. 1990). Advection by surrounding currents and propulsion related to neighboring eddies or sea bottom topography (i.e., topographic β) can also induce eddy movement. Chelton et al. (2007, 2011) clearly documented westward eddy drift across the world’s oceans, showing large eddies moving westward via nearly zonal propagation routes. Chelton et al. (2011) found that 75% of 36 000 eddies analyzed worldwide propagated toward the west, implying inevitable encounters of some of these eddies with continental boundaries (see their Figs. 4d–f).

a. Observational background
The eddy-tracking dataset of Chelton et al. (2011) (available at http://cioss.coas.oregonstate.edu/eddies/) allows us to follow eddy trajectories through 16 yr of sea level anomaly fields (14 October 1992–31 December 2008). Figure 1a shows the trajectories of 10 eddies that originated in the Agulhas retroflection zone and crossed the South Atlantic Ocean during this time. Eddy collisions with the South American continental boundary...
seem inevitable, which raises a number of questions: If such collisions do occur, what processes are involved? What are the governing forces, and how do these encounters influence the western ocean boundary? Do eddy interactions, for example, potentially influence the variability of the Brazil Current (BC)?

The Agulhas Current sheds four to six eddies per year to the South Atlantic Ocean (e.g., Beal et al. 2011), where some have been observed to have a residence time of 3–4 yr (Byrne et al. 1995). Such eddies have typical radii of 70–170 km and depths of 500–1000 m [determined using data from Duncombe Rae (1991), Goni et al. (1997), McDonagh et al. (1999), Garzoli et al. (1999), Pichevin et al. (1999), and Chelton et al. (2011)]. As is typical for eddies formed by a retroflection, Agulhas eddies are larger than most other eddies in the World Ocean. Like Gulf Stream eddies, they are commonly referred to as “rings.” The water carried by these eddies into the South Atlantic Ocean defines the Agulhas leakage, which plays a crucial role in global ocean circulation and climate (e.g., Biastoch et al. 2009; Beal et al. 2011). Despite the importance of this leakage, estimates of its magnitude are highly uncertain, ranging between 2 and 15 Sv (1 Sv = 10^6 m^3 s^-1) (e.g., Beal et al. 2011).

The ring-shedding process begins with the injection of low-density surface water from the Agulhas retroflection into the Cape Basin. As the retroflection meander further develops, the resulting flow breaks up, thus producing isolated rings. The waters within the ring, anomalous in nature relative to the surrounding ocean waters, are confined from below by a concave-up density interface that intersects the ocean surface along a closed contour. This confinement forms an isolated, low-density feature referred to here as a “lens.” This lens is characterized by an interior anticyclonic circulation and zero thickness at the rim and everywhere beyond. Because of the rings’ large initial volumes, it is expected that they would possess a mass sufficient to affect BC transport upon their arrival at the South American continental boundary (Fig. 1b) despite ring decay during the ocean crossing. This scenario, with a “train” of lens-like eddies making contact with the continental boundary, is the focus of this work.

b. Southwestern Atlantic

Encounters between Agulhas rings and the South American continental boundary, including the Brazil Current (Fig. 2), are an important part of the intriguing South Atlantic circulation puzzle. These complex interactions may influence the observed latitudinal drift of the Brazil–Malvinas confluence zone (BMCZ) and the formation of intrusion eddies. Various studies suggest that drift of the BMCZ is due to variations in the relative transports of the converging Brazil and Malvinas Currents (Agra and Nof 1993; Matano 1993; Lebedev and

FIG. 1. (a) Anticyclonic eddy trajectories that began near the Agulhas retroflection zone and ended west of 38.5°W, as tracked between 14 Oct 1992 and 31 Dec 2008. (b) Final eddy position and radius (km) for each trajectory. The dashed line shows the average latitude at which these eddies approach the South American continental boundary (27.9°S). The 200- and 2000-m isobaths are shown in both figures. Eddy data are available online (from http://cioss.coas. oregonstate.edu/eddies/) (Chelton et al. 2011).
The shedding of Agulhas rings and their eventual coalescence with the BC may, through a transoceanic “domino effect,” contribute to the observed variability. This linked sequence of events, analogous to a falling row of dominoes, could serve to connect the Agulhas and southwestern Atlantic regions: 1) shedding of rings at the Agulhas retroflection zone, 2) transatlantic crossing and coalescence of some of those rings with the BC, 3) modulation of BC transport, 4) modification of the balance (relative transports) of the BC and MC at the confluence zone, 5) latitudinal drift of the BMCZ, and 6) variation in the frequency of intrusion-ring shedding.

Despite recent progress in the observation and modeling of western boundary current processes, the fate of Agulhas rings that cross the South Atlantic and collide with the South American continental boundary remains poorly described and understood. In this work, we employ analytical and numerical modeling to explore some aspects of these collisions. The eddies are modeled as lenses forming an “eddy train” (ET), a sequence of identical, uniformly spaced lenses that propagate zonally toward the western boundary. Rather than model individual eddies, we introduce a novel approach involving a “double-frontal current” (DFC) with a westward flow in its northern limb and an opposite flow in its southern limb, resulting in a current with the same vorticity and net transport as the eddy train.

This paper is organized as follows: In section 2, a review of eddy–wall interactions is presented. Section 3 briefly develops the governing equations used in this study. Sections 4 and 5 investigate analytically and then numerically the eddy–wall encounter. Finally, in section 6, the study results are discussed and conclusions are presented.

2. Modeling background

The eddy–wall problem has been studied by several authors (e.g., Lamb 1932; Saffman 1979; Minato 1982, 1983; Umatani and Yamagata 1987; Masuda 1988), who worked primarily with linear quasigeostrophic eddies (i.e., small-amplitude nonlenses) and encounters on an f plane. Shi and Nof (1994) summarized previous studies of an isolated eddy’s migration along a free-slip meridional wall. Also among the pioneering works, Yasuda et al. (1986) considered interactions on a β plane, mentioning the action of β. Shi and Nof (1993) investigated “soft” and “hard” eddy–continent interactions. Interactions due to β are relatively soft because the translational velocity induced in an eddy due to variation of the Coriolis parameter is notably small \( \sim O(\beta R_{de}) \), where \( R_{de} \) is the eddy Rossby radius. The contact of a single eddy with a continental wall is expected to last for a few weeks \( \sim O(\beta R_{de})^{-1} \), the time it takes the eddy to traverse a distance equal to its own diameter. Processes not resulting from β (e.g., influences from an advective current or another vortex) can result in higher eddy velocities and stronger eddy–continent interactions. In these hard-interaction cases, eddy structure can be dramatically altered within just a few days (Shi and Nof 1993).

Shi and Nof (1993, 1994) investigated “soft” and “hard” eddy–continent interactions. Interactions due to β are relatively soft because the translational velocity induced in an eddy due to variation of the Coriolis parameter is notably small \( \sim O(\beta R_{de}) \), where \( R_{de} \) is the eddy Rossby radius. The contact of a single eddy with a continental wall is expected to last for a few weeks \( \sim O(\beta R_{de})^{-1} \), the time it takes the eddy to traverse a distance equal to its own diameter. Processes not resulting from β (e.g., influences from an advective current or another vortex) can result in higher eddy velocities and stronger eddy–continent interactions. In these hard-interaction cases, eddy structure can be dramatically altered within just a few days (Shi and Nof 1993).

Shi and Nof (1993) also examined the f-plane case. This eddy–wall interaction results in a massive leak from
the eddy interior and, as expected, division of the eddy into two. The collision of an anticyclonic (cyclonic) eddy with a wall produces an offspring cyclonic (anticyclonic) eddy, with the anticyclonic (cyclonic) feature being on the left (right) side of the contact zone, looking offshore. The eddies move away from each other because of the “image effect”; that is, each eddy is advected along the free-slip wall because of its own image (e.g., Shi and Nof 1994).

A second study (Shi and Nof 1994) investigated soft eddy–wall interactions on a β plane. Three factors were found to influence migration of the eddy along the wall (Fig. 3): the image effect, the β-induced force, and the “rocket” force. Kundu and Cohen (2008) provide a detailed discussion of the image effect. The β-induced force is due to differences in the Coriolis force acting on water particles in different eddy hemispheres. This force is always greater on the eddy’s higher-latitude side, thereby resulting in a net equatorward (poleward) force in anticyclonic (cyclonic) eddies. The rocket force results when an eddy leaks its interior fluid along the wall through a thin jet. This effect is similar to that impinging on a rocket as its fuel is burnt, thereby imposing advection to the eddy in the direction opposite the leak.

Shi and Nof (1994) also considered interactions between non-lens-like quasigeostrophic eddies and a wall on an f plane. After contact, the eddy assumes the shape of a semicircle, which these researchers named a “wodon.” This feature’s structure is completely different from that of the eddy in the open ocean. The wodons do not leak, which led the authors to conclude that, for eddies with low Rossby number \( R_o \), the leak does not play an important role in the interaction with the wall. The importance of the leak increases proportionally with the nonlinearity of the eddy itself.

Nof’s (1999) analytical study investigated an encounter between an anticyclonic lens and a wall on a β plane. This work reported the first analytical solution that involved the image effect, the β-induced force, and the rocket force simultaneously. Surprisingly, despite previous indications that the eddy would move poleward after collision with the wall, it instead remained at a fixed latitude and slowly lost mass, leaking fluid toward the equator as it moved continually but ever more slowly toward the wall. Here, we take Nof’s work a step further and tackle the eddy–wall interaction problem by using an eddy train, a sequence of identical eddies that are evenly spaced in time.

3. Governing equations

The momentum and mass flux balance equations for our domain (Fig. 4) are written in a convenient x–y system with the y axis aligned with the wall. The meridional axis of the X–Y coordinate system is aligned with geographic north. All variables are defined here and in appendix A.

a. The momentum equation

The steady shallow-water nonlinear momentum and continuity equations of an inviscid fluid of density \( \rho \) and
thickness \( h(x, y) \) overlying a motionless, semi-infinite fluid of density \( \rho + \Delta \rho \), where \( \Delta \rho/\rho \ll 1 \), are

**zonal momentum:**

\[
\frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - f = -g' \frac{\partial h}{\partial x}, \tag{1}
\]

**meridional momentum:**

\[
\frac{\partial v}{\partial x} + u \frac{\partial v}{\partial y} + fu = -g' \frac{\partial h}{\partial y}, \tag{2}
\]

**continuity:**

\[
\frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} = 0, \tag{3}
\]

where \( g' \), the reduced gravity, is defined by \( g' = (g\Delta \rho)/\rho \); \( u \) and \( v \) are the zonal and meridional velocities; and \( f \) is the Coriolis parameter.

When Eqs. (1) and (2) are multiplied by height and integrated over the whole domain \( D_\phi \) (with area \( S \)), they become

\[
\int_S \frac{\partial (hu^2)}{\partial x} \, dx \, dy + \int_S \frac{\partial (hv^2)}{\partial y} \, dx \, dy - \int_S f_0 \frac{\partial \psi}{\partial x} \, dx \, dy
\]

\[
- \int_S \frac{\partial (\beta Y \psi)}{\partial x} \, dx \, dy + \int_S \psi \frac{\partial (\beta Y)}{\partial x} \, dx \, dy
\]

\[
= -\frac{g'}{2} \int_S \frac{\partial (h^2)}{\partial x} \, dx \, dy, \tag{4}
\]

where \( \psi \) is a streamfunction defined by \( \frac{\partial \psi}{\partial x} = u \) and \( \frac{\partial \psi}{\partial y} = -v \). In Eqs. (4) and (5), the Coriolis parameter is given by \( f = f_0 + \beta (Y - Y_0) \) where \( f_0 \) is the value at the central latitude \( Y_0 \) of the domain and \( \beta \) is a latitudinal correction. With the aid of Stokes theorem and considering \( Y(x, y) = -x \sin \theta + y \cos \theta \), these zonal and meridional equations become

\[
\int_\phi huv \, dx - \int_\phi [hu^2 + g'h'^2/2 - (f_0 + \beta Y)\psi] \, dy + \beta \sin \theta \int_\phi \psi \, dx \, dy = 0 \quad \text{and} \quad (6)
\]

\[
\int_\phi huv \, dy - \int_\phi [hv^2 + g'h'^2/2 - (f_0 + \beta Y)\psi] \, dx + \beta \cos \theta \int_\phi \psi \, dx \, dy = 0, \tag{7}
\]

respectively. Here, the symbol \( \phi \) indicates the boundary of the domain (Fig. 4), and the arrowed circles represent counterclockwise integration. Specifying the boundaries, these equations can be written as

\[
\int_B \left[ hu^2 + g'h'^2/2 - (f_0 + \beta Y)\psi \right] \, dy + \int_A \left[ hu^2 + g'h'^2/2 - (f_0 + \beta Y)\psi \right] \, dy - \beta \sin \theta \int_S \psi \, dx \, dy = 0 \quad \text{and} \quad (8)
\]

\[
\int_C \left[ hv^2 + g'h'^2/2 - (f_0 + \beta Y)\psi \right] \, dx - \int_A \left[ hv^2 + g'h'^2/2 - (f_0 + \beta Y)\psi \right] \, dx + \beta \cos \theta \int_S \psi \, dx \, dy = 0. \tag{9}
\]

Equation (8), which results from integration of the zonal momentum equation [Eq. (1)], does not yield useful information because it involves an unknown force exerted on the wall (the second term). We therefore focus our attention on Eq. (9). The first term in the equation...
can be expressed in the $X-Y$ system, which is indicated by the asterisks,

$$\sin \theta \int_{Y_a}^{Y_c} h^* (u^*)^2 \, dY - \int_{A}^{B} [h v^2 + g' h^2/2 - (f_0 + \beta Y) \psi] \, dx$$

$$- \int_{C}^{D} [h v^2 + g' h^2/2 - (f_0 + \beta Y) \psi] \, dx$$

$$+ \beta \cos \theta \int_{S}^{D} \psi \, dx \, dy = 0. \quad (10)$$

Equation (10) allows us to analyze the problem without solving the complex nonlinear equations inside the domain. Figure 5 (left) shows the forces acting on the domain during impingement of the westward current on the wall. Each wall-parallel force component (black arrows) is associated with a corresponding term in Eq. (10). The first term gives the wall-parallel component of the original zonal force exerted on $D_o$ by the westward current (WC). When $\theta = 0^\circ$, the value of this term is zero. The second and third terms describe the southward current (SC) and northward current (NC) forces exerted on $D_o$ by currents entering or exiting through the southern and northern boundaries, respectively. These two forces operate along the axis of current flow. The fourth term, the wall-parallel component of the $\beta$ force, is due to an as yet unknown permanent eddy inside the domain and will be discussed further below.

**b. The mass equation**

Integration of the steady continuity equation for shallow water over the whole domain $D_o$ is

$$\int_{Y_a}^{Y_c} h^* u^* \, dY - \int_{A}^{B} h v \, dx - \int_{C}^{D} h v \, dx = 0. \quad (11)$$

The first term represents transport into the domain through its eastern boundary. The next two terms represent transports across the southern (AB) and northern (CD) boundaries. Figure 5 (right) shows the transports $T_{BC}$, $T_{AB}$, and $T_{CD}$ associated with these terms.

### 4. The eddy–wall encounter

We now consider two scenarios, one with a meridional wall ($\theta = 0^\circ$) and one with a wall tilted with respect to the north ($\theta > 0^\circ$). The latter case is more generally representative of the South American continental boundary (Fig. 2). The trajectories of the eddies within the train are assumed to be identical. Estimation of transport along the wall due to the eddy–wall encounter will now be discussed.

**a. The double-frontal current**

We use a zonal geostrophic double-frontal current (Fig. 6) to represent a train of eddies. The two sides of
this current are asymmetrical ($|Y_4| > |Y_6|$) because of $\beta$. This important aspect results in a net westward transport, reproducing the same transport as that of the eddy train. For analytical tractability, we consider the eddies and the DFC to have zero potential vorticity ($\xi = 0$). Taking into account the above considerations, the equations for the zonal velocity $u_{zc}^*$ and depth $h_{zc}^*$ of the zonal geostrophic DFC are obtained from the system

$$\xi = \frac{f_0 + \beta(Y - Y_0)}{h_{zc}^*} \frac{\partial u_{zc}^*}{\partial Y} = 0 \quad \text{and} \quad fu_{zc}^* = -g' \frac{\partial h_{zc}^*}{\partial Y}.$$  

Assuming $Y_0 = 0$ and the boundary conditions $u_{zc}^* = 0$ and $h_{zc}^* = H_{zc}$ at $Y = 0$, this system’s solution is

$$u_{zc}^* = f_0 Y + \beta Y^2/2 \quad \text{and} \quad h_{zc}^* = H_{zc} - f_0 Y^2/2 + f_0 \beta Y^3/2 - \beta^2 Y^4/8g'. \quad (12a)$$

$$h_{zc}^* = H_{zc} - f_0 Y^2/2 - f_0 \beta Y^3/2 - \beta^2 Y^4/8g'. \quad (12b)$$

b. The encounter

A zonal double-frontal current has a westward flow in its northern section and a weaker, eastward flow in its southern section. This current collides with the wall and subsequently “splits.” In this subsection, the equations that describe this interaction will be derived. It will be demonstrated here that a stationary eddy (SE) is required in the interaction area because its $\beta$-induced force is necessary to balance the other forces acting parallel to the wall.

1) MERIDIONAL WALL ($\theta = 0^\circ$)

Figure 7 shows a plan view of the DFC–wall encounter. The meridional limits of the domain are $y_N$ and $y_S$. A northward wall-parallel flow (NC), which crosses section CD with the same net transport as the DFC, results from the interaction. A southward wall-parallel flow, crossing section AB, is topologically impossible because a current (leak) of finite cross-sectional area perpendicular to the wall cannot be achieved under conditions of poleward flow.

Applying Eq. (10) to this scenario and considering $y = Y$ (i.e., $\theta = 0^\circ$) gives

$$-\int_C \left[ h\dot{v}^2 + g'h^2/2 - (f_0 + \beta y)\psi \right] dx + \int_S \beta \psi dx dy = 0. \quad (13)$$

The relationship between the terms $g'h^2/2$ and $(f_0 + \beta y)\psi$ will now be examined. Assuming the DFC is geostrophic when $x \to \infty$, its flow along the eastern section obeys the following relation:

$$(f_0 + \beta y)\psi \bigg|_{y_S}^{y_N} - \beta \int_{y_S}^{y_N} \psi dy = g'h^2/2 \psi \bigg|_{y_S}^{y_N}. \quad (14)$$
Following Arruda et al. (2004), it is assumed that \( \psi = \psi_c(y) \) and \( h = h_c(y) \) when \( x \to \infty \). Because the current thickness at the DFC fronts is zero and \( \psi_{\infty} = 0 \) on the southern side of the current, Eq. (14) becomes

\[
(f_0 + \beta y)\psi|_{y_{\infty}} = \beta \int_{y_{\infty}}^{y} \psi_{\infty} \ dy.
\]

Assuming now that the northward current is also geostrophic, it obeys the relation

\[
(f_0 + \beta y)\psi + K = g' h^2/2,
\]

where \( K \) is a constant of integration to be determined. This equation is also valid at point \( C(\infty, y_N) \) of the domain where \( h = 0 \). Taking this finding into consideration and returning to Eq. (15), \( K \) is given as

\[
K = -\beta \int_{y_{\infty}}^{y_N} \psi_{\infty} \ dy.
\]

With Eqs. (13), (16), and (17), the final integrated meridional momentum equation for the domain ABCDA (Fig. 7) is given by

\[
\int_{0}^{L_{sc}} h v^2 \ dx + \beta \int_{S} (\psi - \psi_{\infty}) \ dx \ dy = 0,
\]

where \( L_{nc} \) is the width of the NC. This expression is similar to expressions presented in Arruda et al. (2004). The equation’s first term represents a rocket force exerted in the domain by the northward current, which corresponds to the thick black NC arrow in Fig. 5 (left). The interpretation of the second term in Eq. (18) is not straightforward. It will be shown through scale analysis that this term corresponds to a \( \beta \) force exerted by a stationary eddy established inside the domain. This force corresponds to the central black arrow in Fig. 5 (left).

(i) Scales

It is assumed that the current width (Fig. 6) is \( L_{sc} \sim O(R_d) \), where \( R_d \) is the Rossby radius of the current: \( R_d = (g' H_{zc})^{1/2}/f_0 \).

The thickness \( H_{zc} \) defines the thickness scale for all the currents of the domain. The net transport between points 4 and 5 is zero. The transport between points 4 and 5 corresponds to the DFC net transport. The scales of \( h_{5} \) and \( d_{45} \) which are directly related to DFC net transport, will be determined next.

For the meridional balance equation (i.e., for the region between points 5 and 6), we can write

\[
g' h_{5}^2/2 + \beta \int_{6}^{5} \psi \ dy = 0.
\]

In this equation, we have considered that \( \psi_{5} = \psi_{6} = 0 \) and \( h_{5} = 0 \). The assumed DFC scales are given by \( h \sim O(H_{zc}), y \sim O(R_d), u \sim O(g' H_{zc})^{1/2}, \) and \( \psi \sim O(g' H_{zc}^2/f_0) \). The parameter \( \epsilon = \beta R_d/f_0 \), where \( \epsilon \ll 1 \), defines the ratio between the variation of the Coriolis parameter along the DFC meridional width and the parameter \( f_0 \) itself (by definition, \( \epsilon \) is zero on an \( f \) plane). With these considerations, it is possible to investigate the scales of the variables in Eq. (19),

\[
[h_{5}] \sim O(\epsilon^{1/2} H_{zc}).
\]

Assuming that the zonal velocity is constant along section 4–5, it is noted that \( \partial h/\partial y \sim h_{4a}/d_{45} \). The distance \( d_{45} \) is small, and \( h_{4} = 0 \). Using the geostrophic relation and Eq. (20), we find that

\[
d_{45} \sim O(\epsilon^{1/2} R_d).
\]

The scales of the terms in Eq. (18) will now be investigated. We assume, a priori, the existence of a stationary eddy inside the domain [with a maximum depth of \( H_{se} \) and a transport function \( \psi_{se} \), where \( \psi_{se} \sim O(g' H_{se}^2/f_0) \)]; we will subsequently show that the existence of this feature is necessary. The eddy’s Rossby radius is given by \( R_{se} = (g' H_{se}^2)^{1/2}/f_0 \) and \( H_{se} = H_{zc} = (R_d/R_{se})^2 \). The zonal scales \( x \) of the northward current, the double-frontal current, and the stationary eddy are \( O(\epsilon^{1/2} R_d), O(\epsilon), \) and \( O(R_d) \), respectively, where \( \epsilon \) is the zonal width of the domain. The respective meridional scales are \( O(\epsilon), O(R_d), \) and \( O(R_{se}) \). With these scales, the first term of Eq. (18) is \( O(\epsilon g' H_{se}^2 R_d) \). The second term is zero in the stagnant ocean and in the DFC (due to the geometry of its streamlines). In the northward current and stationary-eddy regions, this term is \( O(\epsilon^{5/2} g' H_{se}^2 R_d) \) and \( O(\epsilon g' H_{se}^2 R_d^2/R_{se}^2) \), respectively. The ratios on the order of the first term of Eq. (18) and these last two orders are \( \epsilon^{3/2} R_d(R_{se}/R_d)^2 \), respectively. We see that only the second term (corresponding to the stationary eddy) is capable of balancing the first term. Equation (18) can then be rewritten in the form

\[
\int_{0}^{L_{sc}} h_{se} v^2 \ dx + \beta \int_{S_{se}} \psi_{se} \ dx \ dy = 0.
\]
because its second term is always negative. A stream-function with a negative mean value is typical of anticyclonic eddies in the Southern Hemisphere. In the following section, the various terms of Eq. (22) will be examined. The goal is to develop an analytical expression for the northward-current transport and the radius of the stationary eddy (Fig. 8).

(ii) Momentum and mass transport of the northward current

The first term in Eq. (22) will now be examined. The NC has zero potential vorticity, and its velocity \(v_{nc}\) is approximated by

\[
v_{nc} = v_l - f_0 x \quad 0 \leq x \leq L_{nc}
\]

(23a)

and

\[
v_{nc} = 0 \quad x > L_{nc}
\]

(23b)

where \(v_l\) is the NC velocity at the wall (point 1 in Fig. 8).

By geostrophy, the current thickness \(h_{nc}\) is given by

\[
h_{nc} = h_1 + f_0 v_l x/g' - f_0^2 x^2/2g' , \quad 0 \leq x \leq L_{nc}
\]

(24a) and

\[
h_{nc} = 0 \quad x > L_{nc} .
\]

(24b)

Applying the geostrophic relation again to the NC,

\[
T_{nc} = -g'h_1^2/2f_0 \rightarrow h_1 = [-2f_0 T_{nc}/g']^{1/2} ,
\]

(25)

which enables us to calculate \(h_1\). This equation confirms that \([h_1] \sim O(\epsilon^{1/2})\) because \(T_{nc}\), which depends on \(h_3\) and \(d_{45}\), also has \(O(\epsilon)\), as shown in Eqs. (20) and (21).

Applying the Bernoulli relationship between points 1 and 5 yields the velocity \(v_1\),

\[
v_1 = [2g'(H_{zc} - h_1)]^{1/2}.
\]

(26)

The width \(L_{nc}\) is calculated assuming that the meridional velocity \(v\) is constant along this width, which is plausible because the current is notably narrow. Taking \(\partial h/\partial x = \Delta h/\Delta x\) and \(v = v_1 = \) constant, the geostrophic relation enables us to derive an expression for \(L_{nc}\),

\[
L_{nc} = -\frac{g'h_1}{f_0}[2g'(H_{zc} - h_1)]^{1/2}.
\]

(27)

These expressions for \(h_1\), \(v_1\), and \(L_{nc}\) depend only on the known parameters of the DFC. Using Eqs. (23) and (24), the first term of Eq. (22), the momentum \(M_{nc}\), can now be determined,

\[
M_{nc} = \int_{0}^{L_{nc}} h_{nc} v_{nc}^2 dx = h_1 v_1^2 L_{nc} + f_0 v_1^2 L_{nc}^2/2g'.
\]

(28)

Integration of \(h_{nc}v_{nc}\) between points 1 and 2 (Fig. 8) yields

\[
T_{nc} = \int_{0}^{L_{nc}} h_{nc} v_{nc} dx = h_1 v_1 L_{nc} + f_0 v_1^2 L_{nc}^2/2g'.
\]

(29)

With the introduction of Eqs. (25)–(27) into Eqs. (28) and (29), the momentum and transport of the meridional current can now be calculated.

(iii) Momentum and radius of the stationary eddy

The second term of Eq. (22) will now be analyzed. An expression for the transport function \(\psi_{se}\) of the stationary eddy can be developed from

\[
\partial \psi_{se}/\partial r = v_0 h_{se},
\]

(30)

where \(r\) is a cylindrical coordinate, \(h_{se}(r)\) is eddy thickness (Fig. 9), and \(v_0(r)\) is the eddy’s tangential velocity. The current around the eddy also contributes to its momentum but has an order higher than \(\epsilon\) and can therefore be neglected. The velocity and thickness profiles of a symmetrical, lens-like eddy of zero potential vorticity are given by

\[
v_0 = -f_0 r/2 \quad \text{and}
\]

(31a)

\[
h_{se} = f_0^2 (r_0^2 - r^2)/8g'.
\]

(31b)
thickness is \( h \), the distance from the eddy center to any location where the eddy interface; the vertical dimension of the interface is \( h_i \). Radius \( r \) is the distance from the eddy center to any location where the eddy thickness vanishes. The term \( R \) is the total radius of the eddy, which is measured from the eddy’s center to its rim (where the eddy thickness vanishes). The term \( r_0 \) is the distance measured from the center of the eddy to its edge (i.e., where \( h = 0 \)). Using Eq. (31), the solution of Eq. (30) is given by

\[
\psi_{se} = k + \frac{f_0^2 (r_0^2 - r^2)^2}{64 g'}, \tag{32}
\]

where \( k \) is a constant of integration to be determined.

Equation (31b) gives

\[
R = \left[ \frac{8 g' (H_{se} - h_i)}{f_0^2} \right]^{1/2}. \tag{33}
\]

Considering that \( \psi_{se} = 0 \) when \( r = R \) and combining that with Eq. (33), we obtain \( k = -g' h_i / f_0 \). From the latter expression, Eq. (32) becomes

\[
\psi_{se} = \frac{f_0^2 (r_0^2 - r^2)^2}{64 g'} - \frac{g' h_i^2}{f_0^2}, \quad r \leq R. \tag{34}
\]

The relation \( H_{se} / h_i = (R_{de} / R_0)^2 \), in combination with the fact that \( R_{de} \sim O(R_0) \), allows us to conclude that \( H_{se} \sim O(h_i) \) and consequently \( H_{se} \gg h_i \) and \( R \approx r_0 \). Thus, the second term of Eq. (22), the stationary-eddy momentum \( M_{se} \), can be written as

\[
M_{se} = \beta \int_{S_{se}} \psi_{se} \, dx \, dy = \frac{f_0^2 \beta}{2^7 (3)^6 g'} \int_0^{2 \pi} R^6 \, d\theta = \frac{\pi f_0^2 \beta R^6}{2^6 (3)^6 g'}, \tag{35}
\]

where the term with an order higher than \( \epsilon \) was neglected. From Eq. (22) with Eqs. (28) and (35), the radius of the SE is found to be

\[
R = 2 \left\{ \left[ \frac{3 g'}{\pi f_0^2 \beta} \right] \left[ h_i v_0^2 L_{nc} + \frac{f_0^2 v_0^2 L_{nc}^2}{2 g'} \right] \right\}^{1/6}. \tag{36}
\]

The principal variables associated with the stationary eddy are shown in Fig. 9.

2) Tilted Wall (\( \theta > 0^\circ \))

Figure 10 shows the case of a double-frontal current that splits at a tilted wall. Again, a stationary eddy is required for the momentum balance to hold. Applying to Eq. (10) the same procedure used in the prior subsection results in

\[
\sin \theta \int_{Y_{nc}}^{Y_i} h^* (u^*)^2 \, dY + \int_0^{L_{nc}} h v^2 \, dx + \beta \cos \theta \int_S \psi \, dx \, dy = 0. \tag{37}
\]

Compared to Eq. (22), Eq. (37) has an extra term (the first term), which corresponds to the wall-parallel component of the zonal force exerted in the domain by the DFC (see the WC-force black arrow shown in Fig. 5, left). The last term of Eq. (37) also represents a component parallel to the wall, the \( \beta \)-induced force of the SE. When \( \theta = 0^\circ \), Eq. (37) reduces to Eq. (22) as expected.

(i) Scales

The orders of the three terms of Eq. (37) are, from left to right, \( \sim O(g' H_{se}^2 R_d \sin \theta) \), \( \sim O(g' H_{se}^2 R_d) \), and \( \sim O(g' H_{se}^2 R_{de} (R_{de}/R_d)^5 \cos \theta) \). Two scenarios
are possible. The first scenario occurs when \( \sin \theta \sim O(\epsilon) \), which produces three terms in Eq. (37) with the same \( \sim O(eg'H_{zc}R_d) \), and again \( R_{de} \sim O(R_d) \). The first two terms correspond to forces exerted in the domain (toward the southwest) by the double-frontal current and the northward current. The stationary eddy is again necessary because only its northward \( \beta \)-induced force is able to balance these forces. The second situation occurs when \( \sin \theta \gg \epsilon \). Only the third term of Eq. (37), which is the term related to the SE, is now able to balance the first term of the expression. A new relation for \( R_dR_{de} \) is now established,

\[
R_{de} \sim O(R_d^{1/6}). \tag{38}
\]

Equation (38) shows that the SE radius will be greater in this second scenario, which is to be expected because its \( \beta \)-induced force must now balance an extra force.  

(ii) Balance of forces

The wall-parallel component of the force exerted by the DFC is given by

\[
M_{zc} = \sin \theta \int_{Y_c}^{Y_4} h_{zc}^* (u_{zc}^*)^2 \, dY
\]

\[
= \sin \theta \left[ \frac{f_0^2 H_{zc} (Y_4^3 - Y_6^3)}{3} + f_0 \beta H_{zc} (Y_4^4 - Y_6^4) \right]

- \frac{f_0^3 (Y_4^5 - Y_6^5)}{6g'} - \frac{f_0 \beta (Y_4^6 - Y_6^6)}{6g'} \right]. \tag{39}
\]

The coordinates \( Y_4 \) and \( Y_6 \) indicate the position of the DFC fronts. They are calculated by applying Eq. (12) in the points \( (h_{zc}^*, Y) \) given by \((0, Y_4)\) and \((0, Y_6)\). The third equation is \( T_{zc} = \int_{Y_4}^{Y_6} h_{zc}^* u_{zc}^* \, dY \). The resulting system of two equations has three unknowns \( (Y_4, Y_6, \text{and } H_{zc}) \), as expected. Equations (28) and (35) are still valid for the second and third terms of Eq. (37). Taking these considerations into account, the final expression for the balance of forces along the wall is

\[
\sin \theta \left[ \frac{f_0^2 H_{zc} (Y_4^3 - Y_6^3)}{3} + f_0 \beta H_{zc} (Y_4^4 - Y_6^4) \right]

- \frac{f_0^3 (Y_4^5 - Y_6^5)}{6g'} + h_{zc}^* L_{nc}^* + \frac{f_0 v_1^2 L_{nc}^2}{2g'} \right] \]

\[
= \pi f_0^3 \beta R^6 \cos \theta \left[ \frac{26(3)g'}{2\theta'} \right] = 0. \tag{40}
\]

(iii) Radius of the stationary eddy

From Eqs. (39) and (40), the radius of the stationary eddy (Fig. 9) is given by

\[
R = 2 \left\{ -\frac{3g'}{\pi f_0^3 \beta \cos \theta} \left[ 3 M_{zc} + h_1 v_1^2 L_{nc}^* + \frac{f_0 v_1^2 L_{nc}^2}{2g'} \right] \right\}^{1/6}. \tag{41}
\]

With \( \theta = 0^\circ \), Eq. (41) reduces to Eq. (36).

As mentioned, we considered two different scenarios for eddy train–wall interactions: a meridional wall and a tilted wall. The meridional balance is different in each case. In the first scenario, the rocket force exerted by the northward current (i.e., through leakage) is balanced by the \( \beta \)-induced force of the stationary eddy. In the second scenario, there is an additional force. Now the wall-parallel component of the \( \beta \)-induced force balances the sum of two southwestward forces, the rocket force of the northward current plus the force exerted in the domain by the wall-parallel component of the double-frontal current (Fig. 5, left). Hence, the radius of the stationary eddy must be greater in this latter scenario. The scale analysis revealed that the presence of a stationary eddy is necessary in the interaction region because only its \( \beta \)-induced force can balance the other meridional forces acting along the wall.

5. Numerical simulations

To further examine the validity of the analytical model developed here, we performed quantitative experiments using a modified version of the Bleck and Boudra (1981) reduced gravity isopycnal model [a general description of this numerical model is presented in Shi and Nof (1994)]. The Orlanski (1976) second-order radiation condition was applied to the open northern, southern, and eastern domain boundaries.

a. Eddy-train generation

We performed two types of experiments with respect to eddy-train generation (Table 1). In the first set of experiments (group A), eddies were created with the "eddy cannon" introduced in Pichevin and Nof (1996). In the second set of experiments (group B), features were specified analytically within the domain with Eq. (31). To accelerate the experiments and reduce the effect of friction, we introduced an artificially magnified value for \( \beta \). To verify that the magnified \( \beta \) did not produce significant unwanted variation in our results, several experiments (not shown in Table 1) were also performed with the typical \( \beta \). From these comparisons, we concluded that the model results were not altered by the magnified \( \beta \).

Figure 11 illustrates the model ocean and eddy cannon used for the group-A experiments. First, we suppose an imaginary domain around the cape (represented by the
solid black horizontal line on the ocean’s east side). A westward current is imposed on the northern side of the cape. Because of the small radius of curvature at the cape’s tip, the current turns back on itself and returns eastward along the cape’s southern boundary. At the tip of the cape, eddies are created because the flow force (directed to the west) associated with the current entering and exiting the domain needs to be balanced. The drifting eddies exert a force (to the east) as they move westward. These eddies are similar to bullets fired from a cannon, which is why this model scenario (cape + current + eddies) has been called an eddy cannon (Pichevin and Nof 1996).

b. Experiments

Approximately a dozen different numerical experiments were performed, and we present here three specific examples that are generally representative of the results (Table 1). The first (case AI) and third (case BIII) scenarios, with a meridional wall in the domain, correspond directly to our theoretical calculations. In the first case, large eddies were generated with the eddy cannon; in the third case, smaller eddies were created analytically. The second scenario (case AII) had a tilted wall, which corresponds more directly to a typical oceanic situation. In all of the experiments, the streamlines were not disturbed when the fluid left the domain, suggesting that the radiation boundary conditions used in the open boundaries were appropriate. To allow for sufficient resolution within the leaks, we worked with relatively large eddies (h ~ 3000 m). The viscosity (400 m² s⁻¹) may seem large; however, this value is acceptable in this context because of the coarse spatial resolution and large meridional grid size (Table 1), which imply acceptably small diffusion speeds (0.5 cm s⁻¹).

c. Numerical results

In the first scenario (case AI), the domain had a meridional wall on its western side, and a train of large eddies was generated with the eddy cannon. In the representative example (experiment A102; Table 1), a zero-potential-vorticity run was conducted with domain dimensions of 1600 km × 950 km and a β of 8.10⁻¹¹ m⁻¹ s⁻¹ (approximately 4 times greater than the typical β). The runtime was 4 yr, and an eddy of radius ~240 km was generated every 112 days. Figure 11 shows the first eddy E₁ colliding with the meridional wall and a second eddy E₂ nearly pinched off from the eddy
cannon. Transports were calculated for sections A, B, and C. The transport of the eddy train was 27 Sv. Figure 12 shows the stationary eddy created in the domain. Time-averaged depth (upper-layer thickness) and velocity at each grid point were used to identify the eddy boundary and calculate eddy size. The stationary eddy shown in Fig. 12 has a radius of approximately 115 km.

For model verification, we compared the dimensions of features common to the analytical and numerical models. In the analytical model, the double-frontal current had a maximum depth $H_{zc}$ of 2877 m, a width $L_{zc}$ of 152 km, and a $R_d$ of 54 km. From Eq. (25), $h_1$ (vertical thickness of the northward current at point 1; Fig. 8) is 737 m. In the corresponding numerical model, this depth (measured at section A; Fig. 11) was 670 m, giving a value of 1.1 for the ratio of the analytical and numerical values. The SE radius, according to Eq. (36), was 105 km, yielding a ratio of 0.91 for the analytically and numerically determined radii. Thus, the analytical and numerical results are in excellent agreement.

In the second scenario (case AII), eddies were again generated with an eddy cannon, but the wall in this case was tilted $23^\circ$. The model parameters mentioned above were retained, but the zonal dimension of the domain was increased slightly to maintain an approximately constant time for eddy transit from the cannon to the wall. Comparison of the first and second scenarios is useful for evaluating the effects of a DFC with a linear momentum different from that of the eddy train. The experiment representative of the tilted-wall scenario (experiment AII04; Table 1) resulted in a stationary-eddy radius of 130 km, whereas the analytical result, calculated from Eq. (41), was 154 km, a greater difference (ratio ~ 1.2) than was observed for the first scenario (ratio ~ 0.91). The greater difference between the analytical and numerical case-II SE radii can be attributed to the greater difference in linear momentum of the DFC versus the eddy train. In this second scenario, $\sin\theta \gg \varepsilon$, and Eq. (37), where the term $\varepsilon^{-1/6}$ is 1.7, must be applied. The ratio of the analytical radii of the second and first scenarios was 154/105 ~ 1.5, which is consistent with the magnitude of the $\varepsilon^{-1/6}$ term in the tilted-wall case.

Other experiments were performed for a range of wall-tilt angles between $0^\circ$ and $40^\circ$ (Table 1 and Fig. 13). The difference between the analytical and numerical results increased as wall tilt increased. At $\theta = 40^\circ$, the

![Fig. 11. Eddy thicknesses obtained in a representative eddy–wall numerical simulation (case I, experiment 02; Table 1). The contour interval is 300 m. This frame shows one eddy $E_1$ contacting the western wall and leaking toward the north while a second eddy $E_2$ is nearly pinched off from the eddy cannon on the right. Section A indicates where the transport of the leak was calculated. Eddy transport was calculated as the difference between the transports across sections B and C. Numerical stability demands an eddy viscosity of 400 m$^2$ s$^{-1}$ (see text for explanation); $g' = 0.01$ m s$^{-2}$ and $f_0 = -10^{-4}$ s$^{-1}$. The time step is 288 s.](image1)

![Fig. 12. ET (DFC) thickness for one of the numerical simulations (case I, experiment 02; Table 1). The DFC was generated by continuous production of eddies on the right. All other model conditions are as in Fig. 11. Note the SE generated in the DFC–wall encounter region.](image2)

![Fig. 13. SE radii obtained for different angles of wall tilt $\theta$ with the analytical model and representative case-AII numerical experiments (experiments 01–07; Table 1).](image3)
ratio of the analytically obtained stationary-eddy radius to the numerically calculated radius was 1.2; for lower values of \( \theta \), the ratios were closer to 1. The greater differences between the analytical and numerical model results at higher angles of wall tilt are due to the increasing influence of the DFC linear momentum as \( \theta \) increases.

In the third scenario (case BIII), a train of small to medium eddies was generated analytically within a domain with a meridional wall on its western side. Comparison of the first and third scenarios allows for an evaluation of the sensitivity of the analytical model to eddy size. The grid was given a higher resolution to accommodate the smaller width of the leak. For the representative case (experiment BIII04), the impinging eddies had radii \( \sim 117 \) km, and the transport of the train of eddies was 0.54 Sv. The northward-current vertical thickness \( h_1 \), obtained from Eq. (25), was 104 m, whereas in the numerical model it was 90 m (ratio of \( \sim 1.2 \)). The analytical SE radius obtained from Eq. (36) was 56 km, and the numerically calculated radius was 70 km (ratio of \( \sim 0.8 \)). The eddy had an analytical radius of deformation of \( \sim 20 \) km, which was equivalent to the DFC \( \sim O(R_d) \). Additional experiments with different impinging-eddy dimensions were performed, and the resulting differences between the analytical and numerical SE radii were always <30\% (this maximum value was obtained for impinging eddies of radii of \( \sim 65 \) km). The smaller the impinging eddies, the greater the difference between the analytical and numerical results. As will be discussed below, this pattern can be attributed to the influence of the centrifugal force of the eddies.

We conclude from these comparisons that the numerical experiments clearly support the theoretical calculations. The model results and their implications are discussed in more detail in the next section.

6. Discussion and conclusions

We analytically investigated an encounter between a train of highly nonlinear lens-like eddies (represented by a geostrophic double-frontal current) and a continental boundary (represented by a vertical wall). The accompanying numerical experiments (Table 1) were performed with the objective of validating the analytical model. The thickness, width, and transport of the northward current along the wall (i.e., the leak from the interiors of the eddies, generated after eddy–wall contact) and the radius of the stationary eddy were calculated with the formulas proposed here. These quantities are provided by Eqs. (24), (27), (29), and (36), respectively, with the aid of Eqs. (25) and (26).

The SE radius for any scenario with a tilted wall is given by Eq. (41).

The geostrophic DFC has the same transport and potential vorticity (assumed to be zero) as the train of eddies upstream of the collision zone (see Figs. 6, 8). However, there are some limitations involved in the use of this current as an analytical analog of a train of eddies. The mass and vorticity can be matched, but the DFC cannot possibly have the same energy and momentum as the train, because this circumstance would overconstrain the system. Experiments within the second numerical scenario (case AII) showed that differences between the analytical and numerical model results increase with increasing wall tilt: that is, when a component of the DFC momentum is included in the momentum balance along the wall. The maximum difference was 22\% (observed with a wall tilt of 40\°; Fig. 13), which, though greater than the difference for a meridional wall (case AI), is still acceptable. Using the Brazilian continental margin as an example of an area where collisions between anticyclonic rings and a continental boundary seem inevitable, a typical wall tilt would be approximately 30\°, which produces a difference of approximately 20\% between the analytical and numerical results (Fig. 13). Agulhas eddies typically approach the South American continental boundary near 28°S (Fig. 1b), where the boundary has a nearly north–south orientation (\( \theta \sim 0\° \)), a condition for which the analytical and numerical model results are in best agreement.

We also assumed that the DFC is in geostrophic balance, but the centrifugal force in the eddy interior does not allow movement of the DFC to be purely geostrophic. As a result, the DFC thicknesses and velocities will differ from those of the eddies in the train, with deviations directly proportional to the Rossby number of the eddies (Flierl 1979). Experiments within the third (case BIII) scenario demonstrated that differences between the analytical and numerical model results depend inversely on eddy radius. With large eddies, which have small centrifugal force, the analogous DFC more convincingly reproduces the train of eddies, and similarities between the models are more evident. Accordingly, in the first scenario (case AI, a train of large eddies), the difference between the analytical and numerical models was small.

We conclude the following:

(i) The presence of a stationary eddy is necessary in the double-frontal current–wall contact zone (Figs. 9, 12) because only its \( \beta \)-induced force is able to balance the other forces acting along the wall, as shown by Eqs. (22) and (37). The SE radius is
directly proportional to (i) the transport of the train of eddies, (ii) the tilt of the wall, and (iii) the density difference between the eddy interior fluid and the surrounding fluid [as shown by Eqs. (36) and (41)]. The eddy radius is inversely proportional to the latitude of the contact zone.

(ii) After contact with the wall, the impinging eddies leak their interior fluid toward the equator (Fig. 11), thus creating a northward current along the wall with the same transport as that of the impinging-eddy train (or with the same net transport of the double-frontal current).

(iii) Equation (37) shows that the encounter of an eddy train with a wall corresponds to a balance among three forces along the wall: the poleward component of the zonal force that is exerted in the domain by the double-frontal current, the poleward rocket force that results from the leak, and the equatorward component of the $\beta$-induced force of the stationary eddy.

(iv) The numerical model results are in good agreement with the analytical solution.

Our results are applicable to encounters between Agulhas rings and the Brazilian continental boundary and its western boundary current, the Brazil Current (Figs. 1, 2). Such encounters have not been directly documented in situ, but indirect evidence indicates they are likely inevitable. For example, altimetry observations have tracked Agulhas eddies that crossed the South Atlantic Ocean and closely approached the South American continent (Fig. 1a). We calculated the radii of the 10 eddies observed to have made this trans-oceanic journey between 1998 and 2006 (Fig. 1a). Eddy radius at the western terminus of each trajectory was calculated as the radius of a circle with an area equal to that enclosed by the contour of maximum circum-average speed (Chelton et al. 2011). These westernmost eddy radii ranged from 51 to 145 km (Fig. 1b).

Assuming that all eddies are lenses and that any eddy that reaches 38.5°W will also reach the continental boundary, it is possible to estimate the equivalent eddy train that corresponds to the sequence of 10 eddies displayed in Fig. 1b. The following assumptions were also considered for this equivalent ET: (i) the time interval $T_{et}$ between identical successive eddies is calculated by $T_{et} = (\sum_{i=1}^{9}(time_{i+1} - time_{i})) / 9$, where time is measured when the $i$th successive trajectory reaches 38.5°W; (ii) the radius of the identical eddies $R_{et}$ is the weighted radius obtained from $R_{et} = \sum_{i=1}^{10}R_{ti}D_{i} / \sum_{i=1}^{10}D_{i}$, where $D_{i}$ is the length of the $i$th trajectory (measured west of 38.5°W) and $R_{ti}$ is the mean eddy radius of the $i$th trajectory (calculated west of 38.5°W); and (iii) the translation velocity of the eddies $V_{et}$ is the weighted velocity obtained from the mean velocity $V_{ti}$ of the $i$th trajectory and is calculated similarly to radius $R_{et}$. Each mean velocity $V_{ti}$ is calculated by $V_{ti} = D_{i}/time_{i}$.

With the above assumptions, the resulting equivalent eddy train would have successive identical eddies with radii of 85 km, each moving westward at 5.4 cm s$^{-1}$ and separated by a uniform distance of $\sim$1500 km. The time interval between eddies would be 322 days (i.e., approximately one eddy per year would collide with the South American continental boundary). The resulting eddy-train transport is approximately 0.17 Sv. Using Eqs. (12), (25)–(27), and (36) for the case of a meridional wall yields a narrow northward current (leakage) with a width of 2.6 km and a stationary eddy with a radius of 60 km. Currently, it would be difficult to observe such an eddy from satellites, primarily because the altimetry data lack the requisite resolution. However, a stationary eddy could appear in the form of a recirculation cell embedded within the BC, thus offering a potential avenue for future research.

During the 16-yr period covered by the Chelton et al. (2011) dataset, many eddies were pinched off from the retroreflection zone of the Agulhas Current, but only 10 were observed to cross the South Atlantic Ocean. (The other eddies could have met a variety of fates, perhaps drifting northward, advected by the Benguela Current; splitting into other eddies; or simply decaying, partially or totally.) Other types of eddies generated by other mechanisms (e.g., eddies shed by the Brazil Current meanders) might also impinge on the South American continental boundary. In this work, we focus on Agulhas rings because they are much larger than the other rings and are therefore more easily observed from space and are likely have a greater effect on boundary-current processes upon collision.

We have considered only eddy–wall interactions in the absence of a swift western boundary current. However, it is reasonable to assume that the presence of the Brazil Current is important to the process because its cross-shore scale has roughly the same Rossby radius as the impinging eddies. Therefore, at least part of the signal of the impinging-eddy train may become embedded in the current, thus being carried away from the collision area. In fact, propagation of sea level anomalies has been previously documented in some Southern Hemisphere western boundary currents, such as the East Australian Current (Bowen et al. 2005; Mata et al. 2006) and the Brazil Current (Campos 2006). Future studies are needed to investigate further the dynamics associated with interactions between eddies and western boundary currents.
Finally, the eddy–wall interaction model developed here suggests that the Brazil Current transport is weakened upstream from (north of) the collision zone, whereas its downstream transport (south of the collision zone) remains unaltered. Unfortunately, in keeping with most Southern Hemisphere oceanic features, the current remains undersampled despite its regional and local importance. Therefore, it is not possible at this time to directly compare our results to observed transport values. Our results can be used, however, to support the development of future field experiments, which can in turn provide data to help evaluate the theory proposed here. Yet another intriguing aspect of eddy–wall interactions is the influence of eddy collisions on boundary current variability, locally as well as upstream and downstream from the collision zone. These effects can be investigated using our proposed model by replacing the continuous events modeled here with “burst” events: that is, impingement of distinct trains consisting of several eddies each, with each train separated by periods of quiescence.
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APPENDIX A

List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>Coriolis parameter [defined by $f = f_0 + \beta(Y - Y_0)$]</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Coriolis parameter at the central meridional coordinate (latitude) $Y_0$ of the domain</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravity</td>
</tr>
<tr>
<td>$g'$</td>
<td>Reduced gravity [$g' = (\Delta \rho/\rho)g$]</td>
</tr>
<tr>
<td>$h$</td>
<td>Depth in an $x$–$y$ Cartesian system</td>
</tr>
<tr>
<td>$h^*$</td>
<td>Depth in an $X$–$Y$ Cartesian system</td>
</tr>
<tr>
<td>$h_i$</td>
<td>Depth at the interface between the stationary eddy and the surrounding current (see Fig. 9)</td>
</tr>
<tr>
<td>$h_{nc}$</td>
<td>Depth (vertical thickness) of the northward current</td>
</tr>
<tr>
<td>$h_{se}$</td>
<td>Depth (vertical thickness) of the stationary eddy (Fig. 9)</td>
</tr>
<tr>
<td>$h_{e}$</td>
<td>Depth (vertical thickness) of the zonal current (or DFC) in an $X$–$Y$ Cartesian system</td>
</tr>
<tr>
<td>$h_{nc}$</td>
<td>Depth (vertical thickness) of the zonal current (or DFC) when $x \to \infty$</td>
</tr>
<tr>
<td>$h_{1,2,\ldots}$</td>
<td>Depth (vertical thickness) at point 1, 2, … (Fig. 8)</td>
</tr>
<tr>
<td>$H_{nc}$</td>
<td>Maximum depth of the zonal current (Fig. 8)</td>
</tr>
<tr>
<td>$H_{se}$</td>
<td>Maximum depth of the stationary eddy (Fig. 9)</td>
</tr>
<tr>
<td>$k, K$</td>
<td>Integration constants</td>
</tr>
<tr>
<td>$l$</td>
<td>Zonal dimension (width) of the domain</td>
</tr>
<tr>
<td>$L_{nc}$</td>
<td>Width of the northward current (Fig. 8)</td>
</tr>
<tr>
<td>$L_{e}$</td>
<td>Width of the zonal current (or DFC) in an $X$–$Y$ Cartesian system (Figs. 6, 8)</td>
</tr>
<tr>
<td>$M_{nc}$</td>
<td>Momentum of the northward current</td>
</tr>
<tr>
<td>$M_{se}$</td>
<td>Momentum of the stationary eddy</td>
</tr>
<tr>
<td>$M_{e}$</td>
<td>Momentum of the zonal current (or DFC)</td>
</tr>
<tr>
<td>$r$</td>
<td>Cylindrical coordinate (radius)</td>
</tr>
<tr>
<td>$r_0$</td>
<td>Stationary-eddy radius (Fig. 9), as measured from the eddy center to the eddy border (where $h_{e} = 0$)</td>
</tr>
<tr>
<td>$R$</td>
<td>Stationary-eddy radius (Fig. 9), as measured from the eddy center to the eddy’s interface with the surrounding current (where $h_{se} = h_{i}$)</td>
</tr>
<tr>
<td>$R_d$</td>
<td>Rossby deformation radius of the zonal current (or DFC)</td>
</tr>
<tr>
<td>$R_{de}$</td>
<td>Rossby deformation radius of the stationary eddy</td>
</tr>
<tr>
<td>$R_{et}$</td>
<td>Radius of individual eddies in the analytical eddy train that corresponds to the 10 eddies of the Chelton et al. (2011) data subset (see Fig. 1b)</td>
</tr>
<tr>
<td>$R_o$</td>
<td>Rossby number</td>
</tr>
<tr>
<td>$R_{Ti}$</td>
<td>Mean radius of the $i$th Chelton et al. (2011) eddy over its westernmost trajectory segment (west of 38.5°W; Fig. 1b)</td>
</tr>
<tr>
<td>$S$</td>
<td>Surface area of the model domain $D_o$</td>
</tr>
<tr>
<td>$S_{se}$</td>
<td>Surface area of the stationary eddy</td>
</tr>
</tbody>
</table>
$T_{BC,AB}$ Transport across sections BC and AB of the model domain (Fig. 5, right)

$T_{et}$ Time interval between successive eddies of the eddy train

time$_i$ Time when the $i$th eddy reaches 38.5°W

$T_{nc}$ Transport of the northward current

$T_{zc}$ transport of the zonal current (or DFC)

$u$ Zonal component of velocity in an $x$–$y$ Cartesian system

$u^*$ Zonal component of velocity in an $X$–$Y$ Cartesian system

$u^*_{zc}$ Zonal component of velocity of the westward current (or DFC) in an $X$–$Y$ Cartesian system

$v$ Meridional component of velocity in an $x$–$y$ Cartesian system

$v^*$ Meridional component of velocity in an $X$–$Y$ Cartesian system

$V_{et}$ Translational velocity of the eddies in the eddy train corresponding to the Chelton et al. (2011) data subset (Fig. 1b)

$v_{nc}$ Meridional component of velocity of the northward current (Fig. 8)

$V_{Ti}$ Mean velocity of the $i$th Chelton et al. (2011) eddy over its westernmost trajectory segment (west of 38.5°W; Fig. 1b)

$v_{1,2,\ldots}$ Meridional component of velocity at point 1, 2, \ldots (Fig. 8)

$u_0$ Orbital (tangential) velocity of the stationary eddy

$x, X$ Zonal coordinate in an $x$–$y$ ($X$–$Y$) Cartesian system (Fig. 4)

$y, Y$ Meridional coordinate in an $x$–$y$ ($X$–$Y$) Cartesian system (Fig. 4)

$y_N, Y_S$ Northern and southern limits of the model domain (Figs. 7, 8, 10)

$Y_0$ Central meridional coordinate of the model domain

$Y_{4,6}$ Meridional coordinate of points 4 and 6 (Fig. 6) of the zonal current (or DFC)

$\beta$ Parameter that expresses meridional variation of the Coriolis parameter [$\beta = \Delta f/\Delta Y$]

$\epsilon$ Parameter defined by $\epsilon = \beta R_{\theta}/f_0$

$\theta$ Angle between the $x$–$y$ and $X$–$Y$ Cartesian systems; that is, the angle of the wall with respect to geographic north (Fig. 4)

$\phi$ Boundary of the domain (Fig. 4)

$\rho$ Density

$\Delta \rho$ Density difference between fluid layers

$\Delta t$ Time step

$\psi$ Typical streamfunction (defined by $\partial \psi/\partial y = -u \delta h$ and $\partial \psi/\partial x = v \delta h$)

$\psi_{se}$ Streamfunction of the stationary eddy (defined by $\partial \psi_{se}/\partial \theta = \nu \phi h_{se}$)

$\psi_{sc}$ Streamfunction of the zonal current (or DFC) when $x \to \infty$

$\xi$ Potential vorticity

APPENDIX B

List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Brazil Current</td>
</tr>
<tr>
<td>BMCZ</td>
<td>Brazil–Malvinas confluence zone</td>
</tr>
<tr>
<td>DFC</td>
<td>Double-frontal current</td>
</tr>
<tr>
<td>ET</td>
<td>Eddy train</td>
</tr>
<tr>
<td>NC</td>
<td>Current entering or exiting the northern boundary of the model domain (in the case examined here, NC always exits northward)</td>
</tr>
<tr>
<td>SC</td>
<td>Current entering or exiting the southern boundary of the model domain (in the case examined here, SC does not exist)</td>
</tr>
<tr>
<td>SE</td>
<td>Stationary eddy</td>
</tr>
<tr>
<td>WC</td>
<td>Westward current</td>
</tr>
<tr>
<td>ZC</td>
<td>Zonal current</td>
</tr>
</tbody>
</table>
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