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ABSTRACT

Using a recently developed tool, multiscale window transform (MWT), and the MWT-based canonical energy transfer theory, this study investigates the seasonal eddy variability in the Kuroshio Extension. Distinct seasonal cycles of eddy kinetic energy (EKE) are observed in the upstream and downstream regions of the Kuroshio Extension. In the upstream Kuroshio Extension, the EKE peaks in summer and reaches its minimum in winter over an annual cycle. By diagnosing the spatiotemporal structures of the canonical barotropic and baroclinic energy transfers, we found that internal processes due to mixed instabilities (i.e., both barotropic and baroclinic instabilities) are responsible for the seasonal eddy variability in this region. In the downstream Kuroshio Extension, the EKE exhibits a different annual cycle, peaking in spring and gradually decaying from summer to winter. Significant inverse barotropic energy transfer is found in this region throughout the year, leaving baroclinic instability the primary energy source for the regional seasonal eddy variability. Besides the internal redistribution, it is also evident that the external forcing may influence the Kuroshio Extension EKE seasonality—the EKE is found to be more damped by winds during winter than summer.

1. Introduction

As a continuation of Kuroshio, the inertial jet, namely, the Kuroshio Extension, is dominated by two quasi-stationary meanders, with crests located around 143° and 150°E, respectively (Mizuno and White 1983). Since it is the region where most intense mesoscale eddy activities and air–sea heat exchanges take place in the midlatitude North Pacific, much attention has been paid to understand the dynamics of the Kuroshio Extension and its associated eddies, as well as their potential role in the overlying atmosphere (Qiu and Chen 2005; Pierini 2006; Jayne et al. 2009; Kelly et al. 2010; Waterman et al. 2011; Nakamura et al. 2015; Yang et al. 2017).

It has been identified that there exist significant seasonal variabilities in the regional circulation and ocean heat content in this region (Qiu et al. 1991; Qiu and Kelly 1993; Yasuda et al. 2000; Vivier et al. 2002; Cronin et al. 2013; Lee et al. 2015). In cold seasons (winter and spring), the strength of the Kuroshio Extension’s surface transport and its associated southern recirculation reach their minima; meanwhile, the stratification of the upper-layer Kuroshio Extension is rather weak owing to strong local heat loss and wind-stirring mixing, resulting in a steep upper thermocline and a strong sea surface temperature front. During warm seasons (summer and autumn), the intensity of the regional circulation becomes stronger and the steep thermal front structure of the upper ocean is replaced by a flatter and well-stratified upper thermocline.

While previous studies have focused on the seasonality of the current strength and upper-ocean thermal structure in the Kuroshio Extension, less attention has been paid to the seasonal variability of the regional mesoscale eddies. Dynamically, the seasonal modulation of the flow pattern and thermal structure could lead to large changes in the stability properties of the ocean, leaving imprints on the seasonal variation of the regional mesoscale eddy field. Early studies based on short-record altimetry data have reported that the eddy
kinetic energy (EKE) level in the Kuroshio Extension peaks in summer and reaches its minimum in winter (Tai and White 1990; Stammer and Wunsch 1999; Ducet and Le Traon 2001; Scharffenberg and Stammer 2010); this has been recently reconfirmed by Zhai (2017) using updated records from 1993 to 2016. So far, the mechanism underlying the seasonal eddy variabilities in the Kuroshio Extension region is still unclear.

Generally, eddy variability in an ocean domain can be influenced by external atmospheric forcing (e.g., wind forcing) or by internal ocean processes such as barotropic and baroclinic instabilities (Stammer and Wunsch 1999; Ferrari and Wunsch 2009). Previous stochastic modeling studies showed evidence of direct eddy generation by fluctuating wind fields (Frankignoul and Müller 1979; Müller and Frankignoul 1981). Since then, several studies have found significant correlations between wind stress variability and EKE in ocean sectors where the background current is relatively weak, for example, the northeastern part of the North Atlantic Ocean (Brachet et al. 2004; White and Heywood 1995; Stammer et al. 2001; Garnier and Schopp 1999). Recently, with the use of satellite-based wind stress and ocean surface geostrophic velocity measurements, several studies claimed that ocean eddies are actually damped by atmospheric winds due to the current feedback on the surface wind stress (e.g., Xu et al. 2016; Renault et al. 2017). Naturally, such damping effect could also vary seasonally and make a contribution to the seasonality of the local EKE.

Internal processes such as barotropic and baroclinic instabilities could potentially control the seasonally varying eddy field in the ocean. Previous idealized models have already shown that changes in the thermal structure by local heat/cooling in the upper ocean can lead to large changes in the baroclinic instability of the mean flow, thus influencing the seasonality of the regional EKE (Legg and McWilliams 2001). A similar scenario has also been found in the observed seasonal EKE modulation in several previous studies (Qiu 1999; Jia et al. 2011; von Appen et al. 2016). On the other hand, as the strength of the regional flow varies seasonally, the barotropic/baroclinic stability properties of the background circulation could also change, providing energy for the generation of mesoscale eddies. The seasonal eddy variation due to flow instabilities is found in many parts of the World Ocean, for example, the Labrador Sea (Eden and Böning 2002), the southeast Indian Ocean (Jia et al. 2011), the North Pacific Subtropical Countercurrent (Chang and Oey 2014; Qiu et al. 2014), the Caribbean Sea (Jouanno et al. 2012), the North Pacific Equatorial Countercurrent (Chen et al. 2015), the Gulf Stream (Kang et al. 2016), and the Red Sea (Zhan et al. 2016).

In this study, we use available satellite observations and ocean reanalysis data to unravel the main factors controlling the seasonality of EKE in the Kuroshio Extension region, with a special focus on the different seasonal EKE phases in the upstream and downstream Kuroshio Extension. The rest of the paper is structured as follows: We first briefly introduce the methods in section 2 and then describe the data in section 3. The major results are presented in section 4. Section 5 summarizes this study.

2. Methods

In this study, a novel localized multiscale energetics analysis with respect to the primitive equations (Liang 2016) is used to explore the seasonal variability of the eddy energy in the Kuroshio Extension. Figure 1 illustrates how different energy reservoirs in a two-scale framework are connected with each other. All the notations in Fig. 1 are explained in Table 1. Readers are referred to Liang (2016) for details. In this study, we focus on the two primary instabilities (i.e., barotropic instability and baroclinic instability) in geophysical fluid dynamics (GFD) by examining the rates of energy transferred from the mean flow to the eddy field; furthermore, the wind work done to the eddy field is also investigated.

Barotropic and baroclinic instabilities are the two primary sources for eddy development in the ocean. These two processes can be quantitatively described by the cross-scale transfers of the kinetic energy and the available potential energy, respectively, from the mean flow into the eddies. As proved in Liang (2016), the cross-scale kinetic energy transfer $\Gamma_{K}^{n}$ is given by

$$\Gamma_{K}^{n} = \frac{1}{2} \left[ \langle vv \rangle_h^{-\sigma} \cdot \nabla \langle vv \rangle_h^{-\sigma} - \nabla \cdot \langle vv \rangle_h^{-\sigma} \cdot \langle vv \rangle_h^{-\sigma} \cdot \nabla \langle vv \rangle_h^{-\sigma} \right].$$

(1)

In (1), the superscript $\sigma$ signifies a specific scale range, or scale window, as called by Liang and Anderson (2007). For this study, we have two windows, that is, the mean flow window and the eddy window. For convenience, they will be signified by $\sigma = 0, I$ respectively. The vector fields $v$ and $v_h$ are the three-dimensional and horizontal velocities. The operator $\langle \cdot \rangle$ represents the colon product of two dyads (cf. Liang 2016) such that, for four vectors $\mathbf{A}$, $\mathbf{B}$, $\mathbf{C}$, and $\mathbf{D}$,

$$\langle \mathbf{A} \cdot \mathbf{B} \rangle \cdot \langle \mathbf{C} \cdot \mathbf{D} \rangle = \langle \mathbf{A} \cdot \mathbf{C} \rangle \langle \mathbf{B} \cdot \mathbf{D} \rangle.$$

The operator $\langle \cdot \rangle_n^{-\sigma}$ denotes the application of a kind of transform, called multiscale window transform (MWT), of some variable on window $\sigma$ at time step $n$. The MWT is a new functional analysis tool developed by
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Fig. 1. Schematic of the energy pathway in the MWT-based multiscale energetics formalism (Liang 2016) for a two-window decomposition. Red arrows indicate the energy transfers between the mean-flow window (indicated by superscript 0) and eddy window (indicated by superscript 1), while navy arrows illustrate the buoyancy conversion connecting the KE and APE reservoirs. Green dashed arrows indicate nonlocal processes transporting into or out of the local ocean domain. Gray dashed arrows denote energy exchanges between the ocean and atmosphere. All symbols are illustrated in Table 1.

Likewise, the cross-scale available potential energy transfer $\Gamma_A^n$ proves to be (Liang 2016)

$$\Gamma_A^n = \frac{g^2}{2\rho_0 N^2} \left[ (\nabla \rho)^{\sigma} \cdot \nabla \rho^{\sigma} - \rho^{\sigma} \nabla \cdot (\nabla \rho)^{\sigma} \right],$$

where $\rho$ is the density anomaly, $g$ is the gravitational acceleration, $\rho_0$ is the constant reference density (1025 kg m$^{-3}$), and $N$ is the buoyancy frequency. The other symbols are standard. It is important to emphasize that the transfers in (1) and (2) satisfy

$$\sum_{n} \sum_{m} \Gamma_{nm} = 0,$$  

as proved in Liang (2016), where $\Sigma_m$ and $\Sigma_n$ are the summation over all the sampling time steps $n$ and scale windows $m$, respectively. [The subscript $n$ is omitted in (1) and (2) for simplicity.] This property, though simple to state, does not hold in classical energetic formalisms. To distinguish it from those one may have encountered in the literature, $\Gamma$ is called canonical transfer (Liang 2016). Canonical transfer is important in that it is closely related to the classical GFD stabilities: barotropic instability and baroclinic instability (Liang and Anderson 2007). For convenience, we use the superscript $0 \rightarrow 1$ to signify the transfer from the mean flow window ($m = 0$) to the eddy window ($m = 1$).

Within the MWT-based mean flow–eddy decomposition framework, we are able to obtain the rate of eddy wind work (EWW). Following Renault et al. (2017), we calculate the geostrophic EWW since previous studies found that wind work to ageostrophic currents does not feed into the general circulation (Wunsch 1998; von Storch et al. 2007). The EWW is given by

$$\text{EWW} = \frac{1}{\rho_0} \nabla \cdot \mathbf{z}^{-1},$$

are standard. It is important to emphasize that the transfers in (1) and (2) satisfy

$$\sum_{n} \sum_{m} \Gamma_{nm} = 0,$$  

as proved in Liang (2016), where $\Sigma_m$ and $\Sigma_n$ are the summation over all the sampling time steps $n$ and scale windows $m$, respectively. [The subscript $n$ is omitted in (1) and (2) for simplicity.] This property, though simple to state, does not hold in classical energetic formalisms. To distinguish it from those one may have encountered in the literature, $\Gamma$ is called canonical transfer (Liang 2016). Canonical transfer is important in that it is closely related to the classical GFD stabilities: barotropic instability and baroclinic instability (Liang and Anderson 2007). For convenience, we use the superscript $0 \rightarrow 1$ to signify the transfer from the mean flow window ($m = 0$) to the eddy window ($m = 1$). For instance, the canonical kinetic energy (available potential energy) transfer to eddy window ($m = 1$) from the mean flow window ($m = 0$) is denoted as $\Gamma_{K}^{0\rightarrow1}$ ($\Gamma_{A}^{0\rightarrow1}$). As established by Liang and Robinson (2007), a positive $\Gamma_{K}^{0\rightarrow1}$ ($\Gamma_{A}^{0\rightarrow1}$) indicates kinetic energy (available potential energy) transfers from the mean flow to the eddies via barotropic (baroclinic) instability.

Table 1. Symbols for multiscale energetics ($\sigma$ denotes a specific scale window; i.e., $\sigma = 0, 1$). For details, refer to Liang (2016).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_\sigma$</td>
<td>Kinetic energy on scale window $\sigma$</td>
</tr>
<tr>
<td>$A_\sigma$</td>
<td>Available potential energy on scale window $\sigma$</td>
</tr>
<tr>
<td>$\Gamma_K$</td>
<td>Canonical transfer of kinetic energy</td>
</tr>
<tr>
<td>$\Gamma_A$</td>
<td>Canonical transfer of available potential energy</td>
</tr>
<tr>
<td>$b_\sigma$</td>
<td>Buoyancy conversion on scale window $\sigma$</td>
</tr>
<tr>
<td>$\nabla \cdot Q^K_\sigma$</td>
<td>Advection kinetic energy transport on scale window $\sigma$</td>
</tr>
<tr>
<td>$\nabla \cdot Q^A_\sigma$</td>
<td>Pressure working rate on scale window $\sigma$</td>
</tr>
<tr>
<td>$\nabla \cdot Q^*_A$</td>
<td>Advection available potential energy transport on scale window $\sigma$</td>
</tr>
<tr>
<td>$F_K^\sigma$</td>
<td>Generation of kinetic energy by wind forcing on scale window $\sigma$</td>
</tr>
<tr>
<td>$F_A^\sigma$</td>
<td>Generation of available potential energy by buoyancy forcing on scale window $\sigma$</td>
</tr>
</tbody>
</table>

*Table 1. Symbols for multiscale energetics ($\sigma$ denotes a specific scale window; i.e., $\sigma = 0, 1$). For details, refer to Liang (2016).*
where $v_g$ represents the surface geostrophic currents and $\tau$ is the surface wind stress vector.

3. Data

a. HYCOM reanalysis

Outputs from the Hybrid Coordinate Ocean Model with Naval Research Laboratory Coupled Ocean Data Assimilation (HYCOM + NCODA, hereinafter HYCOM for brevity) global $1/12.5^\circ$ reanalysis are used to estimate the canonical transfer matrices (i.e., $G^{0-1}_K$ and $G^{0-1}_A$). We choose the HYCOM dataset because it well captures the observed seasonal modulation of the EKE in the Kuroshio Extension region (see section 4a for verification), which is not guaranteed in unconstrained OGCM outputs, owing to the highly nonlinear and stochastic nature of the western boundary current (WBC) system (Yang et al. 2017). HYCOM assimilates a large number of oceanic observations (e.g., the satellite-based sea surface height and sea surface temperature, as well as in situ temperature–salinity profiles) (Cummings 2005). (A more thorough description of the model configuration and how the optimization is carried out can be found at https://hycom.org.) In this study, the 3-day outputs from 1993 to 2011 are used.

b. Satellite observations

Satellite-based datasets over the period of 2000 to 2017 are used to calculate the EWW [i.e., (4)]. The surface geostrophic velocity is obtained from the Copernicus Marine and Environment Monitoring Service (CMEMS), previously distributed by AVISO. The wind stress fields are obtained from the Quick Scatterometer (QuikSCAT) and Advanced Scatterometer (ASCAT) products. In this study, the QuikSCAT data (from 2000 to 2008) and ASCAT data (from 2008 to 2017) are combined to form a long time series. Notice that since the scatterometer directly measures the wind stress, the current effect on the wind stress is thus already included in the wind stress products (Hughes and Wilson 2008; Scott and Xu 2009).
4. Results

a. Seasonal cycle of EKE

Figure 2 shows the long-term mean maps of the surface geostrophic EKE (color shades) and sea surface height (SSH; black contours) based on the altimetry observation (Fig. 2a) and HYCOM reanalysis (Fig. 2b). Both the horizontal distributions of mean EKE and SSH from HYCOM are in good agreement with the observation. Elevated mesoscale variabilities are found concentrated along the mean path of the eastward jet, with the strongest signal located around the quasi-stationary meanders west of 155°E. The HYCOM also realistically reproduces the seasonal cycle of EKE comparable to the observation. As shown in Fig. 3, the EKE anomalies exhibit a clear annual cycle with maximum in summer months [July–September (JAS)] and minimum in winter months [January–March (JFM)], in agreement with previous studies (Stammer and Wunsch 1999; Scharfenberg and Stammer 2010; Rieck et al. 2015; Zhai 2017).

A closer look at the along-stream EKE variation reveals that the seasonal phases of EKE in upstream and downstream Kuroshio Extension are not quite the same. To demonstrate this, we plot in Fig. 4 the area-mean surface EKE time series averaged over the upstream and downstream Kuroshio Extension boxes as demarcated in Fig. 2 (dashed lines). In the upstream box, the surface EKE has a dominant peak in August, which is revealed in both HYCOM and the altimetry observation (Fig. 4a). In contrast, the area-mean EKE averaged over the downstream box peaks in May and gradually decays from summer to winter (Fig. 4b). It is natural to inquire what causes the difference in seasonality between these two Kuroshio Extension subdomains.

It should be noticed that the amplitude of the EKE simulated by the HYCOM appears consistently larger than that based on the altimetry products. One possible reason for this discrepancy can be attributed to the increased resolution of the numerical model (Sasaki et al. 2017). It is also worth mentioning that finer model resolution might not be the single reason accounting for the...
overestimated EKE levels in the HYCOM simulation. Previous works have emphasized the important role played by the current feedback on the atmospheric wind stress, which can induce a significant kinetic energy transfer from the oceanic eddies to the atmosphere (e.g., Duhaut and Straub 2006). This damping effect by the wind stress is not captured by ocean-only models such as HYCOM, thus resulting in overestimated EKE levels in the model outputs. Also notice that the downstream EKE seasonality derived from the altimeter observation seems to be less well defined compared to that derived from the HYCOM output (Fig. 4b). This is likely due to the coarse resolution of the altimetry data, which is typically on the order of 150 km in wavelength (Chelton et al. 2011; Qiu et al. 2014). To verify this, we apply a horizontal low-pass filtering to the HYCOM output. The filter is a simple 0.8° running average. An observation is that the magnitude of the resulting EKE is significantly reduced (see the pink lines in Fig. 4). In the downstream region, the seasonality of the HYCOM-derived EKE is substantially reduced after the smoothing, which is now comparable to the altimetry (Fig. 4b). In fact, in a recent study Sasaki et al. (2017) also reported that increased resolution in ocean models not only elevates the kinetic energy level but also increases the amplitude of the EKE seasonality, indicating that finescale ocean processes, such as submesoscale motions, may play important roles in the seasonal variability of the ocean kinetic energy.

To explore the vertical structures of the seasonal eddy variability in the Kuroshio Extension region, Fig. 5 shows the cross-stream sections of the seasonal EKE averaged in the zonal direction of the two subdomains. It can be seen that the seasonal signals of EKE is mainly confined within the upper-600-m water column that has a coherent vertical structure. Again, we note that the mesoscale eddies exhibit a clear difference in seasonality between the upstream and downstream Kuroshio Extension regions. The EKE averaged over the upstream box peaks in summer months (JAS), while in the downstream box it peaks almost one season earlier (i.e., the spring months [April–June (AMJ)]). In the following subsections, we will investigate the underlying dynamics controlling the seasonality of EKE in these two Kuroshio Extension subdomains.

b. Barotropic instability

Barotropic instability is ubiquitous in the WBC systems owing to the presence of strong horizontal shears (Ferrari and Wunsch 2009). In this subsection, we quantify the seasonal evolution of the canonical barotropic transfer (BT) matrix as introduced in section 2. Recall that a positive BT indicates a kinetic energy transfer from the mean flow to the eddies via barotropic instability; conversely, a negative BT indicates an inverse kinetic energy transfer from eddies back to the mean flow.

In Fig. 6, we show the horizontal distributions of the vertically integrated BT (upper 600 m depth) in the four seasons. A general observation is that strong positive and negative BT centers occupy the upstream meander region west of 155°E. Notice that the positive centers tend to appear in areas where the streamlines diverge, and here they happen to be associated with the southward flow due to the upstream confinement of the Japan coast. This is particularly evident in spring and summer. By Rayleigh’s theorem (e.g., Pedlosky 1987), for a barotropic jet to lose stability, the gradient of the
background vorticity normal to the jet axis must change sign. When the streamlines diverge, the individual lines will have more chance to meander in their own way, and there may appear more locations for the normal vorticity gradient to change sign. As a result, the jet is more likely to be unstable. To demonstrate this, we plot the normal vorticity gradients at two cross sections of the jet. Section 1 is located at the place where BT is negative, while section 2 is at a place downstream where BT is positive, that is, a place where the flow directs southward; see Fig. 6b. As an example, the corresponding normal vorticity gradients for AMJ are shown in Figs. 7a and 7b. (Those for other months are similar.) Obviously, in Fig. 7b there are much more sign changes across the stream.

We remark that the Rayleigh condition is just a necessary condition for instability; it is not sufficient. In any case, the more sign changes, the larger the possibility for the instability to occur. The drastic change from Fig. 7a to Fig. 7b is a demonstration of this.

Notice that a similar phenomenon has also been discovered with a southward flow in an idealized Antarctic Circumpolar Current model by Youngs et al. (2017),
who attributed it to the downgradient momentum flux. We remark that it may not be this simple, as the canonical transfer is by far more complicated than some simple momentum flux. In addition, it seems that the atmospheric jet stream over the Pacific Ocean, which has a similar downgradient momentum flux, however has a different instability structure (Zhao and Liang 2018, manuscript submitted to J. Climate).

Although surrounded by negative patches, in Fig. 6 the BT is overall positive in the upstream Kuroshio Extension owing to the prevailing positive values confined in the southward-flowing part of the first time-mean meander crest. Regarding its seasonal variations, the positive BT spots become more enhanced during spring and summer, indicating strong EKE production through barotropic instability in these seasons (Figs. 6b,c). In winter, the BT is relatively weak (Fig. 6a), suggesting the mean flow is undergoing a weak barotropic instability during this period of the year.

To illustrate the regional difference of the seasonal cycle of the barotropic energy transfer in the upstream and downstream Kuroshio Extension, we plot in Fig. 8 the cross-stream vertical sectional distributions averaged along the axis in the two subdomains. One can clearly see that strong and positive BT is concentrated along the upstream Kuroshio Extension axis (around 35°N), while weak and negative BT is found in the flanking northern and southern recirculation gyres (Figs. 8a–d). In addition, the seasonal signal of BT matches well with the seasonal evolution of EKE in this subdomain (cf. Figs. 5a–d), indicating that barotropic instability is responsible for the seasonal modulation of EKE in the upstream region of Kuroshio Extension.

In contrast, the downstream Kuroshio Extension is characterized by negative BT throughout the year (Figs. 8e–h). A similar scenario in which eddies gain energy from the mean flow in the upstream and lose energy back to the mean current in the downstream Kuroshio Extension has already been reported in previous studies (e.g., Waterman et al. 2011; Yang and Liang 2016).
We note that weak and positive BT is confined along the downstream jet axis around 33°–34°N, which reaches its maximum in autumn [October–December (OND)]. This indicates that the seasonal cycle of the EKE in the downstream Kuroshio Extension (which peaks in spring) is not related to the barotropic instability of the mean flow.

c. Baroclinic instability

As shown above, barotropic instability plays an important role in forming the EKE seasonality in the upstream Kuroshio Extension region, while in the downstream region, the seasonal variation of barotropic instability is not correlated with that of the EKE. Here we examine the role played by another mechanism, that is, baroclinic instability.

The baroclinic instability of the background flow is quantified by the canonical baroclinic transfer (BC); see section 2 for an introduction. The BC matrix is computed and examined henceforth. Shown in Fig. 9 are the seasonal BC distributions. Unlike BT, the BC maps are dominated by positive values, indicating that baroclinic
instabilities are widespread in the Kuroshio Extension system. Prevailing baroclinic energy transfer from the mean flow to the eddies are observed in spring and summer months, with the most significant signals occupying the upstream meandering region (Figs. 9b,c). Previous studies also reported similar positive mean-to-eddy available potential energy transfer in this region (Bishop et al. 2013). During the wintertime (JFM), the positive BC is significantly reduced (Fig. 9a).

The left and right columns of Fig. 10 provide the vertical structure of BC in the upstream and downstream subdomains, respectively. Clear seasonal variations are observed; the annual cycles of the upstream and downstream BCs peak in summer and spring, respectively, both of which are in phase with the seasonal modulations of the EKEs in the corresponding subdomains (cf. Fig. 5). This implies that baroclinic instability is responsible for the seasonal variations of the eddy fields in both the upstream and downstream Kuroshio Extension regions. It is noted that enhanced baroclinic energy transfer from the mean flow to the eddies is also found within a shallower water column in the north of the jet during some seasons (e.g., Figs. 10f,g). This baroclinically unstable latitudinal band may be related to the Oyashio Extension accompanied by intense density front therein; we will leave it to future studies. It is also noted that, within the upper 50 m, BC displays a strong winter peak when the upper-layer isopycnals reach their maximum steepness (Figs. 10a,e), while the surface-intensified BC almost disappears during summer when the isopycnals are largely flat (Figs. 10c,g). This indicates that the seasonality of the baroclinic instability within this shallow layer is closely related to the seasonal modulation of the upper-layer density distributions. A detailed investigation of the seasonal cycle of the shallow water baroclinic instability, which is very different from the baroclinic instability in the interior thermocline, and its imprint on the eddy variability is deferred to future studies.

Recent studies have reported that mixed layer instability is responsible for the seasonal cycle of surface-intensified submesoscale processes in the ocean (Boccaletti et al. 2007; Uchida et al. 2017), which further modulates the seasonality of the mesoscale eddies through inverse energy cascades (Qiu et al. 2014; Sasaki et al. 2017). This scenario of submesoscale–mesoscale interaction, however, is not fully resolved in the present 1/12.5° HYCOM reanalysis-data-based analysis. Future studies with higher spatial resolution models and observations are needed to clarify the relative importance to the seasonality of mesoscale EKE between the downscale energy transfer processes due to instabilities and the upscale energy cascades from submesoscale motions.

d. Wind forcing

As we reviewed in the introduction, several previous studies have found positive correlations of wind forcing and EKE in low-eddy-energy ocean sectors (Frankignoul and Müller 1979; White and Heywood 1995; Pujol and Larnicol 2005; Yang et al. 2013). However, the scenario of direct eddy generation by local wind forcing is questioned in recent studies of wind work estimates based on finescale scatterometer surface stress observations as well as state-of-the-art coupled ocean–atmosphere models (Duhaut and Straub 2006; Hughes and Wilson 2008; Scott and Xu 2009; Zhai et al. 2012; Xu et al. 2016; Renault et al. 2016). In these studies, the authors found that atmospheric wind acts as an “eddy
killer” rather than an “eddy generator” with respect to the current feedback on the surface stress.

Previous studies have recognized that wind work on the ageostrophic flows does not feed into the general circulation (Wunsch 1998; von Storch et al. 2007); we therefore estimate the geostrophic eddy wind work (EWW) using available altimetry and scatterometer data (see more details of data descriptions in section 3). Figure 11 depicts the spatial distributions of the seasonal EWW in the Kuroshio Extension region. The EWW exhibits overwhelming negative values, although mingled with positive patches over the region. This indicates that wind forcing plays an important role to spin down the geostrophic eddies, consistent with previous studies (Hughes and Wilson 2008; Scott and Xu 2009; Zhai et al. 2012; Xu et al. 2016). The negative EWW also presents a well-defined seasonal cycle whose amplitude tends to be larger during the winter season than summer, indicating that more EKE is damped during winter.

e. Temporal evolution

To further clarify the relative importance of the above physical processes in determining the seasonal cycle of
the eddy variabilities in the Kuroshio Extension region, we form the area-mean monthly time series of the BC, BT, and EWW averaged over the two Kuroshio Extension subdomains and plot them in Fig. 12. In the upstream Kuroshio Extension, the BC has a sharp peak in July (Fig. 12a). This indicates that the background flow is most baroclinically unstable at this time of the year. The BT, although with a less well-defined annual cycle compared to that of BC, also displays enhanced positive values during late spring through midautumn (Fig. 12a), indicating that barotropic instability is also an important mechanism underlying the seasonal variability of the EKE in this region. In contrast, the downstream subdomain is dominated by pronounced

FIG. 11. Seasonal maps of the geostrophic EWW (10^{-6} m^3 s^{-3}) based on altimetry and scatterometer records in (a) winter, (b) spring, (c) summer, and (d) autumn.

FIG. 12. Annual cycle of the area-mean BC (red), BT (blue), EWW (pink), and the sum of BC, BT, and EWW (black) averaged over the (a) upstream and (b) downstream Kuroshio Extension regions. The units of the energy terms are all in 10^{-6} m^3 s^{-3}.
negative BT throughout the year, implying that the eddies frequently transfer their kinetic energy back to the mean flow (Fig. 12b). Also, the inverse kinetic energy cascade peaks in April and September, which does not correspond to the annual cycle of the downstream EKE; hence, barotropic instability is not responsible for the seasonal cycle of EKE in this region.

The area-mean BC averaged over the downstream box reveals a clear seasonal cycle that resembles that of the EKE (cf. Fig. 12b with Fig. 4b), suggesting that baroclinic instability is the dominant energy source for the seasonal modulation of the eddy field in this region. The EWWs averaged respectively over these two subdomains are negative and reach their maxima in winter and minima in summer, indicating that the damping of EKE by the wind forcing has some effect on the observed EKE seasonality (pink lines in Figs. 12a,b). However, it should be noted that the magnitude of EWW is about one order of magnitude smaller than those of the energy rates caused by the flow instabilities (i.e., BT and BC). That is to say, even if the wind damping is a mechanism for the seasonal EKE variation, its importance is secondary.

5. Conclusions

Using the 1/12.5° HYCOM reanalysis and available satellite observations, this study investigates the possible mechanisms underlying the seasonal modulation of the EKE in the Kuroshio Extension region. Based on a recently developed tool, multiscale window transform (MWT), and the MWT-based canonical energy transfer theory (Liang 2016), our results highlight different mechanisms controlling the seasonal eddy variability in the upstream and downstream Kuroshio Extension regions.

In the upstream Kuroshio Extension, the EKE peaks in summer throughout the upper-600-m water column. The canonical baroclinic energy transfer (BC) has a strong and positive peak in the summer season, whereas the canonical barotropic energy transfer (BT) has enhanced positive values from late spring until mid-autumn. Both BC and BT are significantly weakened during the winter season, resulting in the winter EKE minimum in this subdomain. In other words, mixed instabilities (i.e., both barotropic instability and baroclinic instability) are responsible for the seasonal variability of the eddies in the upstream Kuroshio Extension region.

In the downstream Kuroshio Extension, the regional EKE exhibits a different annual cycle; it peaks in spring and gradually decays from summer to winter. Our results show that the BT here is negative throughout the year and its seasonal phase is not correlated to that of the EKE. In contrast, the BC has a clear seasonal cycle that peaks in spring in this subdomain. This implies that the seasonal evolution of the mesoscale eddies in the downstream Kuroshio Extension is mainly controlled by baroclinic instability.

The seasonal variation of the wind work done to the eddies was also investigated with altimetry and scatterometer observations. It is found that the kinetic energy of the eddies is damped by the wind, consistent with previous studies (Renault et al. 2017). We also found that the damping effect is more enhanced during the winter season; it could be responsible for the winter EKE minimum of the Kuroshio Extension.

It should be noted that, with the present HYCOM reanalysis resolution, submesoscale features are only partially resolved (Uchida et al. 2017). Several recent high-resolution modeling studies, however, have pointed out the positive role played by submesoscale motions in modulating the seasonal variations of mesoscale eddies through strong inverse energy cascades in the North Pacific (Qiu et al. 2014; Sasaki et al. 2014, 2017). This opens the possibility of new mechanisms that control the seasonality of the mesoscale eddies in the Kuroshio Extension region. We look forward to continuing this study with the emerging highly resolved datasets.
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