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ABSTRACT

A joint ocean-atmosphere model covering the entire globe has been constructed at the Geophysical Fluid Dynamics Laboratory (GFDL) of NOAA. This model differs from the earlier version of the joint model of Bryan and Manabe both in global domain and inclusion of realistic rather than idealized topography. This part of the paper describes the structure of the atmospheric portion of the joint model and discusses the atmospheric circulation and climate that emerges from the time integration of the model. The details of the oceanic part are given by Bryan et al. (1974), hereafter referred to as Part II.

The atmospheric part of the model incorporates the primitive equations of motion in a spherical coordinate system. The numerical problems associated with the treatment of mountains are minimized by using the “sigma” coordinate system in which pressure, normalized by surface pressure, is the vertical coordinate. For vertical finite differencing, nine levels are chosen so as to represent the planetary boundary layer and the stratosphere as well as the troposphere. For horizontal finite differencing, the regular latitude-longitude grid is used. To prevent linear computational instability in the time integration, Fourier filtering is applied in the longitudinal direction to all prognostic variables in higher latitudes such that the effective grid size of the model is approximately 500 km everywhere.

For the computation of radiative transfer, the distribution of water vapor, which is determined by the prognostic system of water vapor, is used. However, the distributions of carbon dioxide, ozone and cloudiness are prescribed as a function of latitude and height and assumed to be constant with time. The temperature of the ground surface is determined such that it satisfies the condition of heat balance.

The prognostic system of water vapor includes the contribution of three-dimensional advection of water vapor and condensation in case of supersaturation. To simulate moist convection, a highly idealized procedure of moist convective adjustment is introduced. The prediction of soil moisture and snow depth is based upon the budget of water, snow and heat. Snow cover and sea ice are assumed to have much larger albedos than soil surface or open sea, and have a very significant effect upon the heat balance of the surface of the model.

Starting from the initial conditions of an isothermal and dry atmosphere at rest, the long-term integration of the joint model is conducted with the economical method adopted by Bryan and Manabe in their earlier study. The climate that emerges from this integration includes some of the basic features of the actual climate. However, it has many unrealistic features, which underscores the necessity of further increasing the computational resolution of horizontal finite differencing.

In order to identify the effect of the ocean currents upon climate, the joint model climate is compared with another climate obtained from the time integration of a so-called “A-model” in which oceanic regions are occupied by wet swampy surfaces without any heat capacity. Based upon the comparison between these two climates, the possible effects of oceanic heat transport on the climate are discussed. For example, the results show that the total poleward transport of energy is affected little by the oceanic heat transport. Although ocean currents significantly contribute to the transport, the atmospheric transport of energy in the presence of the latter decreases by approximately the same magnitude. Therefore, the total transport in the joint model differs little from that in the A-model. Further comparison between the two models indicates that ocean currents significantly affect not only the horizontal distribution of surface temperature of both oceans and continents but also the global distribution of precipitation.

1. Introduction

The goal of the present study is to construct a joint ocean-atmosphere model which is capable of simulating the basic features of the climate. As we know, the interaction between the ocean and the atmosphere is one of the most important processes which control the climate. Using the joint model, one can perform controlled numerical experiments designed to identify the roles of ocean currents in maintaining the climate.

Recently, Bryan and Manabe (Bryan, 1969; Manabe, 1969b; Manabe and Bryan, 1969) constructed a joint ocean-atmosphere model with limited computational domain (one-third of the globe) and highly idealized topography. Despite many simplifications adopted for
the construction of the model, their study seems to demonstrate the feasibility of obtaining a quasi-equilibrium climate with many realistic features from the numerical time integration of a joint model. Encouraged by these results, we decided to construct a joint model with global computational domain and with realistic topography. This paper describes the basic structure of the preliminary version of the global ocean-atmosphere model, and discusses some of the results from the numerical experiments.

As mentioned above, one of the major objectives of this study is to identify the effects of ocean currents in maintaining the climate. The basic strategy of this study is essentially similar to the one adopted by Bryan and Manabe. In order to determine the effects of ocean currents, two numerical experiments are performed. The first experiment is carried out by use of the joint ocean-atmosphere model, and a so-called “A-model” is used for the second experiment. In the A-model, oceans are replaced by a wet swampy surface without any heat capacity. The swamp of the A-model resembles the actual ocean with respect to the availability of moisture but differs because it lacks the effect of horizontal heat transport. By comparing the two climates which emerge from these numerical experiments, we expect to identify the effects of ocean currents upon the climate.

For the sake of economy in the computation, the numerical time integrations of both the joint model and the A-model are divided into two stages. During the first stage, the models with coarse computational resolution (grid size ~ 500 km) are used. The integration is performed long enough for the models to nearly reach the state of quasi-equilibrium. The second stage of integration follows the first stage after doubling the computational resolution of the models. This study deals only with the first stage, coarse resolution models. As Manabe et al. (1970) and Holloway and Manabe (1971) have pointed out, the results from the GFDL models improve markedly when the grid size is reduced from 500 to 250 km. Accordingly, the present results suffer greatly from the coarseness of computational resolution, and do not represent the potential performance of the present-generation general circulation models. Nevertheless, these results yield useful insight about the effects of the ocean circulation upon climate and also demonstrate the feasibility of constructing a joint model capable of reproducing the realistic climate.

2. Description of the model

The atmospheric model described here is not very different from the model constructed by Holloway and Manabe (1971). However, the finite-difference computation is performed on the regular latitude-longitude grid instead of the irregular grid adopted for their study.

The treatment of the interaction between the ocean and the atmosphere is essentially similar to the method adopted by Bryan (1969) and Manabe (1969b).

a. Model equations

In deriving the equations of motion, we adopted the “σ-coordinate” system in which the pressure, normalized by surface pressure, is chosen as the vertical coordinate (Phillips, 1957). Making the hydrostatic assumption, we may write the momentum equations on a spherical surface as

\[
\frac{\partial}{\partial t}(p_u u) = -D_u(u) + \left( f + \frac{\tan \theta}{a} \right) p_u v
\]

\[
- p_u \left( \frac{\partial \phi}{\partial \lambda} \right)_p + uF_\lambda + vF_\chi.
\]

(1)

\[
\frac{\partial}{\partial t}(p_v v) = -D_v(v) - \left( f + \frac{\tan \theta}{a} \right) p_v u
\]

\[
- p_v \left( \frac{\partial \phi}{\partial \phi} \right)_p + uF_\phi + vF_\chi.
\]

(2)

where \( u \) and \( v \) are the eastward and northward components of the wind, respectively; \( p \) the surface pressure; \( \phi \) the geopotential height; \( \theta \), latitude; \( \lambda \), longitude; \( a \) the radius of the earth; \( f \) the Coriolis parameter; and \( uF, vF \) the frictional forces due to subgrid-scale mixing in the horizontal and vertical directions, respectively (see Section 2e for details of these frictional terms). The subscript \( p \) attached to the pressure gradient terms indicates differentiation on an isobaric rather than a \( \sigma \)-surface. This formulation of pressure gradient terms is chosen such that it reduces the inaccuracy involved in the numerical computation. For further discussion of this subject, see Holloway and Manabe (1971). The three-dimensional divergence operator \( D_\sigma(\cdots) \) is defined by

\[
D_\sigma(\cdots) = -\frac{\partial}{\partial \sigma} \left[ \left( \frac{\partial \sigma}{\partial \phi} \right)_p \right] \cdots
\]

(3)

where \( \sigma \) denotes the individual change of normalized pressure \( \sigma \), and

\[
D_\sigma(\cdots) = \frac{\partial}{\partial \lambda} \left[ \left( \frac{\partial \sigma}{\partial \phi} \right)_p \right] + \frac{\partial}{\partial \theta} \left[ \left( \frac{\partial \sigma}{\partial \phi} \right)_p \cos \theta \right] \cdots.
\]

(4)

The continuity equation may be written as

\[
\frac{\partial p}{\partial t} = -D_\sigma(\cdots).
\]

(5)

Integration of (5) with respect to \( \sigma \) yields the following equation which is used for the prediction of surface
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pressure:
\[
\frac{\partial \sigma}{\partial t} = - \int_0^1 D_\sigma(1) d\sigma.
\] (6)

The vertical \(\sigma\)- and \(p\)-velocities can be obtained from the following diagnostic relations, which are obtained by integrating (5) again with respect to \(\sigma\):
\[
\sigma = \rho_0 \int_{\sigma_0}^{\infty} D_\sigma(1) d\sigma,
\] (7)
\[
\omega = \rho_0 \frac{\partial \sigma}{\partial t} + \frac{\partial p_\sigma}{\partial t} \frac{\partial \cos \theta}{\partial \lambda} + \frac{\partial p_\sigma}{\partial \theta} \frac{\partial \cos \theta}{\partial \theta},
\] (8a)
\[
= \rho_0 \frac{\partial \sigma}{\partial t} + D_\sigma(1) - p_\sigma \left( \frac{\partial u}{\partial \sigma \partial \lambda} + \frac{\partial (v \cos \theta)}{\partial \theta} \right),
\] (8b)

The vertical \(p\)-velocity, \(\omega\), is necessary for computing the adiabatic heating (or cooling) term in the thermodynamic equation (10) described below. We found that the finite-difference representation of (8a) caused serious computational difficulties in areas of irregular topography. Therefore, the form (8b) is used for the actual computation.

The geopotential height can be obtained by integrating the following hydrostatic equation with respect to \(\sigma\):
\[
\frac{\partial \phi}{\partial \sigma} = \frac{RT}{\sigma},
\] (9)
where \(R\) is the gas constant of air and \(T\) is temperature, the ideal gas being assumed for the atmosphere.

The temperature tendency equation based on the thermodynamic equation is
\[
\frac{\partial (p_\sigma T)}{\partial t} = -D_\sigma(T) + \frac{R \cdot \partial \omega}{\partial \sigma} + \frac{1}{\sigma} \frac{\partial}{\partial \sigma} \left[ \rho_0 Q_s + \rho_0 Q_{RAD} \right] + nF_T + sF_T,
\] (10)
where \(c_p\) is the specific heat of air under constant pressure; \(Q_s\) and \(Q_{RAD}\) represent the heating (or cooling) by condensation or convection processes and by radiation, respectively; and \(nF_T\) and \(sF_T\) represent the contribution of the horizontal and vertical subgrid-scale mixing, respectively, and are discussed in Section 2e.

The tendency equation used for predicting mixing ratio \(r\) in the model is
\[
\frac{\partial}{\partial t} \left( \rho s r \right) = -D_r(r) + \left[ \rho s C \right] + nF_r + sF_r,
\] (11)
where \(C\) denotes large-scale condensation and moist convection processes; and \(nF_r\) and \(sF_r\) represent the contributions of the horizontal subgrid-scale mixing and vertical subgrid-scale mixing due to forced convection, respectively. They are described in Section 2e.

b. Finite-difference formulation

1) Finite-difference operators

The system of finite-difference equations of this model is obtained by modifying the formulation of Kurihara and Holloway (1967). It is based upon the concept of the “box method” proposed by Bryan (1966) and is essentially similar to the energy-conserving system suggested earlier by Lilly (see Smagorinsky et al., 1965).

The finite-difference form of flux divergence operators \(D_s(\cdot)\) and \(D_\sigma(\cdot)\) appearing in the system of equations of Section 2a are given by
\[
D_s(\cdot) \Leftarrow \frac{\delta [p_\sigma \Delta \lambda]}{a \cos \theta \cdot \Delta \lambda} + \frac{\delta [\rho_0 \phi (\cdot) \cos \theta]}{a \cos \theta \cdot \Delta \theta},
\] (12)
\[
D_\sigma(\cdot) \Leftarrow D_\sigma(\cdot) + \frac{\delta [\rho_0 \phi (\cdot) \cos \theta]}{\Delta \sigma},
\] (13)
where the symbol \(\Leftarrow\) implies that the expression on the right side of this symbol represents the finite-difference form of the expression on the left; and where, for example,
\[
\delta [\phi (\cdot) \cos \theta] = \left[ \phi (\lambda + \frac{\Delta \lambda}{2}) - \phi (\lambda - \frac{\Delta \lambda}{2}) \right],
\] (14)
\[
\phi = \frac{1}{2} \left[ \phi (\lambda + \frac{\Delta \lambda}{2}) + \phi (\lambda - \frac{\Delta \lambda}{2}) \right].
\] (15)

In these equations, \(\Delta \theta\) and \(\Delta \lambda\) are latitudinal and longitudinal grid size angle, respectively; and \(\sigma\)-denotes the \(\sigma\)-thickness between two neighboring half levels as identified in Table 1. The pressure gradient terms in finite-difference form are
\[
\left( \frac{\partial \phi}{\partial \sigma \cdot \Delta \lambda} \right)_p \Leftarrow \frac{\delta (\phi \cdot \Delta \sigma)}{a \cos \sigma \cdot \Delta \lambda},
\] (16)
\[
\left( \frac{\partial \phi}{a \cdot \Delta \sigma} \right)_p = \left[ \frac{\delta (\phi \cdot \Delta \sigma)}{a \cos \theta \cdot \Delta \theta} \right]_p - \phi \left[ \frac{\delta (\cos \theta)}{a \cos \sigma \cdot \Delta \lambda} \right]_p,
\] (17)
where \(\delta (\cdot)\) represents the finite-difference form of the expression in the right-hand side.

2) Global grid system

A part of the global grid system adopted for this model is shown in Fig. 1. Each latitude circle contains 64 grid points and each hemisphere has 19 rows of grid points between the equator and the pole. The merit of this system over the irregular grid system of Kurihara
and Holloway (1967) was discussed by Vanderman (1970), and by Holloway et al. (1973). As Fig. 1 indicates, grid points are spaced equally in the meridional and longitudinal directions. At the center of each box, horizontal components of the wind vector, surface pressure, temperature, and mixing ratio of water vapor are specified.

The indexing of the levels for the finite differencing in the vertical direction is illustrated in Fig. 2. At each integer level, $u, v, T, r, \phi$ and $\omega$ are obtained and vertical $\sigma$-velocity ($\dot{\sigma}$) is computed at each half-level. The nine model levels are spaced unevenly in the vertical from the lowest at about 80 m height up to a top level at approximately 28 km above the ground. The $\sigma$-coordinate system is used to facilitate the incorporation of mountains into the model. In this $\sigma$-system the levels are surfaces of constant ratio of pressure to surface pressure. A tabulation of the $\sigma$-levels and their approximate elevations above the surface points at sea level is shown in Table 1.

Fig. 3 shows the distribution of surface topography used in the model experiments. The method for deriving the smoothed topography is discussed in the Appendix.

3) Time Integration

The numerical time integration of the model is carried out with the so-called “leap frog” method (centered differencing). The time interval chosen for this integration is 10 min. In order to avoid the development of the computational mode, the wind, temperature, humidity and pressure fields of the model atmosphere at three consecutive time steps are averaged once every 40 time steps by the weights 0.25, 0.50 and 0.25. After such a time smoothing, the integration is performed by the so-called “Euler backward” scheme proposed by Matsuno (1966) for one time step before resuming the integration by the regular leap frog method. This application of the Euler backward method is required to avoid the conventional forward time step which is computationally unstable.

4) Fourier Filtering

To prevent linear instability from occurring in the time integration on the latitude-longitude grid, we apply Fourier space filtering to all time-integrated variables at each time step as suggested by Holloway et al. (1973). Otherwise, a progressively shorter time step would have to be used as the time integration advances toward the poles, where the east-west grid-point spacing becomes
smaller (Grimmer and Shaw, 1967). The filtering method is applied to higher latitudes where the length of latitude circles decreases rapidly with increasing latitudes. Accordingly, it prevents the east-west wavelength of the shortest wave from getting shorter than a certain critical value. The minimum wavelength, $L_{\text{min}}$, is specified as

$$L_{\text{min}} = \frac{(2\pi a \cos \theta_c)}{N/2},$$

(18)

where $\theta_c$ is the equatorward boundary of the filtered region, and $N$ the number of grid points in a latitude circle. For the present model, $\theta_c = 45^\circ$. In other words, $L_{\text{min}}$ is equal to two grid distances at latitude $\theta_c$. This minimum wavelength is guaranteed by limiting the maximum wavenumber at latitude $\theta(> \theta_c)$ to

$$k_{\text{max}} = \frac{(2\pi a \cos \theta)}{L_{\text{min}}} = \frac{1}{2} N (\cos \theta/\cos \theta_c).$$

(19)

In practice, $k_{\text{max}}$ must be rounded to the nearest integer and $L_{\text{min}}$ is thereby slightly altered.

The Fourier filter described above insures that the effective longitudinal grid size [i.e., $(2\pi a \cos \theta)/(2k_{\text{max}})$] is nearly constant irrespective of latitude. Equatorward of latitude $\theta_c$, i.e., $45^\circ$, no Fourier filter is applied because the east-west grid size varies very slowly with latitude. (Longitudinal grid size is made approximately equal to latitudinal grid size at 32° latitude.) In short, both effective longitudinal grid sizes in the filtered region and longitudinal grid sizes in the unfiltered region are not very different from the latitudinal grid size, i.e., 526 km.

The space filtering is accomplished by analyzing the data along each latitude circle into their Fourier components and resynthesizing the data with only the desired waves present. It can be shown that this filtering scheme has no significant effect on the quadratic conserving properties of finite-difference equations because the truncated components are orthogonal to the retained ones.

In the case of vector variables, we transform the components to a polar stereographic projection before

**Table 1. The $\sigma$-levels and their approximate elevations above the surface points at sea level.**

<table>
<thead>
<tr>
<th>Level</th>
<th>$\sigma = p/p_*$</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.000000000</td>
<td>$\infty$</td>
</tr>
<tr>
<td>1.0</td>
<td>0.01394441</td>
<td>27,900</td>
</tr>
<tr>
<td>1.5</td>
<td>0.04334139</td>
<td>21,370</td>
</tr>
<tr>
<td>2.0</td>
<td>0.07000000</td>
<td>18,330</td>
</tr>
<tr>
<td>2.5</td>
<td>0.1035591</td>
<td>15,290</td>
</tr>
<tr>
<td>3.0</td>
<td>0.14000000</td>
<td>12,890</td>
</tr>
<tr>
<td>3.5</td>
<td>0.18081005</td>
<td>10,300</td>
</tr>
<tr>
<td>4.0</td>
<td>0.21500000</td>
<td>8,690</td>
</tr>
<tr>
<td>4.5</td>
<td>0.2404675</td>
<td>6,860</td>
</tr>
<tr>
<td>5.0</td>
<td>0.26600000</td>
<td>5,430</td>
</tr>
<tr>
<td>5.5</td>
<td>0.30672726</td>
<td>4,010</td>
</tr>
<tr>
<td>6.0</td>
<td>0.35000000</td>
<td>3,060</td>
</tr>
<tr>
<td>6.5</td>
<td>0.3937055</td>
<td>2,110</td>
</tr>
<tr>
<td>7.0</td>
<td>0.43500000</td>
<td>1,490</td>
</tr>
<tr>
<td>7.5</td>
<td>0.47150000</td>
<td>860</td>
</tr>
<tr>
<td>8.0</td>
<td>0.50000000</td>
<td>520</td>
</tr>
<tr>
<td>8.5</td>
<td>0.52500000</td>
<td>170</td>
</tr>
<tr>
<td>9.0</td>
<td>0.55000000</td>
<td>80</td>
</tr>
<tr>
<td>9.5</td>
<td>1.00000000</td>
<td>0</td>
</tr>
</tbody>
</table>
the Fourier filtering is performed. This is done because of the sharp variation of the unit vector of spherical coordinates around the pole.

It is necessary to apply the same Fourier filter to the surface topography at the beginning of the time integration. Failure to do so usually results in a rapid excitation of gravity waves.

c. Radiative transfer

The scheme for computing the radiative heating and cooling is identical to that described by Manabe and Strickler (1964) and Manabe and Wetherald (1967). The scheme consists of computations for longwave radiation and for solar radiation. The principles of computing the flux of longwave radiation are not very different from those adopted for constructing a so-called "radiation" diagram such as the one proposed by Yamamoto (1952). In this study, the diurnal and seasonal variation of solar radiation is eliminated by use of an effective mean zenith angle of the sun for each latitude. The gaseous absorbers (water vapor, carbon dioxide and ozone) are included for the computation of both solar and terrestrial radiation. In addition, the effects of clouds are incorporated into the scheme. For the computation of terrestrial radiation, a cloud is assumed to be a blackbody. Separate values of albedo are assigned to various categories of clouds in the computation of the fluxes of solar radiation.

The distribution of mixing ratio of water vapor, which is required for the computation of radiative transfer, is computed by the prognostic equation of water vapor [Eq. (11)]. The annual mean distribution of the concentration of ozone is determined from ozone measurements by Hering and Borden (1965) as a function of latitude and height. Their total amounts are normalized in such a way that they coincide with the distributions compiled by London (1962) who used extensive measurements of total ozone obtained by a Dobson spectrometer. The mixing ratio of carbon dioxide is assumed to have a constant value of 0.0456% by weight everywhere. Clouds are classified as high, middle, and low—the latter including cumuliform. The annual mean distribution of these clouds is determined from the table of cloud amounts compiled by London (1957).

The annual mean distribution of albedo over oceanic surfaces and over snow-free land surfaces is specified from the distribution of albedo compiled by Posey and Clapp (1964). The albedo of snow-covered surfaces is computed as a function of snow depth. Based on the results of Kung et al. (1964), the following formulas were derived:

\[ A = A_b + (S_w) (A_s - A_b), \quad \text{if } S_w < 1 \text{ cm}, \quad (20) \]

\[ A = A_s, \quad \text{if } S_w \geq 1 \text{ cm}, \quad (21) \]

where \( A_b \) and \( A_s \) are the albedos of bare soil and of deep snow, respectively, and \( A \) is the albedo of the earth's surface covered by snow of water equivalent \( S_w \), assumed here to be one-tenth of the snow depth. For our computations, \( A_s \) is assumed to be 0.60. When pack ice is present over the sea, an albedo of 0.35 is used. Poleward of latitude 70°, however, the albedo over snow-covered land and over pack ice is assumed to be 0.70 everywhere.

d. Convection and condensation

The scheme for computing the convective temperature changes consists of a so-called "moist convective" adjustment and a "dry convective" adjustment. The dry convective adjustment is performed if the lapse rate becomes superadiabatic. The lapse rate is adjusted to the dry adiabatic lapse rate so as to simulate the effects of strong mixing by free dry convection in the free atmosphere. This adjustment is performed in the model in such a way that the sum of potential and internal energies are conserved.

One of the most serious difficulties in designing a numerical model of the general circulation is in the parameterization of moist convection. Since we know very little about the interaction of small-scale convection with the large-scale fields of motion, we adopted an extremely simple system for simulating the effect of moist convection on the macroscopic behavior of the atmosphere. It is essentially similar to the moist convective adjustment proposed by Manabe et al. (1965) except that the critical relative humidity and critical static stability for moist convection are altered. Despite its simplicity, this system qualitatively possesses at least some of the essential characteristics of moist convection in the actual atmosphere. A brief description of the scheme follows.

The conditions for the onset of moist convection are

\[ h > h_c, \quad (22) \]

\[ \frac{\partial T}{\partial p} > \Gamma_c, \quad (23) \]

where \( h \) is relative humidity, and \( h_c \) is critical relative humidity for moist convection, assumed to be 0.85 for this model. The critical lapse rate \( \Gamma_c \) is defined by (29).

If these conditions are satisfied, it is assumed that free moist convection is intense enough to make the partial equivalent potential temperature, \( \Theta_{ep} \), and relative humidity constant in the convective layer, i.e.,

\[ \frac{\partial \Theta_{ep}}{\partial p} = 0, \quad (24) \]

\[ h = h_c, \quad (25) \]

where

\[ \Theta_{ep} = \Theta_{c} e^{\rho c/(cp T)}. \quad (26) \]
The critical mixing ratio \( r_c \) is defined by

\[
0.622 \frac{\ln \varrho \varepsilon_s (T)}{\varrho - \ln \varrho \varepsilon_s (T)} = \varrho \varrho_s,
\]

where \( \Theta \) is potential temperature, \( L \) the latent heat of condensation, \( \varepsilon_s (T) \) the saturation vapor pressure, and \( r_s \) the saturation mixing ratio of water vapor. In addition, it is assumed that total energy is unaltered by the process of moist convection, i.e.,

\[
\int_0^{\infty} (c_p \partial T + L \partial \varrho) d \varrho = 0,
\]

where \( \delta T \) and \( \delta \varrho \) denote the convective adjustment of temperature and mixing ratio of water vapor, respectively. The critical lapse rate \( \Gamma_c \) which satisfies (24) and (25) is given by

\[
\Gamma_c = -g \frac{R}{c_p \varrho} \frac{T}{L} \frac{\partial \varepsilon_s (T)}{\partial T} \left( \frac{\ln \varrho \varepsilon_s (T)}{\varrho - \ln \varrho \varepsilon_s (T)} \right).
\]

where

\[
\frac{\partial \varepsilon_s (T)}{\partial T} = \frac{L \varepsilon_s (T)}{c_p \varrho},
\]

\( R \) is the gas constant of dry air (0.287 J gm\(^{-1}\) K\(^{-1}\)) and \( R \) the gas constant of water vapor (0.461 J gm\(^{-1}\) K\(^{-1}\)). Since \( 1.0 < h_c > 0, \Gamma_c \) lies somewhere between the moist and dry adiabatic lapse rates.

The net effect of the moist convective adjustment described above is to stabilize the lapse rate, condense water vapor, release the heat of condensation, and transfer heat from the lower to the upper layer. Further details of the moist convective scheme, in which the parameter \( h_c \) is assumed to be 1, may be found in Manabe et al. (1965).

If the tentative lapse rate is not supercritical, condensation will still be forecast to occur in the model atmosphere whenever the tentative mixing ratio exceeds the critical relative humidity \( h_c \). At each level of supercritical humidity, changes of temperature and mixing ratio are determined from the simultaneous solution of a pair of equations by an iterative method. For simplicity in the computation scheme, all condensation resulting from this procedure is assumed to fall out of the atmosphere immediately, and no condensation goes into clouds or evaporates while falling through drier lower layers. Differentiation between rain or snow depends upon the temperature at a height of about 350 m. This height is selected subjectively by reference to a survey article by Penn (1957). If the temperature at this level is freezing or below, snow is forecast; otherwise, rain is predicted.

e. Subgrid-scale mixing

1) Horizontal mixing

The formulation of the horizontal subgrid-scale mixing is an adaptation of the scheme used by Smagorinsky et al. (1965). According to Smagorinsky (1963), the rates of change of the east-west and north-south momentum, resulting from the horizontal stresses appearing in (1) and (2), are computed as

\[
\begin{align*}
F_{\lambda} &= \frac{\partial \tau_{\lambda\lambda}}{a \cos \theta \partial \lambda} + \frac{\partial (\tau_{\lambda\theta} \cos \theta)}{a \cos \theta \partial \theta}, \\
F_{\theta} &= \frac{\partial \tau_{\lambda\theta}}{a \cos \theta \partial \lambda} + \frac{\partial (\tau_{\theta\theta} \cos \theta)}{a \cos \theta \partial \theta} \tan \theta,
\end{align*}
\]

where \( \tau_{\lambda\lambda}, \tau_{\lambda\theta}, \tau_{\theta\theta} \) and \( \tau_{\theta\theta} \) denote the stress tensors resulting from mixing along constant \( \sigma \)-surfaces. Ignoring the density variation on a constant \( \sigma \)-surface and assuming the hydrostatic relationship, we can express the stress tensors by

\[
\begin{align*}
\tau_{\lambda\lambda} &= -\tau_{\theta\theta} = \rho K_H D_T, \\
\tau_{\lambda\theta} &= \rho K_H D_v,
\end{align*}
\]

where the tension and shearing rates of strain, respectively, are defined as

\[
\begin{align*}
D_T &= \frac{\partial u}{a \cos \theta \partial \lambda} + \frac{\cos \theta \partial (v)}{a \cos \theta \partial \theta}, \\
D_v &= \frac{\partial \theta}{a \cos \theta \partial \lambda} + \frac{\cos \theta \partial \theta}{a \cos \theta \partial \theta},
\end{align*}
\]

The assumption of an inertial subrange for energy cascade by three-dimensional turbulence yields the following relation by dimensional analysis\(^2\):

\[
K_H = l_H^2 |D|, \quad (34)
\]

where \(|D| = (D_T^2 + D_v^2)^{1/2}\) and \(l_H \) is a characteristic length corresponding to the scale that defines the exchange coefficient. This length is assumed to be defined as

\[
l_H = k \delta_v, \quad (35)
\]

where the parameter \( k \) is assigned the value 0.2 and the mean grid distance \( \delta \) is computed by

\[
\delta = \frac{1}{2} (\delta_x + \delta_y). \quad (36)
\]

\(^2\) The formulation of subgrid-scale mixing adopted in this study is obtained from the assumption of the inertial subrange for energy cascade by three-dimensional turbulence. Recently, Leith (1969) proposed an alternate formulation assuming the existence of the inertial subrange for enstrophy cascade by quasi-two-dimensional turbulence. It may be more reasonable to use his formulation rather than the present one because the grid box is quasi-two-dimensional (i.e., the horizontal grid size is much greater than vertical grid size). His formulation is being tested at the present time.
The latitudinal and longitudinal grid sizes are defined by

$$
\delta_\alpha = a \Delta \theta, \quad (37a)
$$

$$
\delta_\delta = \left\{ \begin{array}{ll}
a \cos \theta \Delta \lambda, & \theta < \theta_s \\
L_{\text{min}}/2, & \theta > \theta_s 
\end{array} \right. \quad (37b)
$$

The above equation implies that, in the region of Fourier filtering ($\theta > \theta_s$), half of the length of the shortest wave retained is regarded as an equivalent grid size (see Section 2d for the definition of $L_{\text{min}}$ and $\theta_s$).

For the formulation of subgrid-scale mixing of heat and moisture, we assume that these properties are mixed on isobaric instead of on $\sigma$-surfaces. The approximate equation for computing the contribution of horizontal mixing to the change of temperature or mixing ratio of water vapor is

$$
\mu F_{\alpha} \approx \frac{1}{a \cos \theta \partial \lambda} \left[ p* K_H \left( \frac{\partial}{\partial \alpha} \right) \right] 
$$

$$
+ \frac{1}{a \cos \theta \partial \theta} \left[ p* K_H \left( \frac{\partial}{\partial \theta} \right) \right], \quad (38)
$$

where $\alpha$ stands for either temperature or mixing ratio. For a more general form of this equation, refer to Kurihara and Holloway (1967).

2) Vertical mixing

The formulation of the vertical mixing of momentum used in this work is identical to that described by Smagorsky et al. (1965). The frictional force produced by this vertical mixing of momentum is computed by

$$
\frac{\partial}{\partial \zeta} \left( \frac{\partial \tau}{\partial \zeta} \right) = - \frac{1}{\rho} \frac{\partial \tau}{\partial \zeta}, \quad (39)
$$

where $\rho$ and $g$ are the density of air and the acceleration of gravity, respectively. The components of the vector $\tau$ are $\tau_x$ and $\tau_y$ appearing in (1) and (2). The stress on a horizontal surface $\tau$ is computed by

$$
\tau_x = \rho K_v \frac{\partial V}{\partial z}, \quad (40)
$$

where the coefficient of vertical diffusion $K_v$ is based on the mixing length hypothesis, namely,

$$
K_v = \bar{\ell} \frac{\partial \delta^2}{\partial \zeta^2}. \quad (41)
$$

The vertical mixing length $\bar{\ell}$ is assumed to increase linearly with respect to height up to 75 m and then to decrease linearly with height to 2.5 km where it becomes zero. Therefore, no subgrid-scale vertical mixing is assumed to occur above 2.5 km. The value of $\bar{\ell}$ at 75 m is assumed to be 30 m (this implies that the von Kármán constant is equal to 0.4 below 75 m). The equation for computing the stress at the lower boundary is presented in Section 2f.

The rate of temperature change due to vertical mixing is computed by

$$
\frac{\partial H}{\partial \zeta} = \frac{1}{\rho} \frac{\partial \gamma}{\partial \zeta}, \quad (42)
$$

$$
H = \frac{1}{\rho} \frac{\partial (T + \Gamma_d \varphi)}{\partial \zeta}, \quad (43)
$$

where

$$
\Gamma_d = g/c_p, \quad (44)
$$

$\zeta$ is height above sea level, $\Gamma_d$ the dry adiabatic lapse rate, and $K_v$ the vertical eddy mixing coefficient.

The vertical diffusion of mixing ratio in this model is the same as described by Manabe et al. (1965). The change in mixing ratio due to small-scale vertical mixing is given by

$$
\frac{\partial W}{\partial \zeta} = \frac{1}{\rho} \frac{\partial \gamma}{\partial \zeta}, \quad (45)
$$

$$
W = \frac{1}{\rho} \frac{\partial \varphi}{\partial \zeta}. \quad (46)
$$

f. Boundary conditions at the earth's surface

The surface stress in the model is computed by

$$
\tau_x = -\rho(h) C_D(h) |V(h)| V(h), \quad (47)
$$

where $C_D(h)$ is the drag coefficient applicable to winds at height $h$ and is defined as

$$
C_D(h) = \left[ \frac{k_b}{\log(e(h/z_0))^2} \right], \quad (48)
$$

and where $\rho(h)$ is density, $V(h)$ the velocity at height $h$, and $k_b$ the von Kármán constant, assumed to be 0.4.

The roughness parameter $z_0$ is chosen to be 1 cm, and $h$ is the height of the lowest prognostic level. The surface stress thus computed constitutes the lower boundary condition for the computation of the Reynolds stress resulting from vertical mixing.

Similarly, the heat flux $(\partial H)_x$ at the surface of the earth for either land or sea is given by the relation

$$
(\partial H)_x = -\rho(h) C_D(h) |V(h)| [T_x - T(h)/\tau(h)\Theta], \quad (49)
$$

where $T_x$ is the surface temperature. For ensuring that a minimum amount of heat is exchanged between the earth's surface and the lowest level of the model atmosphere, the wind speed $|V(h)|$ used in (49) is not allowed to be less than 1 m s$^{-1}$.

The flux of latent energy $(\partial LE)_x$ from the ocean is obtained from

$$
(\partial LE)_x = LE, \quad (50)
$$

$$
E = \rho(h) C_D(h) |V(h)| [r_x (T_x) - r(h)], \quad (51)
$$
where $L$ is the latent heat of evaporation (sublimation), $E$ the rate of evaporation (sublimation), and $r_s(T_*)$ the saturation mixing ratio of water vapor over water (ice) at the surface temperature. Over land, $E$ is computed from (51) only when the surface is sufficiently wet. The formula for estimating the rate of evaporation from a drier surface is discussed in the following section. The heat and moisture fluxes at the earth’s surface constitute the lower boundary conditions for the computation of the vertical mixing of heat and moisture.

To compute heat flux $(sH)_*$ and moisture flux $E$, it is necessary to know the surface temperature $T_*$. The surface temperature of the ocean is predicted by the thermodynamic equation of the ocean model. Over the continents, $T_*$ is determined such that it satisfies the requirement of a surface heat balance. If we assume that the heat capacity of the land surface is zero (i.e., no heat conduction into the soil), the equation of the heat balance requirement is

$$S_* + (DLR)_* = \sigma_{SB} T_*^4 + (sH)_* + (sLH)_*,$$  (52)

where $S_*$ and $(DLR)_*$ are the net downward insolation and the downward longwave radiation at the earth’s surface, respectively, and $\sigma_{SB}$ is the Stefan-Boltzmann constant. Since the diurnal variation of insolation is eliminated in the model, we assume that it is therefore justifiable to neglect heat conduction into the soil. The heat balance equation (52) is solved with respect to $T_*$ numerically.

g. Hydrology of land surface

As we know, hydrological processes profoundly affect the climate by controlling evaporation from the earth’s surface and by altering the area of snow cover which reflects a major part of solar radiation. Therefore, the formulation of ground hydrology constitutes an essential part of climate modeling. The formulation adopted for this model is essentially similar to that described by Manabe (1969a) except for some minor modifications. Using this scheme, Holloway and Manabe (1971) constructed a global model of climate and were successful in simulating many of the essential features of climate and hydrology in global scale despite the extreme idealizations adopted for this formulation. A brief description of the scheme follows.

The maximum amount of water that can be stored in the ground is called the field capacity of the soil of a particular area. The field capacity of soil depends upon a number of characteristics of the ground surface and thus varies considerably throughout the world. For the utmost simplicity we have set the field capacity of the soil to 15 cm over all land areas. Most of the time, the actual soil moisture at a given point falls short of the field capacity of the soil in that area. In the model, a budget of soil moisture is kept at each land grid point. Over all land points, the soil moisture was initially set to its full capacity of 15 cm. Changes in soil moisture are computed as the residual of contributions from processes that increase soil moisture (i.e., rainfall and snowmelt) and those that decrease it (i.e., evaporation and runoff). Runoff is predicted at a grid point only if a forecast change in soil moisture would result in a water depth exceeding the field capacity. Runoff is assumed to flow directly to the sea via rivers without affecting the soil moisture at any other point. Rivers are assumed to flow from higher to lower terrain elevations in the direction of maximum surface slopes. The runoff from the continents into the sea determines the location and rate of the supply of fresh water to the ocean.

The effect of soil moisture on evaporation is incorporated into the model by a simple scheme used by Budyko (1956). When the soil does not contain a sufficient amount of water, the amount of evaporation is smaller than the value obtained from (51), which gives the rate of evaporation from the sea or a perfectly wet surface. If the soil moisture is greater than a certain critical percentage (75% in this study) of the maximum soil capacity, evaporation is computed from (51). Otherwise, evaporation from land is computed to be linearly proportional to soil moisture up to this critical value.

The equation for the prediction of the water equivalent depth of snow $S$ is

$$\frac{\partial S}{\partial t} = S_F - E - M_s,$$  (53)

where $S_F$ is the rate of snowfall, $M_s$ the rate of snowmelt, and $E$ the sublimation rate. The snowmelt rate may be calculated from a heat balance condition at the snow-covered surface as

$$M_s = \begin{cases} E_z & \text{if } E_z > 0 \\ L_f & \text{if } E_z \leq 0 \end{cases}$$  (54)

where $L_f$ is the latent heat of fusion, and $E_z$ the rate of excess heat energy made available for melting snow, is computed from

$$E_z = [S_* + (DLR)_* - \sigma_{SB} T_*^4 - (sH)_* - (sLH)_*] \tau_{s,273.2K},$$  (55)

with $T_*$ at the freezing point. The heat flux terms $(sH)_*$ and $(sLH)_*$ are expressed by (49) and (50). Refer to Manabe (1969a) for further details of the hydrologic processes in the model.

h. Interaction with the ocean

The joint ocean-atmosphere model is constructed by combining the atmospheric model just described and the oceanic model described in Part II. They are coupled with each other as proposed by Manabe and Bryan (1969). Fig. 4 indicates schematically the interaction
among the major components of the joint model. In this section, we shall describe how these components interact with each other.

The average temperature of the upper 50 m of the ocean is taken to be representative of the surface mixed layer. The temperature of this surface layer is used as the lower boundary condition of the atmospheric model. The rates of supply of heat, momentum and water to the ocean surface, which are computed as described below, serve as the upper boundary condition for the ocean model.

1) Heat exchange

The heat balance components that affect the heat balance of the ocean surface are solar radiation, terrestrial radiation, and fluxes of sensible and latent heat due to turbulence, which are computed in the atmospheric part of the joint model using the sea surface temperatures obtained from the oceanic part of the model (see Section 2c for further details of the flux computation). The rate of energy received by the ocean surface is the net contribution of the fluxes mentioned above.

When ice covers the ocean surface, the temperature of the ice surface is computed in a way similar to that of soil surface by solving (52), except that the heat conduction into the ice is taken into consideration. If the surface temperature thus determined is above freezing, it is assumed that the ice surface has a freezing temperature and the excess heat is used for melting of the ice. Given the temperature of the ice surface, one can determine the rate of heat conduction through ice, which constitutes the thermal boundary condition for the ice-covered ocean.

2) Water exchange

In the joint model, the exchange of water and ice between ocean and atmosphere or between ocean and continent affects the distribution of salinity and sea ice in the ocean. The ocean gains water either through rainfall, the melting of sea ice or runoff from continents, and loses water either through evaporation or the freezing of water. The salinity of sea water is diluted or concentrated depending upon whether the ocean gains or loses water. The amount of sea ice increases either through snowfall, glacier formation or freezing, and decreases through sublimation or melting. Sections 2d, 2f and 2g describe how the rates of rainfall (snowfall), evaporation (sublimation), and runoff are computed. For the calculation of the rates of melting and freezing of sea ice, see Part II.

In order to prevent the snow from accumulating indefinitely over the continents, we introduced a highly idealized mechanism of glacier formation. If the snow depth exceeds a certain critical depth, i.e., 20 cm of water equivalent, snow is assumed to form glaciers which in turn move toward the coastal region and become sea ice. The direction of glacier movement is assumed to be identical with that of water runoff described in Section 2g. While it is obvious that glaciers cannot form during short periods, this idealized mechanism of glacier formation is introduced to obtain a quasi-steady state of the distribution of snow depth.

3) Momentum exchange

The exchange of momentum is computed from (47). The effect of ocean currents on the momentum exchange is neglected, since the velocity of ocean currents is much smaller than the velocity of air flow. Also any dependence of surface roughness (i.e., $C_d$) on wind speed is neglected.

i. Approach to equilibrium

We have attempted to simulate the global climate of the ocean-atmosphere system as the state of quasi-equilibrium that results from the time integration of the joint model. Since different types of fluid motion occur in the atmospheric and oceanic models, the atmospheric model requires approximately 300 times more computation to integrate over a given time period than the oceanic model. According to the results of the numerical integration of the atmospheric model, the thermal relaxation time of the atmosphere is of the order of 1 year. On the other hand, an estimate of the ratio of heating to the heat capacity of the ocean indicates that the thermal relaxation time of the ocean is of the order of centuries. Obviously, it was not feasible to make a straightforward integration of the interacting models over a long enough period for the oceanic part of the model to reach adjustment. In order to optimize the amount of computation, the method of time integration proposed by Manabe and Bryan (1969) is used. For example, the coupling between the atmospheric part and the oceanic part of the model is adjusted such that the evolution of the former during one atmospheric year is coupled with that of the latter during 320 years. In other words, the atmosphere
at year 0, 0.5 and 1.0 interacts with the ocean at year 0, 160 and 320 of the time integration, respectively.

The rates of supply of heat, momentum and water to the ocean surface, which are computed in the atmospheric model, serve as the upper boundary condition for the oceanic model. A running time-mean operator is applied to the vertical fluxes to avoid an overresponse of the oceanic model to features caused by individual synoptic disturbances in the atmospheric model. For the details of this time-mean operator, see Manabe (1969b).

At the start of the time integration, both the atmosphere and the ocean are at complete rest. The atmosphere is isothermal with a temperature of 288K and contains no moisture. The ocean is stably stratified such that surfaces of constant temperature and salinity are horizontal. The joint ocean-atmosphere model was integrated in time for a total of 310 atmospheric model days, which corresponds to 272 oceanic model years. In order to show the evolution of the heat balance of the joint system, the time variations of the global mean net radiation fluxes at the top of the atmosphere are shown in the upper half of Fig. 5 for the entire period of the time integration. The converging values of global mean longwave and solar radiation indicate that the joint system as a whole is very close to the state of thermal equilibrium toward the end of the integration period. A discussion of the thermal equilibrium of the oceanic model will be given in Part II. The lower half of Fig. 5 shows how the mean temperature of the model atmosphere approaches the final state from the initial isothermal condition.

3. The A-model

As discussed in the Introduction, the major objective of this study is to identify the climatic effects of the heat transport by ocean currents. In order to do this, the climate from the joint ocean-atmosphere model is compared with the climate of the so-called "A-model" in which the effects of ocean currents are not taken into consideration. By identifying the differences between these two climates, one can speculate the effects of ocean currents upon the climate. A very brief description of the A-model follows.

The basic difference between the joint model and the A-model lies in the modeling of the ocean. In the A-model, the ocean is assumed to be a completely wet surface without any heat capacity. This idealized ocean resembles a swamp. The surface temperature of the ocean is computed from (52) in the same manner as the temperature of the continental surface. It is determined such that it satisfies the assumption of zero heat capacity. In short, the ocean of the A-model resembles the actual ocean in that it can be an unlimited source of water for the atmosphere but lacks the effects of heat transport by ocean currents. Except for the idealization of the ocean, the structure of the A-model is identical to that of the joint model.

The numerical time integration of the A-model is carried out for the period of 300 model days. The initial condition for this integration is a resting state with a uniform temperature of 288K and no moisture. This is identical with the initial atmospheric state for the time integration of the joint model.

4. Discussion of results

In this section the results from both the atmospheric part of the joint model and from the A-model atmosphere are presented. For the joint model the data shown are the time mean for the 60-day period beginning at day 251. Results for the A-model are the time mean of the 60-day period commencing at day 241. As explained in the preceding section, the two climates obtained are compared extensively. Although we have not carried out a careful examination of the statistical significance of the differences between the two time mean states, it is encouraging that many of the differences identified here qualitatively agree with those suggested earlier by Manabe (1969b) and Bryan (1969). Whenever possible, results from both models are compared with the annual mean state of the actual atmosphere.

a. Temperature

The latitude-height distribution of the zonally averaged temperature computed by the joint model is shown in the upper half of Fig. 6. The general qualitative features of this distribution are similar to those of the annual mean state of the actual atmosphere. The latitude-height distribution of the difference between the temperatures of the joint model and A-model atmospheres is shown in the lower half of Fig. 6. In higher latitudes, except for the polar regions, the tropospheric temperature of the joint model is warmer than that of the A-model. On the other hand, the former is slightly colder than the latter in low latitudes. The poleward transport of heat by ocean currents, discussed in Section 4e, is responsible for these differences. Fig. 6 also indicates that the cooling effect of ocean circulation extends vertically throughout the troposphere in the tropics, whereas the warming effect in higher latitudes is limited mostly to the lower troposphere and its

---

2 Manabe (1969a) constructed a model which is similar to the A-model except that it has highly idealized geography. Refer to his paper for further details of the structure of this model.

4 In order to firmly establish the significance of the difference between the two model climates, it is necessary to ascertain that the amplitude of the fluctuation of the 60-day mean climate is less than the magnitude of the difference between the two 60-day mean states described here. Recently, the study of Leith (1973) came to our attention. By using the concept of signal-to-noise ratio, he developed a framework which may be useful for our purpose. It is planned to use his method for the evaluation of the results from the final experiment with high computational resolution.
magnitude is very large. This occurs because the energy input from the ocean surface spreads throughout the troposphere by moist convection in the tropics, whereas, in higher latitudes it is contained in the lower troposphere due to the stable stratification of the air mass. Furthermore, the poleward transport of heat by ocean currents causes the melting of snow cover and sea ice, markedly reduces the albedo of the earth’s surface poleward of 55° latitude, and thus magnifies the warming there. Since the lower tropospheric warming is much larger than the cooling in the tropics, the overall effect of ocean circulation is to increase the area mean temperature in the lower troposphere. An essentially similar conclusion was obtained in the earlier study by Manabe (1969b). In the upper troposphere and stratosphere, the temperature change caused by the ocean circulation is small but seems to be significant. For example, in the tropics, the temperature of the stratosphere increases slightly due to the effects of ocean currents in contrast to the tropospheric cooling mentioned earlier. This is a consequence of the stronger upward motion in the A-model tropics, which allows more adiabatic cooling to occur in the lower stratosphere of the tropics. (Refer to Section 4b for a description of the distributions of meridional circulation in both models.)

The global distribution of temperature at the lowest level of both the joint model atmosphere and the A-model atmosphere is shown in Fig. 7. For verification of the joint model, the observed distribution of annual mean surface air temperature (Crutcher and Meserve, 1970; Taljaard et al., 1969) is also added to the same figure. By comparing the distribution of the joint model with that of the A-model, one can infer the effects of oceanic heat transport on the surface air temperature. For example, the area of relatively low surface air temperature in the equatorial region of the eastern Pacific is found in the distribution of the joint model but is missing from the A-model. The upwelling of cold water in the joint model ocean is responsible for this difference. The intensity of upwelling, however, is not strong enough, partly because the surface easterlies around the equator are too weak. Therefore, the low temperature area of the joint model is less distinct than the actual area. In middle latitudes of the joint model, the meridional temperature gradient is particularly large over the western portion of the North Pacific Ocean, where cold water flowing southward in the subarctic gyre meets the warm water flowing northward in the Kuroshio current. Again, this feature is missing in the distribution of the A-model due to the lack of oceanic heat transport. A similar concentration of isotherms is observed in the western part of the Atlantic Ocean. The joint model, however, fails to simulate this feature satisfactorily. Furthermore, the surface air temperature is too low in the northeastern part of the Atlantic Ocean of the joint model. These discrepancies may result from the fact that the Icelandic low and, accordingly, the subarctic gyre of the Atlantic are too weak. In the Arctic, the surface air temperature of the joint model is significantly lower than that of the actual atmosphere. This partly results from the excessive growth of the thickness of sea ice, which prevents the heat conduction from underlying water to the top surface of the ice. (Note that the surface air temperature in the polar region of the joint model is hardly warmer than that of the A-model.)

Fig. 8 depicts quantitatively the effect of the ocean circulation on the overlying air temperature. This figure shows the temperature difference between the two models at the lowest level of the model atmosphere. Compared to the A-model, temperatures of the joint model are cooler along the equator, due to the effect of ocean water upwelling, and much warmer at high latitudes over the oceans. As an example of the modification of atmospheric temperature by the oceans, consider the North Pacific Ocean and its surrounding land areas. A considerable warming has occurred over the northeastern boundary of the Pacific and northern portion of the North American Continent. Similar warming is evident over the northeastern region of the Atlantic Ocean and over western Europe. The northward transport of heat by the subarctic gyre is partly responsible for the warming in these regions. Furthermore, the general increase in land-sea contrast of surface
temperature contributes to the intensification and the northward shift of the Aleutian low as discussed in Section 4c. These changes in the distribution of sea level pressure cause the southerlies to increase over the northwestern portion of the North American Continent and are responsible for raising the surface temperature there. The warming is further intensified by the increase of surface albedo caused by the melting of snow cover. Over the northeastern part of the Eurasian Continent, the surface air temperature is lowered significantly due to the effects of ocean currents. The northward shift and the intensification of the Aleutian low mentioned above increase the advection of cold air in this region and are responsible for this cooling. In lower latitudes, the northward advection of warm water by subtropical gyres accounts for the warming off the east coasts of Japan and the United States.

In the Southern Hemisphere, the sea surface temperature of the joint model is too high along the periphery of the Antarctic Continent because of the excessive warming due to the oceanic heat transport. As discussed in Part II, Ekman drift driven by the surface westerlies should have opposed the poleward movement of surface water and counteracted the poleward heat transport by the thermally-driven meridional circulation. Unfortunately, the intense surface westerlies (i.e., "roaring forties") which predominate in middle latitudes of the Southern Hemisphere are missing in the joint model, as discussed in Section 4c. Therefore, the oceanic heat supply to the coastal region of the Antarctic Continent is too large and is responsible for the excessive warming mentioned above. The warming is enhanced further by the melting of sea ice and the resulting reduction of surface albedo. This is why the meridional gradient of surface temperature in middle latitudes of the joint model is much smaller than the observed, as Fig. 7 indicates.

b. Zonal wind and meridional circulation

The latitude-height distribution of the zonal mean of the zonal wind in the joint model atmosphere is shown in the upper half of Fig. 9. The lower half of this figure shows the difference in the zonal wind between the joint model and the A-model. The intensity of the tropospheric zonal wind is significantly weaker in the joint model in the sub tropics and most of the middle latitudes as a result of a general decrease in the meridional temperature gradient due to oceanic heat advection. Near the poles the westerlies are stronger in the joint
Fig. 7. Global distributions of annual average surface air temperature (K). Top: observed (Crutcher and Meserve, 1970; Taljaard et al., 1969); middle: joint model; bottom: A-model. Computed temperatures are at the lowest level ($\sigma = 0.99$) of the model atmosphere.
model due to an increase in the meridional temperature gradient. This increase is due to the large temperature contrast between the cold polar regions and the warm surrounding oceans. According to the thermal wind relationship, the differences in the distribution of zonal wind described here are consistent with the differences in the zonal mean temperature which are shown in Fig. 6.

The streamfunctions of the meridional circulation in both the joint model and A-model are shown in Fig. 10. In both models the direct cell of the tropics, the indirect Ferrel cell of mid-latitudes, and the direct cell in the polar regions are evident. The intensities of the Ferrel cells in the joint model are weaker or less extensive than those in the A-model. As pointed out earlier, the poleward transport of heat by ocean currents reduces the meridional temperature gradient and, accordingly, the baroclinic waves which drive the indirect Ferrel circulation. Similar results were obtained from the earlier version of the joint model with idealized topography (Manabe, 1969b). Fig. 10 also indicates that the upward motion branch of meridional circulation in the tropics shifts northward and the mass transport in the branch decreases significantly due to the effect of ocean currents. This weakening results from the suppression of the tropical rainbelt by cold sea surface temperature which is discussed in Section 4d.

c. Sea level pressure

The latitudinal distribution of zonal mean sea level pressure for both models is compared with the observed in Fig. 11. The observed annual mean distribution was compiled from the data of Crutcher and Meserve (1970) and Taljaard et al. (1969). In both models the subtropical high and low pressure belts in both the tropics and mid-latitudes are present. However, the subtropical high and the mid-latitude low pressure belt are less developed in the joint model than in the A-model because of the generally weaker meridional temperature gradient in the joint model.

Unfortunately, the subtropical highs in the Southern Hemisphere of both models are too weak and are located in too low a latitude as compared with the observed distribution of sea level pressure. Furthermore, both models fail to simulate the large pressure gradient in middle latitudes of the Southern Hemisphere ("roaring forties") and the belt of low pressure along the periphery of the Antarctic Continent. These discrepancies seem to result from a combination of factors. Manabe et al. (1970) and Holloway and Manabe (1971) have shown that further decrease of the grid size for the horizontal finite differencing results in the intensification of the high pressure belt of the subtropics but does not sufficiently improve the simulation of the "roaring forties." On the other hand, Mintz (1965) was successful in simulating this feature and the belt of low pressure along the periphery of the Antarctic Continent by his two-layer model of the global circulation. So far, we have been unable to determine why the present model fails to reproduce these features.

The horizontal distributions of sea level pressure of both models are shown in Fig. 12 together with the
annual mean distribution in the actual atmosphere. Again, this comparison reveals the unrealistic features of the model atmospheres mentioned above. For example, the subtropical anticyclones in both model atmospheres are significantly weaker than those in the actual atmosphere. The belt of low pressure along the periphery of the Antarctic Continent is missing in the model distributions. Nevertheless, one can get some idea of the effects of ocean currents upon sea level pressure by comparing the two model distributions. According to this comparison, both the Aleutian and Icelandic lows as well as the Siberian high are intensified and shifted poleward by the effect of oceanic heat transport. Particularly, it is noteworthy that the Aleutian low changes from split cyclones to a single cyclone. These changes probably result from the increase in the land-sea temperature contrast due to the poleward heat transport by ocean currents.

On the other hand, subtropical anticyclones over the oceans are weakened, due to the general reduction of baroclinicity as pointed out earlier. There are other differences between the distributions of the two models. However, detailed comparison does not seem to be warranted until a better simulation of sea level pressure is accomplished.

d. Water balance

In this section we discuss the effect of ocean circulation on the global distributions of precipitation and evaporation.

Fig. 13 shows the global distributions of precipitation for both models. The map of the observed rate of precipitation, which was compiled by Lvovitch and Ovchinnikov (1964), is also added to this figure after smoothing out some small-scale features over continental regions. This figure indicates that the joint model partially simulates the areas of meager precipitation such as the Sahara Desert, Australia, and the southwestern part of the United States. However, these areas in the joint model are not as extensive as the actual regions, because the intensities of the subtropical highs and accompanying downward motion are significantly weaker than those of the actual atmosphere as discussed in the preceding section. Fig. 13 also indicates that the large-scale features of the tropical rainbelt are successfully simulated by the joint model. However, the distributions of precipitation in the tropics of both models include small-scale features which are not evident in the observed distribution. In view of the fact that these irregularities are often out of phase with the grid-scale
variation in sea level pressure, it is probable that some of them are the manifestation of a computational mode contained in the model atmosphere.

The effects of the ocean circulation upon the distribution of precipitation can be identified by comparing the distributions of the precipitation rates of the two models which are shown in Fig. 13. For example, precipitation is suppressed by upwelling of cold water along the equator in the eastern Pacific Ocean and also along the west coasts of the continents at subtropical latitudes. The latter feature is evident in the coastal areas of Africa, Peru and California. These areas of meager precipitation, however, are not extensive enough compared to the observed rates. As mentioned in Section 4c and in Part II, the intensities of the subtropical highs and the induced coastal and equatorial upwelling are much weaker than the observed intensities. Accordingly, the sea surface temperature is not cold enough in these regions and accounts for these discrepancies.

In certain areas, ocean currents increase the rate of precipitation. The enhancement of rainfall can occur over regions of warm ocean water, which supplies heat and moisture to the overlying air and often enhances the development of disturbances. For example, the precipitation rate increases markedly off the coast of Japan and along the west coast of Canada where sea surface temperature increases due to oceanic heat transport (see Fig. 8).

![Fig. 11. Latitudinal distributions of the zonal mean sea level pressure (mb) for the actual atmosphere (Crutcher and Meserve, 1970; Taljaard et al., 1969), the joint model, and the A-model.](image-url)
Fig. 12. Global distributions of sea level pressure (mb). Top: observed (Crutcher and Meserve, 1970; Taljaard et al., 1969); middle: joint model; bottom: A-model.
Fig. 13. Global distribution of precipitation rate (cm day⁻¹). Top: observed (Lvovitch and Ovchinnikov, 1964); middle: joint model; bottom: A-model.
Fig. 14. Latitudinal distributions of the zonally averaged rates of precipitation and evaporation (cm day\(^{-2}\)). Left: observed (compiled by Sellers, 1965); middle: joint model; right: A-model.

Fig. 14 gives a quantitative comparison of the mean latitudinal distributions of precipitation and evaporation for the two models. The observed data are from Sellers (1965). One of the most significant effects of the ocean circulation on precipitation is clearly shown in the tropics. A reduction in the rainfall rate and a northward shift of the maximum rainfall have occurred in the joint model, compared to the A-model. A similar result was obtained by Manabe (1969b) from the earlier version of the joint model. As Fig. 7 indicates, the sea surface temperature along the equator generally decreases due to the upwelling of cold water. This cooling is responsible for the reduction of precipitation mentioned above. [For further discussion of this subject, see, for example, Bjerkeson et al. (1969) and Manabe et al. (1974).]

According to Fig. 14, the belt of intense rainfall in the model tropics is significantly narrower than that in the actual tropics. This discrepancy is probably due to the assumption of no seasonal variation, which was adopted for the models. One should expect that the seasonal movement of the tropical rainbelt is partly responsible for widening the tropical maximum in the distribution of observed annual precipitation.

The global distribution of evaporation rate is given in Fig. 15, with observed data from Budyko (1963). The effect of ocean circulation is to suppress evaporation along the equator, where upwelling of cold ocean water occurs, and to increase evaporation over the predominately warm ocean currents that occur along the east coast of the continents. In general, the distribution of the evaporation rate of the joint model is more realistic than that of the A-model. However, the rate of evaporation around the equator is significantly larger than the observed.

The latitudinal distributions of evaporation rate (Fig. 14) show that although the pronounced minimum estimated by Sellers at the equator is missing in the joint model result, a reduction in the evaporation rate has occurred, compared to the A-model. As shown in Fig. 7, the surface air temperatures of the joint model near the equator are noticeably warmer than observed in the eastern Pacific Ocean and the Atlantic Ocean. Colder temperatures in these regions in the joint model should have the desired effect of suppressing evaporation and precipitation even further.

e. Heat balance

1) Radiation balance of the Earth-atmosphere

The amount of net radiative flux at the top of the atmosphere determines the magnitude of the meridional transport of heat energy by the ocean-atmosphere system. The latitudinal distributions of the zonal mean net solar radiation and net longwave radiation at the top of the joint model atmosphere are given in Fig. 16. Observed values from Vonder Haar and Suomi (1971) are also plotted. In the mid-latitude regions of both hemispheres the radiative fluxes of the joint model agree well with the observed fluxes. In the Northern Hemisphere polar region, however, both solar and terrestrial fluxes are significantly less than the observed values due to high surface albedos and low surface temperature over the extensive snow and ice cover. Wetherald and Manabe (1972) pointed out that the lack of seasonal variation of solar insolation can be responsible for an excessive snow and ice cover. In the tropics, both solar and longwave fluxes in the joint model are generally less than the observed values. The cloud distributions used in the model may be somewhat inaccurate in this region. Despite various differences mentioned above, the net radiation flux (i.e., net downward solar flux minus net upward terrestrial flux) at the top of the atmosphere of the joint model agrees reasonably well with the net flux estimated by Vonder Haar and Suomi. This is because the differences in solar flux tend to compensate those in the flux of terrestrial radiation.

2) Heat balance of the Earth’s surface

On the continents at the surface of the earth, the contributions to the heat balance are the net radiative flux and the fluxes of sensible and latent heat. Over the oceans, in addition to these fluxes, heat is also supplied from the interior to the surface of the ocean in the joint model. This heat flux may be called “oceanic heat flux.”
Fig. 15. Global distributions of evaporation rate (cm day$^{-1}$). Top: observed (estimated by Budyko, 1963); middle: joint model; bottom: A-model.
Fig. 16. Latitudinal distribution of radiative fluxes at the top of the atmosphere: net downward solar radiation (solid line, the joint model; ●, observed); upward terrestrial radiation (dashed line, the joint model; ▲, observed). The observed values are obtained by Vonder Haar and Suomi (1971).

Fig. 17 shows the latitudinal distributions for each of the above fluxes for the joint model. Also shown are the observed annual mean values estimated by Budyko (1963). Positive (negative) values indicate heat gain (loss) at the surface. Overall, the agreement of the computed fluxes with Budyko’s values is reasonably good. A significant discrepancy exists, however, in the oceanic heat flux in the joint model compared to the observed estimates. Around the equator, the magnitude of negative oceanic heat flux is too weak and the evaporation from the earth’s surface is too large. These results are consistent with the warmer-than-observed sea surface temperatures in the equatorial region predicted by the joint model, which was discussed previously. In the Southern Hemisphere, the oceanic heat flux has large positive values around 70S and is much larger than the flux estimated by Budyko. As discussed in Section 4a and in Part II, the supply of heat from lower latitudes to the coastal region of the Antarctic Continent is too large due to the lack of intense surface westerlies in middle latitudes and is responsible for this discrepancy.

In Fig. 18, the horizontal distribution of the oceanic heat flux of the joint model is compared with the actual distribution estimated by Budyko (1963). In middle and high latitudes of the Northern Hemisphere, the oceanic heat flux is very large in the western and northern part of both the Pacific and the Atlantic Oceans in qualitative agreement with Budyko’s distribution. Along the eastern boundary of the oceans in the subtropical latitudes, the oceanic heat flux has large negative values in Budyko’s distribution. However, it is small in the joint model. For example, the oceanic flux of the model has small negative values along the west coast of Africa and South America but has small positive or negative values along the west coast of the North American Continent. It is probable that the discrepancy between the observed and the computed results is partly due to the failure of the joint model to simulate quantitatively the intensity of subtropical highs and accordingly the intensity of induced upwelling in the eastern boundary of the oceans.

Along the equator of the joint model, the oceanic heat flux is usually negative and is relatively large in

![Fig. 17. Latitudinal distributions of the zonal mean values of the heat balance components at the earth's surface (ly min⁻¹). Left: observed (estimated by Budyko, 1963); right: joint model.](image-url)
Fig. 18. Horizontal distribution of heat flux (ly min⁻¹) from the interior to the surface of the ocean. Top: observed (estimated by Budyko, 1963); bottom: joint model.

the eastern Pacific. However, its magnitude is not large enough as compared with Budyko's result. In the Southern Hemisphere of the joint model, the oceanic heat flux is unrealistically large along the periphery of the Antarctic Continent as discussed above.

The distribution of oceanic heat flux in Fig. 18 may be compared with Fig. 8, which shows the distribution of the difference between the surface air temperature of the joint model and that of the A-model. As one might expect, regions of positive (negative) oceanic flux generally correspond to regions of positive (negative) temperature difference. However, there are some exceptions. For example, the temperature of the South China Sea increases due to the effects of ocean currents even though the oceanic heat flux has small negative values. In the northwestern Atlantic, the surface air temperatures are lower in the joint model despite the fact that heat flux is positive there. The modification of the
direction and the intensity of surface air flow due to
the oceanic heat flux significantly alters the air-sea
temperature difference and is responsible for these
exceptions.

3) Meridional Transport of Energy

Meridional transport of energy in the joint ocean-atmosphere system compensates for the radiative imbalance between net downward solar radiation and net upward longwave radiation at the top of the atmosphere. This energy transport occurs by three processes: (i) atmospheric transport of heat energy, i.e., the sum of enthalpy \(c_P T\), potential energy \(\Phi\) and kinetic energy \(K\); (ii) atmospheric transport of latent energy \(Lr\); and (iii) heat transport by ocean currents.

Fig. 19 shows the latitudinal distribution of the energy transport components. Observed data are from Sellers (1965). Positive values represent northward energy transport, while southward transports are negative. In the A-model, net poleward energy transport occurs by the combined processes (i) and (ii) above, whereas in the joint ocean-atmosphere system all three processes contribute to the net transport. In comparing the results of the joint model with the A-model in Fig. 19, we see that the additional heat transport by the oceans in the joint system does not increase the net energy transport. Rather, the amount of energy transport by the joint model atmosphere is reduced, compared to the A-model, so that the net transport remains essentially unchanged. Since the poleward heat transport by ocean currents reduces the meridional temperature gradient and the amplitudes of the baroclinic waves in the atmosphere, it is reasonable that the atmospheric heat transport of the joint model is less than that of the A-model. As discussed in Section 4a, the thermal effect of ocean currents is largest in the lower troposphere and is very small in the upper troposphere. Therefore, the net outgoing radiation at the top of the atmosphere is affected little by the oceanic heat transport. This is why the total poleward transport of energy required from the overall radiation imbalance is hardly affected by the ocean circulation.

Fig. 19 also indicates that the latitudinal distribution of the total poleward transport by the ocean-atmosphere system of the joint model agrees reasonably well with the estimate of the actual transport. This agreement is consistent with the earlier finding that the latitudinal distribution of the net radiation flux at the top of the atmosphere is not very different from the estimate of this quantity for the actual atmosphere (see Fig. 16).

The magnitude of the heat transport in the joint model ocean falls short of the observed estimate. In the Northern Hemisphere, the transport is at a maximum around 20N in qualitative agreement with the Seller’s distribution. However, the maximum transport occurs around 50S in the Southern Hemisphere and does not agree with the estimate of the actual transport shown in the left side of Fig. 19. For further discussion of the oceanic heat transport, see Section 7 of Part II.

5. Concluding remarks

The global ocean-atmosphere model, which is described in this study, simulates some of the basic features of the climate. However, it has many shortcomings. For example, the belt of large gradient of sea level pressure in middle latitudes of the Southern Hemisphere is missing in the joint model atmosphere. Also the intensities of the subtropical highs are significantly underestimated by the model. The latter shortcoming

---

6 The fluxes of radiation at the top of the A-model atmosphere are not shown in Fig. 16 because they differ little from those of the joint model shown in this figure.
is responsible for the unsatisfactory simulation of arid regions such as the Sahara, Australian desert, and trade wind regions. Holloway and Manabe (1971) have shown that increasing the computational resolution of horizontal finite differencing results in the increase of baroclinic activity in middle latitudes and the intensification of the subtropical highs in the model (see also Manabe et al., 1970). It is therefore probable that at least this difficulty of the present model can be eliminated by increasing the computational resolution of the model.

Despite the various limitations of the model mentioned above, it is possible to identify some of the effects of ocean currents upon the climate by comparing the results from the joint model with those from the A-model, in which the effects of ocean currents are absent.

In general, the poleward transport of heat by ocean currents results in the cooling of the atmosphere in low latitudes and heating in high latitudes. The magnitude of the cooling near the surface is much smaller than that of the heating because, in low latitudes, the thermal effect of ocean currents spreads throughout the troposphere, whereas in higher latitudes, it is limited to the lower troposphere by stable stratification. Furthermore, the warming effect by ocean currents is magnified in the subarctic region because of snowmelt and the resulting decrease of surface albedo.

It is interesting that the total poleward transport of energy by the joint ocean-atmosphere system is affected little by the effects of ocean currents. In other words, the oceanic contribution is compensated by a decrease in the atmospheric transport resulting from the reduction in meridional temperature gradient in the lower troposphere. Since the temperature change due to the effect of ocean currents is small in the upper troposphere and the stratosphere, the net upward radiation at the top of the atmosphere is hardly changed by this effect. Therefore, the total poleward transport of energy required from the radiative imbalance is hardly altered.

According to the comparison between the sea level pressure of the joint model with that of the A-model, both the Aleutian low and the Icelandic low shift poleward and intensify due to the increase in land-sea contrast in surface temperature resulting from the heat transport by ocean currents. On the other hand, the subtropical anticyclones over the oceans weaken because of the general reduction of baroclinicity in middle latitudes.

The oceanic heat transport is responsible for raising the surface temperature in the northeastern boundary of both the Pacific and the Atlantic Oceans. The northward heat transport by the subarctic gyre is partly responsible for this warming. Furthermore, the northward shift and the intensification of the Aleutian low mentioned above increase the southerlies. Accordingly, the advection of warm air over the northwestern part of North American Continent raises the surface temperature there. The melting of snow cover tends to amplify this warming by markedly reducing the surface albedo. On the other hand, the surface air temperature in the northeastern part of the Eurasian Continent of the joint model is lower than the corresponding temperature of the A-model. The northward shift and the intensification of the Aleutian low increase the southward advection of cold air in this region and cause this cooling. Over the Kuroshio current and Gulf Stream the surface temperature increases significantly due to the advection of warm water by the subtropical gyre. The rate of precipitation also increases somewhat in those regions. Over the equator and along the west coast of continents in the subtropics, the upwelling of cold water lowers the sea surface temperature and causes a significant decrease of precipitation. The equatorial upwelling reduces the mass transport in the upward motion branch of the Hadley cells. In general, the rate of precipitation tends to increase where the temperature of the ocean surface increases significantly by the effects of ocean currents and decreases in the areas of surface cooling.

There are many differences between the climates from the two models in the Southern Hemisphere. For example, the sea surface temperature of the joint model is much warmer than that of the A-model along the periphery of the Antarctic Continent. However, it is doubtful that these differences represent the actual effects of ocean currents in view of the inability of the models to simulate satisfactorily the distributions of sea level pressure and surface temperature in the high latitude region of the Southern Hemisphere.

One of the main objectives of the present study is to perform a test of the preliminary version of the joint ocean-atmosphere GFDL model. In view of the many shortcomings of the model, the conclusions obtained from this study should be regarded as tentative. It is encouraging, however, that the model climate resembles the actual climate to a certain degree. Further increase of the resolution of horizontal finite differencing seems to be required for a better simulation of climate. We plan to continue the time integration after halving the grid size. As suspected already, some of the failures of the model to reproduce the features of the actual climate may stem from the lack of seasonal variation of solar radiation. A joint ocean-atmosphere model with seasonal variation is being tested at the present time.
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APPENDIX

Derivation of the Smoothed Topography

The topography of the earth's surface used in both the joint model and the A-model is shown in Fig. 3. The basic data for the terrain elevations are taken from Scripps Institute of Oceanography data (Smith et al., 1966). The Scripps data are interpolated to the latitude-longitude grid and smoothed by use of the function

\[ \tilde{z} = 0.25 z_0 + \sum_{i=1}^{8} (w_i z_i), \]

where \( z_0 \) is the unsmoothed height at the central grid point, \( z_i \) the height at the surrounding grid point \( i \), \( w_i \) a weighting factor (normalized so as to make the sum of the weights equal to 0.75), and \( \tilde{z} \) the resulting smoothed height. The summation is over the eight surrounding contiguous boxes in the grid.

The Scripps data contain ocean-bottom topography as negative values in addition to positive land-height values. All data are used, and when a negative smoothed height occurs at a grid point which had been above sea level in the input data, the original shoreline is restored (i.e., the height is redefined as +1 m). Mathematical eroding of the coasts is reduced by halving the ocean depths before smoothing the combined land and ocean-bottom topography.

In addition to the space smoothing mentioned above, it is necessary to apply the Fourier space filter to the surface topography at the beginning of the time integration. This filter is applied only at higher latitudes, in the same manner as for the prognostic variables. Refer to Section 2b for details of the Fourier filter.
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