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ABSTRACT

Resource managers and decision-makers are increasingly tasked with integrating climate change science into their decisions about resource management and policy development. This often requires climate scientists, resource managers, and decision-makers to work collaboratively throughout the research processes, an approach to knowledge development that is often called “coproduction of knowledge.” The goal of this paper is to synthesize the social science theory of coproduction of knowledge, the metrics currently used to evaluate usable or actionable science in several federal agencies, and insights from experienced climate researchers and program managers to develop a set of 45 indicators supporting an evaluation framework for coproduced usable climate science. Here the proposed indicators and results from two case studies that were used to test the indicators are presented, as well as lessons about the process of evaluating the coproduction of knowledge and collaboratively producing climate knowledge.

1. Introduction

As the impacts of human-influenced climate change are increasingly recognized in the United States and around the world, the need for climate science and information that can be readily used in decision-making contexts for climate change adaptation and mitigation has grown rapidly (Melillo et al. 2014). As many researchers have acknowledged, however, simply producing more information does little to solve the problem (Clark et al. 2016). Information that will inform decision-making must apply directly to the problem at hand, be at spatial and temporal scales that match the problem, and be scientifically sound (Lemos et al. 2012; McNie et al. 2007). To address this need, some researchers have increasingly focused on approaches that involve the end users of research in a collaborative or “coproduced” research process.

Previous research has shown that taking a collaborative approach to knowledge development is more likely to result in science that is used by decision-makers (Jasanoff 2004; Jasanoff and Wynne 1998; Lemos and Morehouse 2005; van Kerkhoff and Lebel 2015) than science produced using the “loading dock” model of delivery in which the engagement with users is one way: from researcher to user (Carbone and Dow 2005; Cash et al. 2006; Jasanoff and Wynne 1998; Lemos et al. 2012). Social science research on science production has indicated that collaboratively produced science tends to be more easily accepted and applied by decision-makers because they better understand the process by which it was developed and feel a greater sense of knowledge ownership (Jasanoff and Wynne 1998), and the information is more likely to fit their needs (Lemos and Morehouse 2005; Lemos et al. 2012). This more collaborative approach to knowledge development has been termed coproduction of knowledge (Jasanoff and Wynne 1998), stakeholder-driven science, user-driven science (Dilling and Lemos 2011; McNie 2007), actionable science (ACCCNRS 2015), knowledge exchange (Cvitanovic et al. 2015), and transdisciplinary research (Jahn et al. 2012). While acknowledging these varied
terms, we most often use coproduction of knowledge in this paper to refer to highly collaborative, user-driven research approaches.

Evaluating these types of programs and projects requires innovative approaches, as more traditional metrics of research success are often insufficient to assess the processes and outcomes of coproduced climate science, which differ from the more output-focused metric of traditional academic research (Bell et al. 2011; Evely et al. 2010; Fazey et al. 2014; Ferguson et al. 2016; Moser 2009; National Research Council 2005). Standard tools for evaluating scientific research are often inadequate to capture decision and policy impacts; they largely rely on scientific impacts of the research (Bell et al. 2011) that address scientific credibility (Cash et al. 2003) but fail to address its saliency to decision-makers or the legitimacy of the process of developing the knowledge (i.e., the extent to which stakeholders were involved in knowledge development; Cash et al. 2003; Evely et al. 2010; Fazey et al. 2014). New evaluative frameworks can help to identify, for example, which research approaches best support genuine collaboration between scientists and stakeholders, when a project has been successful in producing a collaborative product, and to what extent programs are successful in supporting such efforts.

While significant research has identified key principles that support this kind of collaborative effort (Lemos and Morehouse 2005; McNie 2013; Reed et al. 2014), those studying the field of coproduction continue to struggle with a lack of empirical evidence to support the principles (Hegger and Dieperink 2014), provide greater detail about how to apply the principles (Reed et al. 2014; van Kerkhoff and Lebel 2015), evaluate the processes and outcomes from collaborative research (Bellamy et al. 2001; Fazey et al. 2014; Meadow et al. 2015), and go beyond a set of best practices to effectively measure these key principles and their importance in the coproduction process.

In this paper we present our work on developing and testing an evaluative framework for coproduced climate science. In this research, we identified the key principles in coproducing knowledge from the existing literature, examined how usable climate research is currently evaluated, and interviewed experienced climate science integrators to gain insight from their direct experiences coproducing such knowledge. We synthesized information from these sources to develop an evaluative framework that consists of 45 indicators grouped into context; process; and output, outcome, and impact indicators. We also present lessons about the process of collaboratively producing climate knowledge based on findings from our evaluative framework. We then reflect upon lessons learned about the process of evaluating the coproduction of knowledge.

2. Literature review

In this section, we discuss three related areas of literature: coproduction of knowledge, information use in decision-making, and evaluating coproduced climate research. This body of peer-reviewed knowledge has focused on the benefits and challenges of coproduction approaches, as well as identifying future steps and unanswered questions, including a greater awareness of the role of researchers in informing adaptation process (Lacey et al. 2015) and the challenges of doing this type of research within an academic context (Brugger et al. 2015). Within the context of developing evaluation frameworks, understanding how information is used in an organization for decision-making (or barriers to its use) is relevant to interpreting and measuring the impacts and outcomes of information use (Choo et al. 2008; Rich and Oh 2000; Taylor 1991). Evaluation research focused on understanding the value of coproduced climate research contributes to developing best practices for coproduced climate research; increasing capacity to conduct coproduced climate research; and providing insights into when coproduced strategies or approaches are a good fit with the project, stakeholders, and researchers involved.

a. Coproduction of knowledge: Process and principles

The process of coproducing science knowledge holds challenges and benefits for both researchers and decision-makers. Decision-makers often must grapple with new scientific fields in which they have little training as well as with the inherent uncertainty of science knowledge, while simultaneously trying to protect and conserve the natural resources and human communities to which they have responsibilities (Brugger et al. 2015). As Lacey et al. (2015) and Ford et al. (2016) note, researchers also bear responsibility for understanding the implications of research focused on adaptation, that is, what the direct effects of adapting (or not) to climate change will be for the communities in question. For the purposes of this review, we define coproduction of knowledge as the process of collaboration between researchers and decision-makers to develop new or refined climate science with the intention of making that science usable by decision-makers (Meadow et al. 2015).

Early work on collaborations between scientists and decision-makers identified strategies that are linked to more successful outcomes (i.e., increased use of science
in policy or decision-making). Lemos and Morehouse (2005) outlined the following list of activities within the research process in which stakeholders should, ideally, participate in order to improve the usability of climate science: defining the problem, formulating the question, selecting methods, conducting research, analyzing findings, developing knowledge, testing and evaluating results, and disseminating findings. More recent consideration has specifically identified strategies for co-production approaches. Hegger and Dieperink (2014) and Hegger et al. (2012) propose a set of seven “success conditions” for coproduction of knowledge, including who is included in the process, whether they achieve a shared understanding of problems and goals, how project responsibilities are shared, and whether specific resources such as boundary objects and certain competencies are present. Van Kerkhoff and Lebel (2015), Wyborn (2015), and Schuttenberg and Guth (2015) all discuss the importance of coproducive capacities in setting the stage for coproduction of knowledge to take place. These capacities are as follows: material (resources available), cognitive (process of generating knowledge), social (capacity to produce effective and equitable governance), and normative (the underlying values inspiring actors to work toward a common goal). These are each mediated through the existing socioeconomic system in which the process takes place (Schuttenberg and Guth 2015). While all the capacities contribute to the level of influence of coproduced knowledge (Schuttenberg and Guth 2015), the capacities differ in various contexts, and therefore, different interventions to promote coproduction of knowledge are likely to be necessary in different contexts (van Kerkhoff and Lebel 2015).

Other analyses of scientist–stakeholder collaboration have focused on the role of communication and relationships in development of credible, salient, and legitimate information (Buizer et al. 2016; Jacobs et al. 2005; Lemos and Morehouse 2005; Wyborn 2015). Research also has highlighted certain elements in the relationship between climate science producers and users that seem to have particularly strong influences on ultimate use of information: two-way communication, building trust, being accountable for the findings, and the importance of building long-term relationships in order to be successful (Brugger et al. 2015; Kirchhoff et al. 2013). These long-term relationships also may contribute to the development of information-sharing networks that encourage the development of both weak and strong ties that influence how research is promulgated and its impacts amplified (Granovetter 1983). Ferguson et al. (2014) developed a set of guiding heuristics that emphasize the role of relationships and open communication to improve the process and outcomes of collaborative science research, including the following: 1) the importance of setting mutually agreed upon ground rules, 2) the responsibility of the researcher to learn about institutional governance and norms, and 3) the importance of demonstrating mutual respect throughout the collaboration.

Like Ferguson et al. (2014), Reed et al. (2014) synthesized literature and data from a series of interviews with researchers and stakeholders involved in knowledge exchange research for environmental management and proposed the following five principles for knowledge exchange: 1) design knowledge exchange into the project, 2) represent the diversity of stakeholders and systematically identify all stakeholders, 3) engage through two-way dialogue and long-term relationships, 4) generate impact by delivering tangible outputs, and 5) reflect upon and sustain connections with stakeholders. The list of questions and guidance provided by the cited authors are comprehensive but do not directly address the need to measure responses—such as how much participants’ perceptions changed, characterizing the specifics of communication, or measuring the intensity or length of relationships—in order to understand how a particular variable impacts the ultimate use or nonuse of information in decision support.

b. Information use in decision-making

Beyond coproduction of knowledge as a concept, other scientists have been exploring ways in which information is or is not used in organizational decision-making. Their research can inform the ways in which we frame the outcomes and impacts of coproduction processes by helping us understand how and under what conditions information is adopted by organizations. Patton (1978, 1982), Mark et al. (2006), and Alkin et al. (2006) have considered how to make the information generated by program evaluations more useful by program decision-makers. There are clear analogies between the struggle evaluators face and those faced by climate scientists hoping to develop actionable science. For example, Patton (1982) noted that “evaluators found that methodological rigor did not guarantee that findings would be used,” an experience similar to many researchers we interviewed for this project (see also Brugger et al. 2015).

Taylor (1991) identified eight different types of information use that provide a spectrum of ways to think about how information can inform decision-making, ranging from organizations or an individual perceiving itself to be better informed about an issue (enlightenment) through a tangible application of information to solve a problem or learn a new skill (instrumental).
Oh (1996) further refined these information use types into three categories (with more detailed subcategories): 1) conceptual information use, where an organization/individual perceives itself/himself/herself to be better informed about an issue or has changed opinion about the issue; 2) justification, where information is used to justify a predetermined decision; and 3) instrumental, where information is directly used to inform a new decision. Choo (2006) presents three different conceptual models for how organizations use information, each driven by the reason they were seeking information: sense-making in response to a change in their environment, knowledge creating to develop new capabilities or innovations, and decision-making to select alternatives and take a goal-directed action.

c. Evaluating coproduced climate research

The challenge for those undertaking coproduction processes at either project or program levels is to link the principles and frameworks to “tangible (measurable) project goals or outcomes” (van Kerkhoff and Lebel 2015) and to understand how our capacities to coproduce knowledge contribute to its impacts on resource management and governance (Hegger and Dieperink 2014). New studies are employing empirical assessment of collaborative science research to propose ways to understand the processes involved and evaluate outcomes (Bell et al. 2011; Fazey et al. 2014; Ford et al. 2013; Hegger and Dieperink 2015; Walter et al. 2007). Even the idea of assessing the impact of research on decision-making is new within many academic disciplines, where reward structures rely primarily on the number of peer-reviewed publications (Bell et al. 2011; Roux et al. 2010).

Writing from the perspective of a resource manager, Jacobs (2002) proposed “measures of success” for collaborations between scientists and decision-makers, such as answering the following questions: Did participants modify behavior in response to information? Did participants initiate subsequent contacts? Did the stakeholders claim or accept partial ownership of final products? Was the process representative of all interests? Were the outcomes implementable in a reasonable time frame?

Bell et al. (2011) reviewed projects designed to produce environmental science results for policy and found a diversity of evaluative approaches, as well as some common challenges including the following: attributing management outcomes to any particular piece of information, timing the evaluation appropriately to observe any impacts, determining the reliability of the information, and assessing the resource-intensive nature of impact evaluation. Fazey et al. (2014) reviewed 135 studies of knowledge-exchange evaluations from a variety of fields to develop a set of principles for evaluating this type of work. These studies encouraged researchers to 1) build evaluation into the knowledge-exchange project, 2) be explicit about why a knowledge exchange approach is necessary to yield desired outcomes, and 3) evaluate diverse outcomes (not just the expected ones).

Focusing on the process of engagement between scientists and stakeholders, Walter et al. (2007) constructed an explanatory model to evaluate a transdisciplinary project. Through statistical analysis, they found that the outcomes of network building, distribution of knowledge, and transformation of knowledge were significantly correlated to the predictor variable “involvement” as measured by the number of engagement activities that took place during the project. Beierle (2002) examined 239 public processes focused on environmental management decisions. He categorized the participatory processes into four groups: public meetings or hearings, advisory committees not using consensus, advisory committees using consensus, and negotiations and mediations. He used the following four evaluative questions as criteria to determine the extent to which public participation led to higher-quality decisions: Are decisions more cost effective than the likely alternatives? Do decisions increase joint gains? Do participants contribute innovative ideas, useful analysis, or new information? Do participants have access to scientific information? He found that more intensive participatory processes tended to produce higher-quality decisions.

Blackstock et al. (2007) developed an evaluative framework for participatory research in sustainability science. Their framework examined the role of process (champion or leader, communication, conflict resolution, influence on the process, and representation), context (political, social, cultural, historical, and environmental), and outcomes (accountability, capacity building, emergent knowledge, recognized impacts, social learning, and transparency). A key finding from their test of the model was that impacts often take a long time to emerge, and simply evaluating at the end of a project is insufficient. Armitage et al. (2011) identified five following dimensions of coproduction of knowledge within marine mammal comanagement frameworks in the Arctic and empirical examples of each: knowledge gathering, knowledge sharing, knowledge integration, knowledge interpretation, and knowledge application. They note that each of these dimensions contains complex processes within them. At a program level, McNie (2013) proposed that evaluations consider whether end users’ understanding of climate science has improved,
whether policies and decisions can be linked to the collaborative knowledge production effort, changes in resource allocation, and the number and breadth of stakeholder networks created by the project.

3. Methods

In this section, we describe our methods for developing an evaluative framework for the coproduction of usable climate science. Through a process of program theory-driven evaluation (Donaldson and Lipsey 2006), we synthesized the following to create the framework: 1) literature on the theory and practice of coproduction of knowledge, 2) the metrics currently used to evaluate usable science in several federal agencies and nongovernmental organizations, and 3) insights from the lived experiences of those engaged in this work. We combined insights from these sources to create a set of indicators of successful coproduction of knowledge, then used two case studies to both test the indicator framework and glean lessons about the practice of coproducing climate science.

a. Literature search and review

We focused our literature search (see literature review) on research concentrating on evaluation or assessment of collaborative research, coproduction of knowledge, or societal impacts of science—using a process analogous to snowball sampling (Given 2008) by using the search tool “Web of Knowledge” to identify journal articles and books cited by or within several key works in the field (e.g., Lemos and Morehouse 2005; Dilling and Lemos 2011; Bellamy et al. 2001; Reed 2008; Fazey et al. 2014; Walter et al. 2007; Cvitanovic et al. 2015; Feldman and Ingram 2009; McNie 2007) that helped us trace the similarities and differences in proposed metrics and indicators as ideas evolved through the literature. We also used keyword searches on several terms (i.e., evaluation, assessing science, participatory methods, coproduction, collaborative research, usability of science, observation theory, program theory, and utilization theory). In addition, we examined existing performance metrics for programs and organizations that conduct collaborative, decision-focused research. These sources included federal programs such as the National Research Council’s (2007) evaluation of the U.S. Climate Change Science Program; the U.S. Department of the Interior (DOI) and the U.S. Geological Survey’s strategic plans and budget justifications (U.S. Geological Survey 2014; U.S. Department of the Interior 2014); the annual reporting tool developed by the NOAA Regional Integrated Sciences and Assessments (RISA) program; recommendations developed by the Advisory Committee on Climate Change and Natural Resource Science (ACCCNRS 2015) to evaluate the DOI Climate Science Centers (CSCs); an evaluation of stakeholder involvement in the U.S. National Climate Assessment (Moser 2005); evaluations of other programs focused on coproduction of climate science, including Jorgensen et al. (2014) and Ferguson et al. (2016); and performance metrics used by nongovernmental organizations such as the Bill and Melinda Gates Foundation (2016) and the International Development Research Centre (IDRC; Earl et al. 2001) that specifically consider the process of collaboration within their evaluations.

b. Interviews with climate researchers, program managers, and climate program leaders

Through 19 in-depth interviews, we drew on the experiences of climate science integrators, program managers whose programs fund stakeholder-engaged climate research, and leadership within two federal programs focused on production of decision-relevant climate research (NOAA’s RISA program and the DOI CSCs). Because this work focused on research being conducted within the DOI CSCs, we included leadership within this organization to understand how they conceptualized successful projects and what they considered to be effective steps toward success. We also included leadership within the RISA program because of its long history of experimentation with collaborations between climate scientists and decision-makers (Ferguson et al. 2016; Pulwarty et al. 2009). We interviewed a convenience sample of other experienced climate science integrators (Brugger et al. 2015). We acknowledge this is a limited sample, so we used the interview data only to triangulate data from the literature and performance metrics. The interviews were semistructured and typically lasted approximately 60 min. The focus of the questions for the researchers was how they learned to conduct “engaged research,” the incentives and challenges involved in this kind of research, how they self-assessed and monitored their own successes and failures, and their recommendations for indicators of success and evaluative metrics for this kind of work. Our interviews with program managers and leaders more specifically focused on their recommendations for indicators and metrics and how they might use such metrics in their programs. The interviews were recorded then transcribed and coded in Dedoose, an online qualitative coding software.

c. Coding and indicator development

We coded all the indicators or metrics from the three sources (literature, existing performance metrics, and
those recommended by climate science integrators and program leaders) using the five following categories common to evaluation frameworks (see, e.g., Earl et al. 2001; W. K. Kellogg Foundation 2004): context (including inputs to the project and external factors that influence the project), process, outputs, outcomes, and impacts. We then compared the suggested indicators (from different sources) to identify common themes across sources and any gaps, such as whether indicators suggested by experienced “integrators” have been identified in the literature or put into practice in existing performance metrics. We recoded all the compiled metrics by specific themes within each category and then summarized the themes into one coherent “indicator” statement.

Context factors relate to the preexisting conditions that may influence researchers’ and stakeholders’ ability to engage in the coproduction of science and ultimately use the information. We organized these context factors into input and external indicators. Input indicators assess capacity, including the skill set of the research team, team composition, resource allocation (both time and material resources), and stakeholder involvement. External indicators are those conditions that can affect the outcome of a project but are outside of either the research team’s or stakeholder’s control. These include factors such as employee turnover, scientific uncertainty, or a catalyzing event.

Process indicators are actions and activities such as inclusion of stakeholders in the proposal writing process, collaborative development of research questions and research design, and ongoing communication between researchers and stakeholders throughout the lifespan of the project.

We divided project results into three categories (i.e., outputs, outcomes, and impacts) to capture the nature of information use as a spectrum of activities, not a fixed end point (Taylor 1991; Oh 1996). We defined output indicators as tangible outputs from research, such as workshop reports or peer-reviewed publications. Outcome indicators are less tangible and more conceptual results. These include the perception that project goals have been achieved and end users’ perception of the credibility, saliency, and legitimacy of the final outputs and process. Impact indicators generally represent instrumental uses of science information, such as directly informing management decisions, policy actions, or adaptation decisions. The resulting indicators are listed in Table 1.

With support of the DOI’s Southwest Climate Science Center (SW CSC) and its affiliated researchers, we tested our indicator framework in two case studies funded by the SW CSC. Our methods for analyzing the case studies were similar to Meagher et al. (2008), who conducted a retrospective analysis of the impacts of social science research on policy and practice. We developed the evaluative framework (described above) and then collected data using multiple methods including semistructured interviews, document analysis (project proposals, interim, and final reports, and project outputs), and experimented with use of observational data collection by developing several tools to gather data, such as detailed record sheets to count and categorize interactions at project-related meetings. We conducted 13 interviews with the principal investigator and coinvestigators in each project as well as key representatives of the stakeholder agencies involved in each project (as identified in the project proposals and by the research team). Interviews were recorded, transcribed, and coded using our indicators. We attended and observed four project-related meetings to gain more perspective on the relationships and collaborative partnerships developing between researchers and decision-makers. Although we took ethnographic field notes at each meeting and piloted several tools to assess equitable participation in the meetings, data from observations are not included in these assessments as the piloted tools were not consistent throughout data collection. We are continuing to refine our observation processes to ensure the validity and reliability of the methods.

In the following section, we report on our experience applying the evaluative framework to the case studies as well as lessons learned about both the practice of coproducing knowledge and the practice of evaluating the coproduction of knowledge. Indicators specifically referenced are in parentheses and refer to Table 1.

4. Results

a. Case study 1

Case study 1 involved academic researchers from several institutions working with a tribal community. The project objectives focused on understanding how the community might be affected by climate change, particularly their water resources, as well as development of a climate change adaptation plan and adaptive strategies. We started evaluating case study 1 during the final half of the project, meaning that some of the evaluation was retrospective, while other elements were concurrent with project activities. During the course of 18 months, we conducted interviews with four researchers and three stakeholders involved with the project. These were recorded, transcribed, and coded using our indicators. We observed an in-person meeting between the researchers and key stakeholders and a community-wide final project meeting (see discussion in
section 5 about not including observation data at this time). In addition, we reviewed the original proposal, final reports, and other outputs from the project.

1) Case study 1: Context

Using our evaluation indicators, we identified the project inputs and external factors that influenced the project. Based on the project proposal, we mapped the project objectives against the research team expertise and in interviews specifically asked about the expertise on the project and how the research team members interacted with each other (I.3). Overall, the team expertise mapped well to the project objectives (i.e., hydrologists and water quality experts; I.1). The team included researchers with expertise in social science and collaborative research methods (I.9) as well as hydrologists and other physical scientists in the relevant fields. We also attempted to assess how researcher time was allocated to this project based on salaries included in the proposal (L.2). This is an imperfect metric because researchers may have dedicated additional unpaid time to the project, but we applied it as best as possible because of the importance of allocating adequate time to collaborative research (National Research Council 2007; Greenwood and Levin 2007).

We were also interested in tracking relationships, both those that existed previously and relationships formed or strengthened during the project (I.11). In this case study, two researchers had worked with the stakeholders for three years previously, and this project developed from that initial work. During the course of the project, employee turnover at the stakeholder agency led to the loss of those connections (E.1), but there were indications that the foundational relationships helped the new stakeholder representatives engage with the project and gain a sense of trust in the team. The stakeholder representatives supported the project by providing in-kind technical support, consultants in local knowledge, and serving as meeting hosts (L.4).

Decision-makers’ motivations for seeking new information often influence later use of that information (Oh 1996). We found a range of motivations among these decision-makers from seeking general knowledge to having specific questions about climate impacts. One stakeholder representative expressed a general interest in learning about climate change and the process of adaptation planning, while another had more specific questions related to a traditional food source that has cultural significance for the community (I.5).

2) Case study 1: Process

We identified project activities that involved the researchers communicating and collaborating with the stakeholders (e.g., workshops, trainings, meetings, phone calls, and conference presentations). In interviews with the stakeholders, they noted that the researchers had provided information proactively and often (P.2). When asked to rate their desired level of involvement against their perceived actual involvement, however, most wanted to have a greater level of involvement than what they felt they actually had (P.4). They cited lack of time or other resources, personnel turnover, and a perception that they were not invited to participate in the research process as barriers to greater collaboration. Both stakeholders and researchers commented on the limited time available for in-person meetings and lack of resources available to fund travel to the stakeholder community (P.5).

3) Case study 1: Outputs, outcomes, and impacts

This project produced a number of peer-reviewed articles (OP.1) and other materials (OP.6). However, the stakeholders reported that the adaptation recommendations produced by the research team were too general to be immediately useful for management action (OC.4). They did report that the recommendations would be useful in spurring additional community discussion and supporting future funding requests (IM.7, OC.4), which could lead to future management decisions. This possible delay in application of the research results is reflected in Oh’s (1996) explanation of the process decision-makers often go through from intake of new knowledge to ultimate application of the knowledge only after a period of time in which they become more familiar and comfortable with the new information.

b. Case study 2

Case study 2 was a project led by USGS researchers and academic scientists from several institutions along the U.S. West Coast who were focused on understanding climate change effects on shore-based ecosystems. Although the research team was working at several sites, we concentrated on one site, largely because of resource constraints (see section 5 for additional information on site selection). We conducted semistructured interviews with three researchers and four representatives from the management agencies involved in the project. These were recorded, transcribed, and coded using the indicators. We attended and observed one stakeholder workshop held by the research team (see discussion in section 5 about not including observation data at this time). While many of the findings were similar to case study 1, there also were several new findings of interest that helped us refine our indicators and evaluation process.
# Table 1. Proposed indicators for evaluating coproduced climate science.

<table>
<thead>
<tr>
<th>Components</th>
<th>Indicators</th>
</tr>
</thead>
</table>
| Inputs     | I.1. Necessary scientific disciplines are included on research team (research capacity maps to research question).  
I.2. Significant research time is devoted to project (% of FTE yr<sup>-1</sup> allocated to the project).  
I.3. Research team works collaboratively among themselves.  
I.4. Target agency indicated commitment through contribution of services, funds, time, and a specific point person.  
I.5. Target agency representatives on the project can articulate a need for this research (i.e., they have a problem they want to solve through this research project).  
I.6. Target agency representative perceives a path to use/application of the research findings (i.e., does manager see barriers to implementation?)  
I.7. Proposal includes a clear plan for communication, engagement, and/or collaboration between research and management team.  
I.8. Total funding for project compared to total amount allocated for engagement/collaboration activities (if discernable).  
I.9. Research team has training or experience in collaborative research approaches.  
I.10. Research team’s motivations for participating in the project (i.e., their goal is actionable science).  
I.11. Research team and agency representative have preexisting working relationship. |
| Process    | P.1. Point at which host/target agency enters or participated in the project: vision, problem definition, research question articulation, research design, data collection, data analysis, knowledge/meaning making, testing results, dissemination of knowledge, evaluation of project.  
P.2. Frequency and medium of communication between research and management teams.  
P.3. Participants perceive they had equitable opportunities to participate in project meetings, workshops, etc. (observe interactions when possible).  
P.4. Target agency representative is satisfied with the level of engagement.  
P.5. Researchers are satisfied with the level of engagement.  
P.6. Challenges within project are resolved in mutually agreeable ways.  
P.7. Researchers are aware of whether/how information was used or not used by agency. |
| Outputs    | OP.1. Number of peer-reviewed articles.  
OP.2. Number of technical reports/gray literature.  
OP.3. Workshops or meetings to disseminate findings.  
OP.4. Final report is delivered directly to agency representative(s) or made easily accessible via another format.  
OP.5. Findings are delivered in a timely manner (meet agency’s decision calendar or timeline).  
OP.6. Other outputs (media reports, websites, other products created by the project). |
| Outcomes   | OC.1. Project goals have been achieved (both objective assessment by evaluator and researcher and agency representative perceptions with regard to completion of goals).  
OC.2. Participants perceive science as credible.  
OC.3. Findings/outputs meet the standard the agency applies to “usable” information for action.  
OC.4. Agency participants perceive the science as salient to their needs/problems.  
OC.5. Participants perceive that the process of producing the science was legitimate (i.e., all participants had opportunities to contribute).  
OC.6. Mutual interest in longer-term collaboration (i.e., both teams express interest in working together again). |
| Impacts    | IM.1. “Enlightenment” use of information (agency representative perceives self to be better informed about an issue).  
IM.2. “Problem Understanding” use of information (more specific than Enlightenment, better comprehension of particular problems).  
IM.3. “Instrumental” use of information (agency representative finds out what to do and how to do something; gained new skills).  
IM.4. “Factual” use of information (provision of precise data, for example).  
IM.5. “Confirmational” use of information (previous information was verified).  
IM.6. “Projective” use of information (agency gained better understanding of possible future scenarios).  
IM.7. “Motivational” use of information (encouraged someone to keep going (or not) on search for information).  
IM.8. “Personal or Political” use of information (helped a person gain control of a situation or avoid a bad situation).  
IM.9. Findings from study are explicitly used in agency planning, resource allocation, or policy decision.  
IM.10. Findings contribute to successful climate change adaptation action. |
1) Case Study 2: Context

One strong indicator in this project was the existing relationship between several of the researchers and representatives from stakeholder agencies (I.11). The researchers knew a majority of the research site contacts through previous work, and a lead researcher had particular familiarity with the agency that had jurisdiction over many of the sites, lending her both credibility and a greater level of trust; stakeholders felt “[she] knows our business and she understands what we do... that’s huge.” In addition, several of the researchers, although working for different agencies, were located in the same building, allowing for greater collaboration between team members. Several researchers and stakeholders cited this as a key factor in the success of the project.

As in case study 1, stakeholders in this project varied in their desire for specific information versus more general information (I.5). Stakeholders who were located at the specific study site were seeking information relevant to their management of the area, while stakeholders from the broader region—who have responsibility for management at a regional scale—were interested in more general knowledge to use in regional-level planning efforts.

2) Case Study 2: Process

Despite different reasons for seeking new information, the various stakeholders involved in this project expressed a desire for involvement and, in some cases, increased communication between the study site managers and the researchers (P.2). In particular, site managers expressed a desire for more upfront engagement in the project (P.4). Because of the design of the project, this site was included after the scientific research questions and research design had been established (P.1). Local managers expressed concern that site-specific limitations would impact data accuracy (OC.2). This reinforced the importance, in designing research intended to be used by decision-makers, of ensuring that intended end users are engaged in development of the research questions and design (P.1).

3) Case Study 2: Outputs, Outcomes, and Impacts

Like case study 1, case study 2 produced a number of peer-reviewed articles (OP.1) and technical reports (OP.2). We found in case study 2 that the project also had outcomes beyond those outlined in the original research proposal, such as contributing to development of what appears to be a nascent “knowledge-to-action network” with resource managers in the region. For example, project researchers we interviewed indicated that they received requests from resource managers at other sites asking to be included in the project. This suggests that the project is reaching beyond the original individual researcher networks and that end users are disseminating information and outcomes within their own networks (an indicator of perceived credibility—OC.2).

One of the indicators we were not able to calculate and compare to case study 1 was the level of funding used specifically for stakeholder engagement (I.8). In this project, much of the travel expense related to data acquisition, and participants reported that these contributed to relationship building. However, a lack of clearly defined categories in the project budget (i.e., nothing specifically tagged as “engagement” or “collaboration”) limited our ability to calculate how much of the researchers’ time was allocated to engagement activities. While we feel the indicator is relevant, we need to identify how to alter our data collection approach to better capture this information in the future.

5. Discussion

a. Lessons about evaluating coproduction from employing the objectives and indicators framework

Through this study, we learned several important lessons about evaluating collaboratively produced climate science. Although it was not feasible because of timing differences between this project and the case study projects, we were reminded of the importance of integrating evaluation into the main project as early as possible. One impact of not engaging with the study participants sooner was that we failed to gain the trust of
some resource managers, who declined to participate in this evaluation effort, contributing to our inability to include a second site in case study 2. Gaining trust is a key tenet of all social science research (Somekh and Lewin 2004), and we regret that our late introduction into one project meant we were unable to do so. We must note, however, the overwhelmingly positive reception we received from other study participants. They welcomed our questions and were pleased to discuss their experiences and perceptions of the process of producing actionable science because they saw it as an effort to strengthen coproduced climate science research in the future.

As Fazey et al. (2014) note, we needed to broaden our evaluation of outcomes, particularly in terms of looking for unexpected outcomes. For example, most current evaluations of project impacts focus on stakeholders, but as several climate science integrator interviewees noted, we also need to examine how this process impacts researchers. These interviewees were more likely to note the importance of tracking the impacts of participating in a coproduction process on their own, future scientific processes, a finding similar to Hegger and Dieperink (2015). One interviewee explained that working with a decision-maker, who may not be familiar with the science, “forces you to think out loud. There are a lot of unstated assumptions even in good research and the coproduction process makes you say things aloud.”

Another unexpected outcome was the nascent development of networks through connections made by case study 2. Development of such networks has the potential to create changes in the model of how stakeholder-driven research is conducted. Instead of a traditional loading dock model where research is disseminated largely through peer-reviewed journals, the research is made more credible and salient by peer-to-peer recommendation within and across agency and sector-based networks in an information-sharing network. While this might seem difficult to evaluate, our experience in case study 2 suggests that it is achievable, dependent on the duration of the project and timing of the evaluation process.

Additionally, there are indications that the categorizations of stakeholder or decision-maker are too coarse to effectively encompass the differences in stakeholder capabilities and the roles they can assume in a coproduction process. Through interviews and observation, we noted that stakeholders and decision-makers bring a range of knowledge, interests, and capabilities to a collaborative process that influence how, when, and what kinds of information they ultimately use. In case study 2, we noted significant differences in motivations for participating (i.e., what the stakeholder expected to get from the process) between the regional-scale managers and site managers, even when they represented the same agency. Stakeholders also vary in terms of their technical background and capacity. Their abilities and interest in contributing to various research tasks (such as problem definition, research design, analysis, and dissemination) vary depending on their existing capacity and that of their organization. Finally, stakeholders vary in terms of their roles in the decision-making agency or community; for example, whether the individual acts as a node in a social network or as a knowledge broker in a community of practice will influence the extent to which information is shared across a wider network of people. Understanding the role of stakeholders in coproduction processes and assessing the outcomes and outputs of coproduced research will require indicators that capture the complexity inherent in stakeholders and information end users and the interplay between user types and collaborative processes.

b. Findings concerning coproduction of knowledge

A clear finding from our two cases was that stakeholders became frustrated with the research process and outcomes/impacts when they were not included in development of research questions and research design. While this is not a novel finding (Lemos and Morehouse 2005), both case studies pointed to factors that contributed to this frustration. In case study 1, the current stakeholder representatives were brought into the project later in the process because of staff turnover, so they were not involved in the original conceptualization of the project. Although supportive of the project, even at the end they felt unsure of the original intent or what they should have expected in terms of results. This situation points to the importance of the stakeholder agency making a firm commitment to sustained and regular participation in coproduction processes. In the second case study, the specific site managers were not involved in initial project development because they were added to a preexisting project, largely because of the constraints of the funding mechanism, in which the research design had been set, although the research team attempted to integrate site-specific questions when possible. In this case, the site managers perceived that the research design did not accommodate site-specific constraints. There was a fine balance between collecting comparable data from multiple sites and providing specific, usable information about any one individual site that was not fully achieved in this particular case.

6. Next steps

To further explore implications of heterogeneity among stakeholders, even those within the same agency, future research efforts could focus more attention on
how and under what conditions information is used within organizations. This exploration of organizations’ information use environments (Choo 2006) will help identification of whether agency practices can help or hinder adoption of new climate information, with or without a “successful” coproduction process.

Additionally, future research efforts should continue to test and refine use of observational data by experimenting with tools and methods in this evaluation process. An extension of this research could also include looking into exploring the role that researcher attitudes toward collaborative research approaches play in whether a coproduction process is successful and whether it results in instrumental information use within the agencies of interest.

7. Conclusions

We began this research by identifying the key principles in coproducing knowledge from the existing literature: building ongoing relationships between scientists and stakeholders, ensuring two-way communication between groups, and maintaining a focus on production of usable science. We examined how usable climate research is currently evaluated by federal agencies. Through interviews with experienced climate science integrators, we explored which activities, actions, and conditions they believe most influence the process and outcomes of knowledge coproduction. We combined information from all three sources to develop an evaluative framework that consists of 45 indicators grouped into context; process; and output, outcome, and impact indicators. We tested the indicators using two case studies, which allowed us to identify several lessons about evaluating coproduction from employing the objectives and indicators framework (including evaluation early in the project, evaluation from the perspective of the researcher as well as the stakeholder, impacts of external factors on projects, and identifying conceptual uses of information and measures) and coproducing climate science knowledge (more nuanced understanding of stakeholder roles and the importance of involving stakeholders early in the research design). We will refine these indicators and heed the call for more empirical research in this field (Bellamy et al. 2001; Cvitanovic et al. 2015; Fazey et al. 2014). We plan to continue to test and refine the indicators and develop metrics through additional case studies representing a diversity of resource management sectors and types of research teams. The end goal is creation of an evaluation-based framework relevant for a diversity of climate science programs, projects, and researchers.
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