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ABSTRACT

This paper summarizes the Collection-6 refinements in the Moderate Resolution Imaging Spectroradiometer (MODIS) operational cloud-top properties algorithm. The focus is on calibration improvements and on cloud macrophysical properties including cloud-top pressure–temperature–height and cloud thermodynamic phase. The cloud phase is based solely on infrared band measurements. In addition, new parameters will be provided in Collection 6, including cloud-top height and a flag for clouds near the tropopause. The cloud parameters are improved primarily through 1) improved knowledge of the spectral response functions for the MODIS 15-μm carbon dioxide bands gleaned from comparison of coincident MODIS and Atmospheric Infrared Sounder (AIRS) radiance measurements and 2) continual comparison of global MODIS and Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) instantaneous cloud products throughout the course of algorithm refinement. Whereas the cloud-top macrophysical parameters were provided through Collection 5 solely at 5-km spatial resolution, these parameters will be available additionally at 1-km spatial resolution in Collection 6.

1. Introduction

An objective of the National Aeronautics and Space Administration (NASA) Earth Observation System is to develop data products of the highest possible accuracy and reliability from sensors on the Aqua and Terra platforms; the data products should be of sufficient quality to be considered as “climate data records.” To this end, a number of improvements to the Moderate Resolution Imaging Spectroradiometer (MODIS) Collection-6 cloud-products algorithm are being incorporated that will improve the record of global cloud-top properties—to be specific, cloud-top temperature and pressure and the discrimination of cloud thermodynamic phase using infrared (IR) window bands. The cloud-top parameters (pressure, temperature, and IR phase) provided in Collection 5 (and earlier collections) are for 5 × 5 pixel arrays (approximately 5-km resolution at nadir). These products will continue in Collection 6, but a new focus is to provide these cloud products at 1-km spatial resolution. In addition, new parameters include cloud-top height (CTH) and a flag for clouds in the upper troposphere/lower stratosphere (UT/LS), that is, a cloud within 2 km of the tropopause. The purpose of this paper is to document the improvements that had positive impacts on the derivation of Collection-6 cloud-top macrophysical parameters.

The Collection-6 refinement activity has benefited greatly from the ability to compare MODIS radiance data and products acquired with various sensors that compose the A-Train. Major impact has come from 1) improved knowledge of the spectral response functions for the MODIS 15-μm carbon dioxide (CO$_2$) bands obtained through comparison with Atmospheric Infrared Sounder (AIRS) high-spectral-resolution infrared data and
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2) comparison of global MODIS products (passive sensor) with those from the Cloud–Aerosol Lidar with Orthogonal Polarization (CALIOP; active lidar) on the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite platform throughout the course of algorithm refinement. These topics will be discussed in detail in section 3.

The algorithm refinements for Collection 6 include changes to the radiative transfer model, such as using ozone profiles provided in the meteorological products rather than from climatological values, using surface emissivity maps (Seemann et al. 2008), and incorporating shifts in spectral response functions for three of the 15-μm CO₂ bands (bands 34, 35, and 36 at 13.6, 13.9, and 14.2 μm, respectively). Additional algorithm changes include applying the CO₂-slicing method only to ice clouds as determined by cloud emissivity ratios using the 7.3-, 8.5-, 11-, and 12-μm bands (i.e., bands 28, 29, 31, and 32, respectively) and inferring low-level cloud heights over water through a latitude-dependent 11-μm brightness temperature (BT) lapse rate. The lapse rates used for marine clouds are developed from collocated MODIS-observed BTs, CALIPSO low-level cloud heights, and sea surface temperatures, with a different set of lapse rates determined for each month for a full year of data from July of 2007 to June of 2008. The IR cloud-phase method was modified significantly to incorporate recent work involving cloud emissivity ratios (Heidinger and Pavolonis 2009; Heidinger et al. 2010; Pavolonis 2010). The approach requires a forward radiative transfer model to calculate clear-sky radiances from an input set of temperature, humidity, and ozone profiles provided by a gridded meteorological product. In addition, the cloud mask (known as MYD35) that identifies pixels for input to cloud-products algorithms has been updated. Improvements include use of normalized difference vegetation index (NDVI) fields to enhance knowledge of expected surface reflectances and to better define certain cloud-test thresholds. Nighttime clear-sky and cloud discrimination was improved by use of dynamic thresholds in the brightness temperature difference [BTD(3.9–11 μm)] cloud test. Collocated CALIOP data were used to develop thresholds as functions of water vapor loading for both water and land surfaces. Details of these and other changes are found in section 3a. The Collection-5 software for cloud-top parameters was upgraded to include a new processing framework. This new Collection-6 software framework enables the production of cloud properties at 1-km spatial resolution.

Section 2 describes the datasets and models used in this study, and section 3 provides a description of the various algorithm refinements. Section 4 shows selected global results that compare Collection 5 with anticipated Collection-6 results. A comparison of MODIS with CALIPSO global cloud heights is discussed in section 5, and section 6 provides a summary and conclusions.

2. Data and models

a. AIRS

The AIRS is a hyperspectral, scanning infrared sounder that measures emitted infrared radiation in 2378 spectral channels spanning the range from 3.7 to 15 μm (Aumann et al. 2003). The AIRS operates on the NASA Aqua platform and is part of the A-Train constellation of sensors. The spatial resolution of a field of view (FOV) at nadir is 13.5 km, and complete global coverage is attained daily using cross-track scanning. Because of its high spectral resolution in the infrared and its excellent absolute accuracy, AIRS retrieval algorithms are able to obtain vertical profiles of atmospheric temperature, moisture, and trace gases (Chahine et al. 2006; Susskind et al. 2003). Tobin et al. (2006a) describe an absolute radiometric comparison of AIRS with the aircraft-based Scanning High-Resolution Interferometer Sounder (HIS). In addition, two studies comparing the AIRS level-1B (L1B) radiances with those obtained from the AIRS clear-sky forward model [the Stand-Alone AIRS Radiative Transfer Algorithm (SARTA)] indicate a relative accuracy of about 0.2 K (Tobin et al. 2006b; Strow et al. 2006). Tobin et al. (2006b) assume a circular shape for the AIRS FOV since the point of the comparisons is to assess the radiometric bias, which can be done with uniform scenes that are insensitive to the details of the FOV shape. Extension of this approach to nonuniform scenes could be made using the AIRS spatial response function obtained from prelaunch calibration activities, as reported in Schreiber et al. (2010).

b. MODIS

MODIS is a 36-channel whisk-broom scanning radiometer currently flying on the NASA Terra and Aqua platforms (Salomonson et al. 1989). Launched in December of 1999, the Terra platform is in a daytime descending orbit with an equatorial crossing of 1030 local solar time (LST). The Aqua platform, launched in May of 2002, is in a daytime ascending orbit at 1330 LST. The equatorial crossing times have been held constant over the years for both platforms. The MODIS sensor has four focal planes that cover the spectral range 0.42–14.24 μm, with each spectral band defined by an interference filter. MODIS has several onboard instruments to provide information for evaluating and
monitoring on-orbit performance and calibration (e.g., Xiong et al. 2009). Thermal spectral bands are monitored and calibrated with an onboard blackbody. Although a characterization of the spectral response functions has been provided for each of the MODIS bands both pre- and postlaunch, Tobin et al. (2006b) have provided a way to gain further insight into the IR bands by comparing MODIS radiance measurements with those from AIRS as shown below. The MODIS products used in this study include the Collection-5 1-km spectral radiance data (MYD021KM for Aqua), geolocation data (MYD04 for Aqua), and the cloud properties at 5-km resolution (MYD06 for Aqua).

**USE OF AIRS AND MODIS TO EVALUATE MODIS SPECTRAL RESPONSE FUNCTIONS**

Tobin et al. (2006b) describe an approach for evaluating MODIS infrared-band spectral response functions (SRFs) by comparing AIRS and MODIS radiance data. In the current work, the exploratory study of Tobin et al. (2006b) is expanded from evaluation of one full orbit to analyzing collocated AIRS and MODIS data for the first day of every month in 2003 (except November, for which 2004 data were used because of an issue with the AIRS sensor in November of 2003). The MODIS Collection-5 L1B radiances and 1-km geolocation data were used, and the AIRS L1B radiances were generated using version 5.0.0.0. Most but not all of the 2378 AIRS spectral channels were used (some of the channels were not recommended for use by the AIRS science team and were excluded in level-2 processing).

The SRF evaluation process begins with convolving the high-spectral-resolution AIRS data with a given MODIS band’s SRF. Then, the 1-km-spatial-resolution MODIS data are collocated with an individual lower-spatial-resolution AIRS FOV (assumed to be circular) and are averaged. For comparison purposes, spatially uniform scenes are used. Only those AIRS FOVs for which the standard deviation of the collocated MODIS BTs is less than or equal to 0.2 K are selected; that is, the data are filtered for uniform scenes with low variability. Figure 1 provides (AIRS–MODIS) BTDs for MODIS band 35 (13.9 μm) for the first day of every month. The BTDs are color coded as a function of latitude, with red points coming from the high latitudes in the Northern Hemisphere and blue points coming from high latitudes in the Southern Hemisphere.

**FIG. 1.** The (AIRS–MODIS) BTDs shown as a function of 11-μm scene BT. The (AIRS–MODIS) BTDs are calculated with AIRS data convolved using the nominal MODIS SRF (i.e., unshifted). The BTDs are color coded as a function of latitude, with red points coming from the high latitudes in the Northern Hemisphere and blue points coming from high latitudes in the Southern Hemisphere.
points coming from high latitudes in the Northern Hemisphere, green points coming from the tropics (low latitudes), and blue points coming from high latitudes in the Southern Hemisphere. The BTDs in the tropics remain fixed at approximately $1.5$ K, but the higher-latitude BTDs change with the season. The AIRS–MODIS BTDs are shown for uniform scenes, but one might expect that were all scenes to be included then the bias would not change but the scatter would increase.

Tobin et al. (2006b) suggested that a slight shift in the MODIS spectral response functions could mitigate this effect. For MODIS band 35 they suggested shifting the MODIS SRF by $0.8$ cm$^{-1}$; the reanalyzed data with the suggested SRF shift for MODIS band 35 are shown in Fig. 2. Note that applying the correction to the BTDs reduces the latitudinal differences; the lower latitudes decrease from $1.5$ to $0.2$ K. In addition, the BTD differences are now consistent from month to month. A single small shift in the SRF has largely eradicated the AIRS–MODIS BT latitudinal and seasonal differences. This finding is also the primary reason why Collection-6 cloud products will show so much improvement in determining optically thin high-level cloud heights, so much so that products can now be generated at 1-km resolution.

c. CALIPSO

The CALIPSO satellite platform carries several instruments, among which is a near-nadir-viewing lidar called CALIOP (Winker et al. 2007, 2009). CALIOP flies in formation with NASA’s Earth Observing System Aqua platform and is part of the A-Train suite of sensors. CALIOP takes data at 532 and 1064 nm. The CALIOP 532-nm channel is capable of measuring the linear polarization state of the lidar returns. The CALIOP lidar depolarization ratio contains information about aerosol and cloud properties.

d. Radiative transfer model and atmospheric profiles

Clear-sky radiances are calculated with the 101-level Pressure-Layer Fast Algorithm for Atmospheric Transmittance (PFAAST; Strow et al. 2003) model. This model requires as input a set of temperature, moisture, and ozone profiles, which are provided from gridded meteorological products from the National Centers for Environmental Prediction Global Data Assimilation System (GDAS; Derber et al. 1991). The temperature and water vapor profiles are provided every 6 h at 25-hPa intervals from 1000 to 900 hPa, at 50-hPa intervals from 900 to 100 hPa, and at 70, 50, 30, 20, and 10 hPa.
The tropopause is defined as the pressure level that has the coldest temperature between 100 and 400 hPa with the caveat that if isothermal conditions exist as the pressure increases from 100 hPa, the tropopause level is chosen where the profile begins to warm.

Through Collection 5, climatological ozone profiles were used for clear-sky calculations. Because ozone profiles are provided in GDAS at pressure levels between 10 and 100 hPa, which are most important for clear-sky calculations involving the 15-μm CO2 bands, the decision was made to use these for Collection 6, thereby making the calculations more consistent with the GDAS. The band coefficients in the radiative transfer model were recalculated to incorporate the shifted spectral response functions. The radiative transfer model now makes use of surface spectral emissivity maps (Seemann et al. 2008). To be clear, the small shifts in the SRFs affect the radiance calculations in the radiative transfer model; the MODIS radiances measurements remain the same.

3. Algorithm refinements

a. MODIS cloud mask updates for Collection 6

Several updates to the MODIS cloud mask, for both Aqua and Terra, have been included in the Collection-6 data reprocessing effort. The revised cloud mask builds on improvements made for Collection 5 (Frey et al. 2008) and experience gained from validation of MOD35 cloud-detection results through intercomparison with those from ground, aircraft, and satellite measurements (Ackerman et al. 2008).

Improvements include the following. NDVI background maps at 1-min spatial resolution and collected over 16 days (Moody et al. 2005) are used in daytime land scenes. Band-1 (0.67 μm) reflectance cloud-test thresholds were derived as functions of background NDVI and scattering angle, replacing the static thresholds that were used in earlier versions. In the same way, band-8 (0.412 μm) cloud-test thresholds are derived for use in arid regions, defined as an NDVI background value of less than 0.25. A form of the 0.86/0.67-μm reflectance-ratio (global environmental monitoring index; Pinty and Verstraete 1992) cloud test is also defined as a function of NDVI background for use in deserts (Ackerman et al. 2008).

Improvements include the following. NDVI background maps at 1-min spatial resolution and collected over 16 days (Moody et al. 2005) are used in daytime land scenes. Band-1 (0.67 μm) reflectance cloud-test thresholds were derived as functions of background NDVI and scattering angle, replacing the static thresholds that were used in earlier versions. In the same way, band-8 (0.412 μm) cloud-test thresholds are derived for use in arid regions, defined as an NDVI background value of less than 0.25. A form of the 0.86/0.67-μm reflectance-ratio (global environmental monitoring index; Pinty and Verstraete 1992) cloud test is also defined as a function of NDVI background for use in deserts.

b. Infrared thermodynamic cloud phase

Through MODIS Collection 5, the IR-thermodynamic-cloud-phase product (Platnick et al. 2003) has been based on analysis of 8.5- and 11-μm BTs in 5 × 5 pixel arrays where the radiances for the cloudy pixels are averaged to reduce radiometric noise; the following classes were given: ice, water, mixed phase, and uncertain (Platnick et al. 2003). Recent studies demonstrate the strengths and limitations of this product (Cho et al. 2009; Nasiri and Kahn 2008). Two primary limitations are that 1) optically thin cirrus may not be classified as ice phase and 2) supercooled-water or mixed-phase cloud identification is problematic. To mitigate the labeling of optically thin cirrus as being other than ice phase, the method is enhanced by using cloud emissivity ratios, as discussed in Heidinger and Pavolonis (2009), Heidinger et al. (2010), and Pavolonis (2010).

The radiance at the top of the atmosphere (TOA) can be approximated as

\[ I = (1 - \varepsilon)(I_{\text{clr}} - I_{\text{ac}}) + I_{\text{ac}} + T_{\text{ac}}\varepsilon B(T_{\text{eff}}), \]

where \( I \) is the TOA radiance, \( I_{\text{clr}} \) is the TOA clear-sky radiance, \( I_{\text{ac}} \) is the above-cloud emission contribution from the atmospheric layer, \( T_{\text{ac}} \) is the above-cloud transmittance, and \( B(T_{\text{eff}}) \) indicates the blackbody radiation at the effective temperature \( T_{\text{eff}} \) of the cloud.
From Eq. (1), the cloud emissivity for a single band is given by

$$
\varepsilon = \frac{(I - I_{clr})}{[I_{ac} + T_{ac}B(T_{eff}) - I_{clr}]}
$$

(2)

Further, the cloud emissivity for multiple bands can be related through the use of the so-called $\beta$ parameter (Parol et al. 1991):

$$
\beta = \frac{\ln(1 - \varepsilon_y)}{\ln(1 - \varepsilon_x)}
$$

(3)

where $x$ and $y$ refer to the two bands used to compute the ratio. The importance of the $\beta$ parameter is that it merges measured satellite radiances with clear-sky radiances provided by either a radiative transfer model or from pixels determined to be clear sky through use of a cloud-clearing approach. By accounting for the clear-sky radiance, the influence of the surface is decreased from that found in the measured BTDs employed in the Collection-5 (and earlier) thermodynamic-phase method.

Because the IR thermodynamic phase runs separately from the CTH algorithm, the CTH is not known when computing the cloud emissivity in Eq. (2). As shown in Heidinger et al. (2010), the variation of cloud emissivity with cloud height is small for cirrus clouds through the upper troposphere using IR-window bands. The reason for choosing the tropopause temperature is described in Pavolonis (2010) and is summarized here. An emissivity is simply a ratio of two radiance differences. The cold temperature point is chosen to ensure that emissivities are always less than unity. This emissivity is treated as a metric, and an empirically derived threshold is placed on it. The benefit of this metric is that it accounts for clear-sky variations in the presence of cirrus clouds and approximates the true cloud emissivity for high clouds. Note that this use of emissivity ratios (i.e., $\beta$) is employed primarily to improve discrimination of optically thin high-level clouds as being ice; it is not very useful to improve discrimination of supercooled water clouds. Therefore, the use of the tropopause height as the reference level for high clouds is adequate for the qualitative IR-phase application.

As a complement to window bands used in the cloud-emissivity method, IR absorption bands provide useful information about the cloud height (Heidinger et al. 2010). For MODIS, measurements are available in both the broad water vapor and $CO_2$ absorption regions. The 7.3-\textmu m band is used to further discriminate between optically thin ice clouds and low-level clouds; this band is chosen instead of one of the 15-\textmu m bands because it is less affected by detector striping. Use of the tropopause reference for the cloud-emissivity calculation maintains the unique relative signatures offered by the 7.3-\textmu m band. For lower-level clouds, the emissivities inferred from use of the tropopause pressure are significantly biased from their true value. The relative emissivity ratio differences remain, however, and provide the needed skill in phase separation.

Figure 3 is a flowchart of the refined IR-thermodynamic-phase method over ocean (Fig. 3a) and land (Fig. 3b). Three different band pairs are used: 7.3 and 11 \textmu m, 8.5 and 11 \textmu m, and 11 and 12 \textmu m. The 8.5–11-\textmu m band pair is primarily sensitive to ice-phase clouds, and the information content in the 11–12-\textmu m band pair is related to cloud opacity. The 7.3–11-\textmu m pair helps to separate high clouds from low clouds. The following example demonstrates how the use of these band pairs improves the identification of optically thin ice clouds.

Figure 4 illustrates the utility of incorporating the $\beta$ parameter for cloud phase for a MODIS granule collected at 1630 UTC 28 August 2006 over the northern Atlantic Ocean. In the false-color image (Fig. 4a), ocean is dark, land is green, cirrus is blue, optically thick ice (southern tip of Greenland) and optically thick ice clouds are magenta, and low clouds are yellow/white. Figure 4b shows results obtained from the Collection-5 MYD06 product for IR phase at 5-km resolution, and Fig. 4c shows the same set of IR-phase tests applied at 1-km spatial resolution. For the Collection-5 results, the “mixed phase” pixels are merged into the “uncertain” category. The reason for this is that comparisons of the MODIS IR phase with the CALIOP version-3 cloud phase (see section 5 below) indicate that the MODIS IR-phase algorithm cannot unambiguously identify the presence of supercooled water or mixed-phase clouds. The planned Collection-6 discrimination of ice-phase clouds is improved in the results shown in Fig. 4d.

A Collection-6 IR-thermodynamic-phase product will be provided at both 1- and 5-km resolution, and at both spatial resolutions the mixed-phase category is being eliminated as a separate category so that results will be provided as ice, water, or uncertain. The improved cloud-phase product described above will be provided only at 1-km resolution. The 5-km phase product will continue to be provided for continuity, but the 1-km product is the focus of Collection-6 (and future) efforts.

c. Refinement of cloud-height algorithms

1) REFINEMENT OF $CO_2$ SLICING FOR MID- TO HIGH-LEVEL CLOUDS

Menzel et al. (2008) provide a thorough description of the $CO_2$-slicing method used in MODIS Collection 5. To summarize the method, cloud-top pressure and effective
cloud amount (defined as cloud fraction multiplied by cloud emissivity) are derived for mid- to high-level clouds using the 15-μm channels in the CO₂ absorption band. If a solution is not found using this approach, a default solution is obtained using the 11-μm data and assuming that a low-level opaque water cloud is present. For MODIS through Collection 5, cloud-top properties are produced solely for 5 × 5 pixel arrays where the radiances for the cloudy pixels are averaged to reduce radiometric noise. The MODIS cloud pressure is converted to cloud temperature (and later in Collection 6 to cloud height) through the use of gridded meteorological products provided by the GDAS model output. Calculated clear-sky radiances are derived with PFAAST (Strow et al. 2003) using the GDAS temperature, moisture, and ozone profiles. To mitigate height assignment errors caused by differences between model-derived and measured clear-sky radiances, a radiance bias adjustment is incorporated. Cloud properties are derived similarly for both daytime and nighttime data because the IR method is independent of solar illumination.

What follow below are refinements incorporated into the Collection-6 CO₂-slicing algorithm:

1) **Cloud detection thresholds for MODIS band radiances are decreased.** The pixel must have a cloud signal (clear-sky calculated minus cloudy-sky measured radiance) above a predefined threshold for application of CO₂ slicing. For Collection 6, the band radiance thresholds are lowered to 1.25, 1.00, 1.00, and 0.75 mW m⁻² sr⁻¹ cm for bands 36–33 at 14.2, 13.9, 13.6, and 13.3 μm, respectively, thus forcing more CO₂-slicing solutions for high thin clouds. For Collection 5, the radiance thresholds for the same bands were 2, 3, 5, and 5 mW m⁻² sr⁻¹ cm. The threshold for band 31 (11 μm) remained the same at 0.5 mW m⁻² sr⁻¹ cm for both Collections 5 and 6.

2) **The GDAS stratospheric ozone profile are used in the stratosphere, rather than climatological values.** GDAS ozone at pressure levels between 10 and 100 hPa is now used for radiance calculations rather than ozone climatological profiles.

---

**Fig. 3.** MODIS Collection-6 tests for IR cloud thermodynamic phase over (a) ocean and (b) land.
3) **False high-cloud solutions located at the tropopause are reduced.** The CO₂-slicing algorithm must converge at a pressure level at or below the tropopause.

4) **CO₂ slicing is limited to ice clouds using cloud emissivity ratios.** The emissivity of the cloud is assumed to be the same at both wavelengths, which is nearly correct for ice clouds and introduces only a very small error (Zhang and Menzel 2002), but less so for water clouds.

5) **New processing software for 1-km-product generation is implemented.** Software developed for processing MODIS data at 5-km resolution could not be modified readily to generate 1-km retrievals.

2) **REFINED APPROACH FOR DETERMINING LOW-LEVEL CLOUD HEIGHTS OVER OCEAN**

In Collection 5, low-cloud heights are determined through comparison of the measured 11-μm BT with a vertical profile of 11-μm BTs calculated from the gridded GDAS temperature, water vapor, and ozone profiles in conjunction with the PFAAST radiative transfer model. This IR-window method finds a pressure/height level that matches the observation. It leads to biases when temperature inversions are present, with retrieved cloud heights being biased high (positive) by more than 2 km with respect to collocated CALIPSO cloud products (Holz et al. 2008). Near-surface
temperature inversions are common over nighttime land and in marine locations dominated by persistent stratuscumulus clouds. Ancillary information from model output is often unreliable or is at coarse spatial and vertical resolutions, however, and so one cannot reliably assume that the temperature profiles will indicate the presence of inversions. To mitigate the potential presence of low-level temperature inversions, one could simply assume a lapse rate (e.g., Minnis et al. 1992), but this approach could have disadvantages for global analysis.

For Collection 6, a different technique was developed to improve marine low-cloud heights. Collocated CALIOP cloud heights, modeled and atmospherically corrected surface temperatures, and observed MODIS 11-μm BTs are combined to generate monthly zonal mean “apparent 11-μm BT lapse rates.” Because the actual boundary layer lapse rate, which may or may not include a temperature inversion, is often poorly represented in NWP profile data, the use of an apparent 11-μm BT lapse rate is an attempt to better estimate differences between the surface and measured CTTs. Low-cloud heights are calculated from the difference of the clear-sky BT and the MODIS 11-μm observed cloudy BT divided by a mean lapse rate, also called the IR-window approach (IRW). It is applied when the CO₂-slicing algorithm is unable to retrieve a valid cloud-top pressure (insufficient cloud signal in any of the 13.3-, 13.6-, 13.9-, or 14.2-μm CO₂ absorption bands) and if the IRW method retrieval results in cloud-top pressures that are greater than 600 hPa. The IRW method will always give a result if the input radiance and atmospheric profile data are valid.

Figure 5 shows an example of the derived “apparent lapse rates” for August. The blue points are the derived zonal-mean apparent lapse rates and the blue, red, and green lines are fourth-order polynomial fits to the data. Three separate sets of regression coefficients were calculated: one each for the Southern and Northern Hemispheres and one for the tropics (blue, green, and red lines, respectively). For this month, the “break points” between the three polynomial fits are at 7.8°S and 19.5°N.

![Figure 5](https://example.com/image.png)

**FIG. 5.** Apparent lapse rates based on 11-μm BTs as a function of latitude for August. The blue points are the derived zonal-mean apparent lapse rates; the blue, red, and green lines are polynomial fits to the data. Three separate sets of regression coefficients are calculated: one each for the Southern and Northern Hemispheres and one for the tropics (blue, green, and red lines, respectively). For this month, the “break points” between the three polynomial fits are at 7.8°S and 19.5°N.
Table 1. Fourth-order polynomial fitting coefficients and tie points for the calculation of apparent lapse rates based on 11-μm BTs as a function of latitude for each month. For each month, the top row of coefficients is for the Southern Hemisphere (SH), the middle row is for the tropics, and the bottom row is for the Northern Hemisphere (NH). The transition from the SH to the tropics set of coefficients is given by the SH transition (latitude in degrees); likewise, the transition from the tropics to the NH sets of coefficients is given by the NH transition value (latitude in degrees).

<table>
<thead>
<tr>
<th>Month</th>
<th>Fit</th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>SH transition (lat)</th>
<th>NH transition (lat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>SH</td>
<td>2.976980 1</td>
<td>-0.051587 1</td>
<td>0.002740 9</td>
<td>0.000113 6</td>
<td>0.000001 13</td>
<td>-3.8</td>
<td>22.1</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.942654 7</td>
<td>-0.051587 4</td>
<td>0.005242 0</td>
<td>0.000109 7</td>
<td>0.000003 72</td>
<td>-21.5</td>
<td>12.8</td>
</tr>
<tr>
<td>Feb</td>
<td>SH</td>
<td>3.348323 9</td>
<td>0.137257 5</td>
<td>0.013325 9</td>
<td>0.003304 3</td>
<td>0.000022 19</td>
<td>-21.5</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.649960 6</td>
<td>-0.010515 2</td>
<td>0.004289 6</td>
<td>0.000072 0</td>
<td>0.000000 67</td>
<td>-21.5</td>
<td>12.8</td>
</tr>
<tr>
<td>Mar</td>
<td>SH</td>
<td>2.406078 9</td>
<td>0.037200 2</td>
<td>0.009647 3</td>
<td>0.000233 4</td>
<td>0.000001 65</td>
<td>-2.8</td>
<td>10.7</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.371283 7</td>
<td>0.014112 9</td>
<td>0.005924 2</td>
<td>0.000105 9</td>
<td>0.000002 66</td>
<td>-21.5</td>
<td>12.8</td>
</tr>
<tr>
<td>Apr</td>
<td>SH</td>
<td>2.652387 6</td>
<td>0.032572 9</td>
<td>0.010893</td>
<td>0.000260 1</td>
<td>0.000001 99</td>
<td>-23.4</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.547315 8</td>
<td>-0.004687 6</td>
<td>0.005932 5</td>
<td>0.000104 4</td>
<td>0.000003 46</td>
<td>-23.4</td>
<td>29.4</td>
</tr>
<tr>
<td>May</td>
<td>SH</td>
<td>1.957826 3</td>
<td>-0.211202 9</td>
<td>0.005794 4</td>
<td>0.000105 0</td>
<td>0.000000 74</td>
<td>-12.3</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.499402 8</td>
<td>-0.036470 6</td>
<td>0.008200 2</td>
<td>0.000084 4</td>
<td>0.000007 69</td>
<td>-21.5</td>
<td>12.8</td>
</tr>
<tr>
<td>Jun</td>
<td>SH</td>
<td>3.125127 5</td>
<td>-0.121457 2</td>
<td>0.014648 8</td>
<td>0.000318 8</td>
<td>0.000002 10</td>
<td>-7.0</td>
<td>16.8</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>2.876975 4</td>
<td>-0.118650 1</td>
<td>0.001622 7</td>
<td>0.000093 7</td>
<td>0.000001 01</td>
<td>-7.0</td>
<td>16.8</td>
</tr>
<tr>
<td>Jul</td>
<td>SH</td>
<td>2.110681 2</td>
<td>-0.307366 6</td>
<td>-0.009086 2</td>
<td>0.000089 0</td>
<td>0.000000 04</td>
<td>-10.5</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>3.120204 3</td>
<td>-0.100237 5</td>
<td>0.006405 4</td>
<td>0.000262 0</td>
<td>0.000001 79</td>
<td>-7.0</td>
<td>16.8</td>
</tr>
<tr>
<td>Aug</td>
<td>SH</td>
<td>3.098217 4</td>
<td>-0.162958 8</td>
<td>-0.002038 4</td>
<td>0.000286 6</td>
<td>0.000000 60</td>
<td>-7.8</td>
<td>19.5</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>3.433119 5</td>
<td>-0.102176 6</td>
<td>0.001049 9</td>
<td>0.000161 6</td>
<td>0.000005 10</td>
<td>-21.5</td>
<td>12.8</td>
</tr>
<tr>
<td>Sep</td>
<td>SH</td>
<td>3.076055 2</td>
<td>-0.204346 3</td>
<td>-0.005397 0</td>
<td>-0.000054 1</td>
<td>0.000000 02</td>
<td>-8.6</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>3.453939 0</td>
<td>-0.115826 2</td>
<td>0.001545 0</td>
<td>0.000171 17</td>
<td>0.000002 48</td>
<td>-7.0</td>
<td>16.8</td>
</tr>
<tr>
<td>Oct</td>
<td>SH</td>
<td>3.637721 5</td>
<td>-0.085778 4</td>
<td>0.002431 3</td>
<td>0.000149 5</td>
<td>0.000001 71</td>
<td>-7.0</td>
<td>27.0</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>3.601333 7</td>
<td>-0.077580 0</td>
<td>0.004194 0</td>
<td>0.000094 1</td>
<td>0.000004 1</td>
<td>-7.0</td>
<td>27.0</td>
</tr>
<tr>
<td>Nov</td>
<td>SH</td>
<td>8.232740 1</td>
<td>-0.512753 3</td>
<td>0.020528 5</td>
<td>0.000301 6</td>
<td>0.000001 58</td>
<td>-9.2</td>
<td>22.0</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>3.320616 5</td>
<td>-0.141109 4</td>
<td>-0.002760 8</td>
<td>0.000005 8</td>
<td>0.000000 42</td>
<td>-9.2</td>
<td>22.0</td>
</tr>
<tr>
<td>Dec</td>
<td>SH</td>
<td>3.194741 9</td>
<td>-0.103531 6</td>
<td>0.004998 9</td>
<td>0.000191 1</td>
<td>0.000005 06</td>
<td>-3.7</td>
<td>19.0</td>
</tr>
<tr>
<td></td>
<td>NH</td>
<td>3.052663 3</td>
<td>-0.112152 2</td>
<td>0.000991 3</td>
<td>0.000018 0</td>
<td>0.000000 27</td>
<td>-3.7</td>
<td>19.0</td>
</tr>
</tbody>
</table>

A parameter provided in Collection 5. At both 1- and 5-km resolutions, the low-level clouds are calculated using the predicted lapse rate and the mid- to high-level cloud heights are obtained using the SRF shifts discussed earlier. For the southeastern portion of the image, note that the CTH values are somewhat affected by the input gridded meteorological profiles; this impact is not as obvious in the 1-km product.

3) Upper-Troposphere/Lower-Stratosphere Cloud Detection

The ability to infer CTH can be problematic near the tropopause where there is little if any temperature gradient. The upper boundary for CTH is dependent on the location of the tropopause as indicated by the meteorological profiles provided by the GDAS product. Detection of UT/LS clouds is accomplished by determining when a measurement from a highly absorbing band, such as from a band that is sensitive to water vapor or carbon dioxide, is warmer than a less-absorbing band. The primary consideration is that there is a high-level temperature inversion indicated by the measurements. Radiative transfer model simulations (not shown) show that when BTs increase as spectral bands become more absorbing it is indicative of a cloud residing within 2 km of the tropopause, either in the upper troposphere or in the lower stratosphere.

Early work focused on radiation at 6.7 μm when absorbed by the water vapor at the cloud top and re-emitted at higher stratospheric temperatures. Soden
and Bretherton (1993) explained that under clear-sky conditions radiation at 6.7 μm is primarily absorbed by water vapor and emitted in the atmospheric layer between 200 and 500 hPa while radiation at 11 μm is from the surface, with a slight attenuation from the near-surface water vapor. Because the surface is usually warmer than the higher levels of the atmosphere, it is expected that BT(11 μm) > BT(6.7 μm). For an opaque cloud located at the tropopause or higher, a measurement at 6.7 μm is affected by whatever water vapor is present above the cloud, which acts to increase the measured radiance and hence BT at this wavelength. The BT(11 μm) is more representative of an opaque cloud that is much colder than the surrounding atmosphere in the lower stratosphere. In this case, the BT(6.7 μm) > BT(11 μm). The BTD(6.7–11) depends on the amount of water vapor above the cloud and the temperature lapse rate in the stratosphere. Ackerman (1996) noted that BTD(6.7–11) > 0 when the field of view is partially cloudy for very cold clouds; he suggested that differences of less than 2 K could be attributed to nonuniform fields of view. Schmetz et al. (1997) studied stratospheric clouds by using Meteosat water vapor and IR-channel observations and used the test BTD(6.7–11) + 1 K.

For MODIS detection of UT/LS clouds, pixels are flagged in which BT(13.9 μm) > BT(13.3 μm) + 0.5 K. The BTD(13.9–13.3) depends on the amount of CO₂ above the cloud and the lapse rate in the stratosphere. Because CO₂ remains relatively uniform, this test is seemingly more robust than the BTD(6.7–11) test. An example of the UT/LS cloud detection is presented in Fig. 7 for a granule over the Indian Ocean at 0800 UTC 26 August 2006. The grayscale image is provided from MODIS band 36 at 14.2 μm; the pixels painted in red are those for which UT/LS clouds were detected.

A more detailed examination of the effectiveness and robustness of this test is provided in section 5 through comparison of CALIOP and MODIS cloud products.

4. Global results

a. Nearest-neighbor gridding approach

To compare a day of global data from one sensor with that from another, it can be very useful to adopt a common grid, especially when the two sensors have different spatial resolutions. The approach used in this study is to subsample the level 2 data (pixel-level products) and to place them onto an equal-angle grid (see Fig. 8). This implementation finds the pixel that is closest to a grid point and “snaps” the information associated with that pixel to that grid point; that is, the procedure uses a nearest-neighbor approach. If, on a subsequent overpass, another pixel is found that is close to the grid point, the pixel that has the smallest scan angle is chosen; that is, the pixel that is closest to nadir is chosen. This is more
likely to occur at high latitudes when there are multiple overpasses over a given location over the course of a day.

b. MODIS IR thermodynamic cloud phase

Results are shown in Fig. 9 for daytime IR-phase results at a grid resolution of 0.2°. Figure 9a shows the result from application of the Collection-5 threshold tests, and Fig. 9b shows results from application of the new algorithm shown in Fig. 3. For the Collection-5 results, pixels that are not positively identified as either ice or water are labeled as uncertain. Note that pixels that were previously classified as uncertain are now classified more often as containing ice clouds. There is still no attempt to classify cloud pixels as perhaps having a lower-level water-cloud layer underneath the ice layer.

c. MODIS cloud-top height/pressure/temperature

The Collection-5 (C5 and earlier) cloud products did not have CTH as an explicit parameter, an oversight that is remedied in both the 1- and 5-km Collection-6 (C6) products. Collection-6 CTHs at 5- and 1-km spatial resolutions are shown in Fig. 10. The primary differences are due to the cloud mask: low clouds do not appear to be as blocky in the 1-km results. While not evident in the global image, another primary difference is that the heights for high-level clouds do not vary near the cloud edges where the opacity drops significantly: the cloud heights are stable even at low cloud opacities.

5. Comparison of CALIOP and MODIS Collection-6 cloud properties

As discussed in Holz et al. (2008), MODIS to CALIOP collocation files are prepared for data products from each MODIS granule. These collocation files can be analyzed to produce global comparison statistics. Figure 11a shows the gridded mean values of the (MODIS C5–CALIOP) CTH differences for August 2006, at 5° resolution in latitude and longitude between 60°N and 60°S, with both sensor products at 5-km spatial resolution. The (MODIS C5–CALIOP) CTH differences are limited to single-layered clouds as determined by CALIOP. Similar results are provided in Fig. 11b for (MODIS C6–CALIOP) CTH values. The most notable improvement in the (MODIS C6–CALIOP) CTH comparison (Fig. 11b) is the reduction in positive values.
of (MODIS–CALIOP) CTH differences; this is a result of applying the new lapse-rate approach for estimating low-cloud CTH in the MODIS data (Holz et al. 2008). The nonpolar low-cloud height (CALIOP CTH < 3 km) bias of 424 m for Collection 5 was reduced to 197 m for Collection 6.

Another way of comparing the MODIS and CALIOP CTHs is provided in Fig. 12, which shows the CTH differences between the MODIS C5/C6 and CALIOP products, again with both sensor products at 5-km spatial resolution. The percentages are calculated at a resolution of 0.1-km CTH difference; integration of the percentages in each panel sums to 100%. Figure 12a filters the total number of MODIS and CALIOP matchups for August 2006 between 60°N and 60°S for single-layered cirrus over both ocean and land. The single-layered cirrus is defined when two conditions are met: 1) CALIOP CTH ≥ 8 km and 2) CALIOP sees the surface. For this month, a total of 54 992 MODIS–CALIOP collocations met these conditions. There are two features to note in Fig. 12a. First, the (MODIS–CALIOP) CTH differences occurring between −7 and −12 km (i.e., high cloud being miscast as low cloud by MODIS) decreased for the C6 product. Second, the peak for C6 near a value of −1 km is higher than for the C5 results. Some differences in (MODIS–CALIOP) CTH are expected since MODIS sees into the cloud to an optical thickness of approximately 1 while CALIOP senses the cloud top (Holz et al. 2008). Together, these results indicate that CO2 slicing is being used more often, and to greater advantage, with the C6 algorithm than occurred with C5.

Figure 12b shows the differences for low-level clouds over ocean between 60°N and 60°S (i.e., clouds within

**Fig. 9.** Snap-to-grid results for daytime IR cloud phase on 28 Aug 2006 for (a) the Collection-5 IR-phase algorithm and (b) the improved IR cloud phase. For the Collection-5 results, the mixed-phase pixels are merged into the uncertain category, as will be done with Collection 6.
3 km of the surface). For this comparison, there were 259,209 collocations between MODIS and CALIOP. The (MODIS C5–CALIOP) results show the presence of a peak between 1 and 2 km. As shown previously, this tends to occur in the presence of temperature inversions. With use of the lapse-rate approach, the (MODIS C6–CALIOP) CTH differences no longer display this secondary peak.

Cloud thermodynamic phase retrievals from both MODIS and CALIOP (Hu et al. 2009) are presented as the likelihood of inferring water/ice phase as a function of CALIOP mean cloud temperature, following Giraud et al. (2001; see Fig. 12). The results in Giraud et al. (2001) are based on collocated products from the Polarization and Directionality of the Earth’s Reflectance (POLDER) radiometer and the Along-Track Scanning Radiometer (ATSR-2). POLDER data provide the cloud thermodynamic phase by following the method of Riedi et al. (2000), and the ATSR-2 data are analyzed to provide the cloud-top temperature (CTT). Their results over ocean indicated that the likelihood of finding ice clouds is less than 5% for CTT ≥ 268 K and greater than 95% for CTT ≤ 238 K. As CTT decreases from 268 to 238 K, the likelihood of finding an ice cloud increases while following a nearly linear relationship.

Both MODIS and CALIOP products are filtered so that results are shown only for collocations where CALIOP data indicate single-layered clouds and an optical thickness τ ≥ 0.5. At each CALIOP mean cloud temperature, the CALIOP or MODIS cloud-phase retrievals at that temperature are normalized so that the percentages of each category (water, ice, and uncertain) sum to 100%. Figures 13a and 13b show the results from CALIOP for ocean and land, respectively. The CALIOP ice–water phase confidence flags were not used to filter the results—all data were used. After filtering the CALIOP results for single-layered clouds and leaving out the most optically thin clouds, there are only a few percent of uncertain retrievals in the CALIOP version-3 products except at warm cloud temperatures above 285 K over land. This indicates that CALIOP is able to infer the presence of ice or water clouds fairly
unambiguously. Over both land and ocean, it is somewhat surprising to find that CALIOP infers the presence of a high percentage of water clouds even at cloud temperatures below 250 K. These results are supported by Hu et al. (2010) in a study on supercooled water clouds that used CALIOP data. Over land, where there are supposedly higher concentrations of ice nuclei, the percentage of supercooled water clouds decreases with mean cloud temperature in comparison with the results over ocean.

In comparison with the CALIOP results, the MODIS results shown in Figs. 13c and 13d over ocean and land, respectively, both indicate much higher percentages of pixels for which the cloud-phase retrieval is uncertain, especially between 240 and 260 K. While the improvements in the MODIS cloud-phase algorithm presented in this study pertain mostly to optically thin ice clouds, the ability to infer the presence of supercooled water clouds is problematic using only IR bands (Nasiri and Kahn 2008; Cho et al. 2009). The results for MODIS are provided as a function of CALIOP mean cloud temperature and not optical thickness; the results include retrievals over a range of cloud optical thicknesses. Note that the use of the emissivity ratios over land for the MODIS cloud phase are influenced to some degree by the quality of the surface temperature provided by the meteorological-model product.

MODIS and CALIOP collocations for August 2006 are also used to examine the detection of UT/LS clouds determined by the simple BTD(13.9–13.3 μm) test discussed in section 3c(3). The collocated CALIOP–MODIS data are studied to determine both the effectiveness of this test and also the robustness of the threshold adopted to identify these pixels. Figure 14 shows a histogram on a log10 scale of the difference between the CALIOP CTH and the tropopause height as a function of the BTD(13.9–13.3 μm). In this analysis, the tropopause height for each collocated point is based on the temperature profile provided in the GDAS meteorological product. Data for both daytime and nighttime collocations are used over all surface types, but the data are limited to the latitude range between 60°S and 60°N.

The collocated observations considered for analysis were ones for which both CALIOP and MODIS detected clouds, for which CALIOP reported cloud heights below 20 km, and for which CALIOP determined that the
FIG. 12. CTH differences for collocations between MODIS and CALIOP products for August 2006. The individual MODIS–CALIOP collocations are filtered for (a) single-layered cirrus and (b) low-level clouds. The single-layered cirrus is defined when two conditions are met: 1) CALIOP CTH ≥ 8 km and 2) CALIOP sees the surface. A total of 54 992 MODIS–CALIOP collocations met these conditions for single-layered cirrus for August 2006. Low-level clouds were determined from CALIOP, and there were 259 209 total collocations for the same month. The percentages are calculated at a resolution of 0.1-km CTH difference.
clouds were single layered and continuous over 5-km areas. With these requirements, a total of 3,963,859 cloud collocations were found for the month. The percentage of these clouds higher than 8 km as measured by CALIOP was 31% while MODIS found 32% at these levels. CALIOP found 21% of the nearly four million single-layer and overcast scenes to be within 2 km of the tropopause (UT/LS clouds). Application of the MODIS BTD(13.9–13.3) > 0.5 K test yielded 78,164 UTLS cloudy pixels. For virtually all of these clouds, CALIOP measured optical depths of ≥ 1; 96% of the CALIOP cloud heights were within 2 km of the tropopause, as were 89% of the MODIS cloud heights.

Although fewer MODIS pixels will be flagged if the BTD(13.9–13.3) threshold is increased, our testing indicates that the chosen pixels still tend to identify coherent regions in a given MODIS granule as shown in Fig. 7. For this month of collocated CALIOP–MODIS products, the MODIS BTD(13.9–13.3) test is found to reliably identify clouds that reside in the UT/LS.

6. Summary and conclusions

This paper summarizes the refinements in the MODIS operational cloud-top property algorithms implemented for MODIS Collection 6. The improvement in the products is a result of both algorithm and calibration improvements,
resulting in the future availability of cloud macrophysical properties at 1-km spatial resolution, including cloud-top pressure and temperature and IR cloud thermodynamic phase. In addition, new parameters for Collection 6 include cloud-top height and a flag for clouds in the upper troposphere/lower stratosphere, that is, a cloud within $2\text{ km}$ of the tropopause.

The Collection-6 development activities were influenced primarily by 1) improved characterization of the MODIS spectral response functions for the 15-$\mu$m CO$_2$ bands achieved through comparison with AIRS high-spectral-resolution infrared data and 2) repeated comparison of global MODIS and CALIPSO instantaneous cloud products throughout the course of algorithm refinement. The comparison of MODIS with AIRS radiances enabled both finding and mitigating biases in some of the MODIS IR bands that are most important for cloud-height retrievals. The cause of these biases is unknown, but a single small adjustment in the MODIS SRFs is found to mitigate most of the effects. Whereas the cloud-top macrophysical parameters were provided through Collection 5 solely at 5-km spatial resolution, Collection 6 also offers these parameters at 1-km spatial resolution.

One of the most useful findings during the development process for MODIS Collection-6 activities is the ability to modify an algorithm, conduct tests on global data, and subsequently build collocation files between MODIS and CALIOP products. As shown in Holz et al. (2008) and Menzel et al. (2008), such collocation files are critical for finding biases in cloud properties for various cloud types such as thin cirrus and supercooled water clouds. Such an approach will remain a critical part of any subsequent calibration and validation activities. On the basis of the comparisons with CALIOP, the Collection-6 MODIS CTH biases for low-level boundary layer water clouds are reduced considerably from 424 m for Collection 5 to 197 m for Collection 6. The CALIPSO version-3 products were likewise useful for evaluating improvements to the MODIS IR-phase algorithm. As a result, the MODIS Collection-6 phase algorithm no longer includes a class for supercooled/mixed-phase clouds and will present these cases as being of uncertain phase. The ability of the Collection-6 IR-phase algorithm to infer the phase of optically thin ice clouds is improved, but problematic phase determination for supercooled water clouds remains an open issue. As shown by the CALIOP phase product, high percentages of supercooled water clouds can exist even at very cold temperatures below 250 K.
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**FIG. 14.** Histogram of collocations between CALIOP version-3 5-km and MODIS Collection-6 1-km products for August 2006: MODIS BTD(13.9–13.3) is shown as a function of the difference between the CALIOP CTH and the tropopause height. The tropopause height is determined from the temperature profiles in the GDAS model at the closest time and location to the MODIS data. The collocated data are from 60°S to 60°N for both daytime and nighttime conditions over all surfaces but are filtered for single-layered, overcast clouds (CALIOP quality-control flag $\geq 18$). The color is in log$_{10}$ scale.


