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ABSTRACT

The means of daily maximum temperatures using twenty years of record are obtained. The average of these means over \( n \) consecutive calendar days is used as a predictor of the daily maximum temperature one and more years in advance. Data from ten stations in the United States for the period 1905 to 1957 are analyzed in this fashion and a series of predictions made for several values of \( n \). If singularities are sufficiently large and persistent, then the averages over only a few days (small \( n \)) should be better predictors than averages over a larger number of days. It is found that the prediction errors decrease with increasing \( n \) and it is concluded that, whenever averages are used to estimate daily temperature values far in advance, any singularities, even if they exist at all, are much too small to be useful.

1. Introduction

The seasonal march of mean daily temperatures nearly always presents a ragged appearance, no matter how many years of record are used (fig. 1). If one of these daily means or a group of consecutive means departs significantly from a smooth curve drawn or fitted to the means, the claim is often made that a singularity exists. The question of whether these are real meteorological phenomena or simply statistical fluctuations due to the daily means being computed from a finite sample is still controversial. One of the reasons for this disagreement is the inapplicability of the more common statistical methods to the problem, although advanced techniques are available [1; 2]. In fact, many investigators of possible singularities do not attempt to apply statistical methods but assert that the reality of singularities is proven by the appearance of curves such as shown in fig. 1 and by agreement of their singularity dates with those found by others or famous in folklore. These assertions have been criticized on the grounds that arbitrarily selecting singularities from a curve is subjective and that the agreement of dates can be explained by the use of data for a similar period of time or by such a multitude of studies that in one or another every day in the year has been chosen as a singularity date.

In studies in which statistical methods have been used, the primary objection is that the validity of choosing a singularity after looking at the data was not considered. (See [2] for a notable exception.) For example, Kangeiser [3] claims a nine-day singularity in January minimum temperatures at Phoenix, Arizona. He states that he noted this singularity while examining a time series in connection with an entirely different problem. But Mr. Kangeiser has been a meteorologist for years and has probably examined many time series. In addition, the nine-day period was almost surely selected because it gave the best results. Unless these two factors of selectivity are considered, the application of any statistical test designed to establish the reality of singularities simply is not valid.

Even if it could be proven statistically that singularities are real, there still remains the problem of their practical importance in particular applications. For example, many forecasters have been asked to give the weather for a single day far beyond the period for which ordinary forecasting methods are applicable (holidays, picnics, special occasions, etc.). Should a value read from a smooth curve be given or should the daily means as shown in fig. 1 be used? Another example is found in the preparation of daily normal values. One of the decisions which must be made is the interval of days to use. Probably the most important use of normals is in estimating the future course of the series so that again the application is one of prediction. Although singularities may be
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important in other contexts, the only problem considered here is that of their usefulness in making predictions.

2. Procedure

To answer this question the basic procedure was to secure means of daily maximum temperatures using twenty years of record, then to average these over a varying number of days and to use each average to predict the maximum temperature for the central day one, five, and nine years ahead. A twenty-year record was selected since it has been shown that this is best for predicting the next ten years [4] and normal values are revised every ten years. Of the three daily temperatures available (mean, minimum, and maximum), the latter was chosen since it is more representative of the type of large air masses which pass over a station [5]. The periods one, five, and nine years in the future were used since it is felt that these give a good estimate of the next ten years. The predictions were verified by the root-mean-square error, the smallest one indicating the best predictions.

First, the mean daily maximum temperature for a calendar day was used as a predictor of the daily maximum temperature on that day one, five, and nine years in the future. Then the daily means for the three days centered on the same calendar day were averaged and used to predict the same three quantities. This process was continued until eight different predictors, the daily means averaged over 1, 3, 5, 7, 11, 15, 21, and 31 days, were each used to predict the daily maximum temperature on the central day.

In order to secure a large number of predictions, the calendar years were varied. For example, for predictions one year ahead, the mean for the years 1915 to 1934 was used to predict 1935, the mean for 1916 to 1935 predicted 1936, and so on for twenty predictions. Because of the greater spread of years between predictor and predictand, only nineteen predictions were made five years ahead and only fifteen for nine years ahead, a total of fifty-four predictions for each central day selected.

Data from the stations and months listed in table 1 were used. For convenience, these will be referred to as ten stations. They were chosen on the basis of areal spread and representation of different climatic regimes. In each month, four days—15th, 20th, 25th, and 30th—were selected as central days, a total of forty central days for each of which fifty-four predictions were made.

For each central day, the predictions were verified by the root-mean-square error,

\[ E_m = \left( \frac{1}{54} \sum_{k=1}^{14} (T_k - T_{km})^2 \right)^{1/2}, \]  

where \( T_k \) is the observed daily maximum temperature and \( T_{km} \) is a prediction obtained by taking the arithmetic mean of \( m \) daily means. That value of \( m \) for which \( E_m \) is the smallest gives the best prediction and is the optimum number of days over which to smooth the daily means. Eight values of \( E_m \) were secured for each of the forty central days and are listed in table 2.

For each of the ten stations, the four values were combined by

\[ \bar{E}_m = \left( \frac{1}{4} \sum_{i=1}^{4} E_{m,i}^2 \right)^{1/2}, \]  

and these are listed in table 2 and plotted in fig. 2. Finally, the ten stations were combined by

\[ \bar{E}_m = \left( \frac{1}{10} \sum_{i=1}^{10} w_i E_{m,i}^2 \right)^{1/2}, \]  

where \( w_i \) is proportional to the reciprocal of the variance of the daily maximum temperatures at the \( i \)-th station.\(^1\) This insures that each station will contribute equally to the overall mean, \( \bar{E}_m \), which has been listed in table 2 and plotted in fig. 2.

3. Analysis of root-mean-square errors

The root-mean-square errors can be expressed as

\[ E^2 = E_r^2 + E_c^2 + E_{m1}^2 + E_{m2}^2 + E_t^2, \]  

where \( E_r \) is the random component, \( E_c \) is due to the station used, \( E_m \) is due to a change in the location or orientation of the thermometer, \( E_{m1} \) is due to the seasonal march of temperatures, and \( E_t \) is due to singularities. Considering only a single station \( E_{m1} \) sets the level of the curve and in no way affects the choosing of the optimum number of days.\(^2\) \( E_r \) has a

\(^1\)The interest here is in the variation of \( E_m \) as \( m \) changes. If no weights were used in (3), then the contribution of each station to the variation of \( E_m \) would be directly proportional to the variations of \( E_m \). Examination of fig. 2 reveals that \( E_m \) is more variable at some stations. The weights, \( w_i \), assure that each station contributes equally to the variations of \( E_m \). The weights were \( w_i = \frac{1}{\sigma_i^2} \) where \( \sigma_i^2 \) is the variance of the temperatures at the \( i \)-th station and \( \sigma \) is a constant such that

\[ \sum_{i=1}^{10} w_i = 1. \]

\(^2\)The method of averaging used in (3) was designed to remove the effects of \( E_{m1} \) on the mean curve.
arises from the fact that the arithmetic mean of a number of daily means is being used to approximate the true seasonal march of temperatures. However, it is well known that the annual variation of temperatures is closely approximated by a cosine curve, at least in temperate latitudes [6]. It has been shown (pp. 28–31 of [7]) that the formation of predictors by taking averages of daily means of fitting a single harmonic has little effect on the root-mean-square errors. Thus the seasonal influence on 6 can be neglected. Therefore, in equation (4), the variations of 6 with changing m are due primarily to 6 and 6. 

Consider the case of no singularities—that is, 6 is equal to zero. Then the only problem is to estimate the true smooth curve. With a finite sample, this cannot be done exactly since

\[ E_s^2 = E_p^2 + E_m^2, \]  

where \( E_p \) is due to the variation of the temperatures about the true mean and \( E_m \) is due to the error in estimating the true mean. \( E_p \) is an irremovable random variation and it is the value which a curve in fig. 2 should approach asymptotically as the degrees of freedom used in estimating the true mean approach infinity. If only one daily mean is used in this estimation, then, with a twenty-year record, there are about twenty degrees of freedom. Using nearby daily means increases the number of degrees of freedom, although not by twenty for each mean because of the correlation between daily temperature values. Thus, with only random influences, curves such as those in fig. 2 would decrease monotonically with increasing number of days of smoothing and approach some positive value asymptotically.

Even if singularities are a true meteorological phenomenon, in order to be of practical importance in predicting daily temperatures one, five, and nine years ahead, they must be large enough for their influence, as measured by 6, to overcome the reduction in error due to increasing the degrees of freedom. The all-station curve is based on the predictions for all days and thus has the widest applicability. It decreases monotonically with increasing number of smoothing, indicating that such singularities are, on average, not useful in prediction. This curve shows that in forecasting daily temperatures far in the future it is better to use a smoothed curve of daily means. In the preparation of daily normal values, a national weather service must use the same procedure at all stations; otherwise, it would be difficult to make climatological comparisons between stations. The all-station curve indicates that a large interval of days should be used in the preparation of daily normal values.

It would be extremely difficult to determine the
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Fig. 2. Root-mean-square of errors of prediction one, five, and nine years in the future (°F). Based on 216 predictions at each station for each m.
statistical significance of the all-station root-mean-square error values ($\bar{E}_m$). The tests depend upon the spatial and temporal relationships among the daily maximum temperatures, and these may be quite complex. However, each point on the curve is based on 2160 predictions (54 at each of 4 days at 10 stations). Even though the predictors are not independent of each other, it is probably true that the variations in $\bar{E}_m$ are not due to small sample size.

A striking feature of the curve is its extreme flatness. The range is only 0.08 degree Fahrenheit, and this is less than two per cent of the average magnitude of the curve. Thus, from a practical viewpoint, it makes very little difference whether singularities are or are not predicted in considerations of daily maximum temperatures far into the future. Practical considerations of economy and availability of the smoothed or unsmoothed values should be the primary governing factors.

From fig. 2, it can be seen that the optimum interval of days of smoothing varies considerably from station to station. The stations were combined into groupings such as Summer-Winter, North-South, East-Central-West, etc., and the root-mean-square errors of the individual central days (table 2) were intensively examined in an attempt to discover some possible explanation of the differences. No definite pattern was found. For example, the only two stations for which no smoothing is required are Havre—January and Key West—July, and it would be difficult to find two more climatologically diverse stations in the United States. Also, both Blue Hill—January and Blue Hill—July require the same amount of smoothing, indicating no seasonal difference; but Key West—January and Key West—July require a maximum and minimum interval of days, respectively, indicating a seasonal difference. The two midcontinent stations of Duluth and Havre both require small intervals of days, and it is possible that there is a continental-maritime difference. However, simply by taking enough combinations, one of them is sure to indicate a pattern so that many more stations would be required to establish a relationship.

The individual station curves are also rather flat. For example, the error introduced by using a thirty-one day interval as a predictor rather than the optimum interval indicated by the station curves is listed in table 3. The greatest difference is only one-half degree Fahrenheit at Havre, Montana, which is 2.2 per cent of the average magnitude of the Havre curve. This is rather small, and for many applications the interval of days of smoothing may not be too important.

Six of the ten station root-mean-square error curves have minima at less than thirty-one days. Does this necessarily mean there are singularities at these stations and not at the other four, or could chance fluctuations give this result? As noted above, an answer to this question would require a knowledge of the sampling fluctuations of each curve. For example, there are eight values on each curve, and it would be necessary to know the probability of any one of them being as low or lower than the root-mean-square error for thirty-one days simply by chance. In addition, the six stations have been selected out of ten and the probability of this occurring by chance must also be known. Statistical problems of this type are extremely difficult, and solutions have been obtained only in very special cases with many simplifying assumptions. However, the results in table 3 show that even if singularities exist at individual stations they are relatively unimportant as far as predictability is concerned.

Of the forty individual station-days (table 2), twenty-three have minimum root-mean-square errors at less than thirty-one days. In particular, the values of July 20 at Duluth, January 15, 20, and 25 at Havre, and July 15, 20, and 30 at Key West are all generally increasing with increasing interval of days. The same problems of sampling variability and selectivity apply, and it simply is not possible to decide which, if any, of these or other singularities are real.

### Table 3. Comparison of skill in predictability using a thirty-one day average and the best average.

<table>
<thead>
<tr>
<th>Station</th>
<th>Interval of days giving best predictions (minimum $E_m$)</th>
<th>Difference between $E_m$ and minimum $E_m$ (deg F)</th>
<th>Ratio of difference to average $E_m$ (in per cent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue Hill—January</td>
<td>11</td>
<td>0.03</td>
<td>0.3</td>
</tr>
<tr>
<td>Blue Hill—July</td>
<td>31</td>
<td>0.05</td>
<td>0.7</td>
</tr>
<tr>
<td>Duluth—July</td>
<td>5</td>
<td>0.09</td>
<td>1.1</td>
</tr>
<tr>
<td>Havre—January</td>
<td>1</td>
<td>0.50</td>
<td>2.2</td>
</tr>
<tr>
<td>Key West—January</td>
<td>31</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Key West—July</td>
<td>1</td>
<td>0.05</td>
<td>2.3</td>
</tr>
<tr>
<td>New Orleans—July</td>
<td>31</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>San Diego—January</td>
<td>31</td>
<td>0.01</td>
<td>0.0</td>
</tr>
<tr>
<td>Tatoosh Island—January</td>
<td>31</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Tucson—January</td>
<td>21</td>
<td>0.01</td>
<td>0.1</td>
</tr>
</tbody>
</table>

4. Conclusion

Although it is a difficult task to establish statistically whether or not singularities in daily maximum temperatures are real meteorological phenomena, it has been shown that it is possible to answer the simpler question of how useful they are for predicting daily values far into the future. The all-station curve of fig. 2 indicates that any singularities in daily maximum temperatures which may possibly exist are not sufficiently large and wide spread, in both space and time, to be of use in prediction. This certainly
does not necessarily prove that there are no singularities, since combination of the data into one curve will tend to mask a few singularities at individual stations on specific days.

At specific stations and days, it was not possible to make conclusive statements about the reality of singularities. Table 3 gives an indication of the maximum prediction error made by using smoothed values when, in fact, singularities are real. It is concluded that, from a practical viewpoint, it makes very little difference whether or not singularities are real. Table 3 is also useful in making decisions about how much improvement in forecasting, if any, can possibly be made by using singularities, and thus it may serve as a guide for the amount of effort to be expended in searching for them.
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