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ABSTRACT

A three-layer general circulation model, used to simulate the Martian atmosphere, is described and results are presented. The model assumes a dust-free pure CO₂ atmosphere and allows for a diurnally-varying convective boundary layer. Smoothed Martian topography and albedo variations are incorporated. The simulation described is for the period near southern winter solstice, season of the Viking landings. The zonally-averaged circulation, mass, heat and momentum balances, and properties of stationary and transient waves are described in some detail, and are compared with results of previous simulations of the Martian general circulation, with related features of the Earth's general circulation, and with observed characteristics of the Martian atmosphere.

The principal conclusions are the following: 1) The simulated zonally-averaged circulation is not very sensitive to differences between this model and the earlier general circulation model of Leovy and Mintz (1969), and compares reasonably well with observations, except for differences attributable to dust and season. 2) The meridional mass flow produced by the seasonal condensation of CO₂ in the winter polar region has a major influence on the circulation, but, because of the weak influence of atmospheric heat transport, it is controlled almost entirely by radiation. 3) Quasi-barotropic stationary waves, forced kinematically by the topography and resembling topographically-forced terrestrial planetary waves, are generated by the model in the winter hemisphere region of strong eastward flow, while baroclinic stationary waves are thermally forced by topography in the tropics and summer subtropics. 4) Transient baroclinically unstable waves, of somewhat lower dominant wavenumber than those found on the Earth, are generated in winter midlatitudes and their amplitudes, wavenumbers and phase speeds closely agree with what has been deduced from the Viking lander observations.

1. Introduction

An earlier simulation of the Martian atmospheric general circulation employed a two-level version of the UCLA primitive equation model modified to apply to Mars, but with the lower boundary taken to be a level surface (Leovy and Mintz, 1969; henceforth Paper I). Two seasons were simulated: southern summer solstice and southern autumn equinox. In the solstice experiment, the results showed a broad and intense thermally direct Hadley circulation, eastward traveling wave cyclones at high latitudes of the winter hemisphere and strong diurnal tides in the tropics and summer hemisphere. The traveling waves, though strong by terrestrial standards, did not transport enough heat into the winter polar cap region to significantly influence the rate of CO₂ condensation on the surface polar cap which was therefore governed almost entirely by the net radiation from the surface. The rate of condensation on the cap was significant for the circulation dynamics because it produced a substantial net meridional mass flow and meridional transport of angular momentum.

In the present study, two major shortcomings of that simulation have been corrected: the very large-amplitude large-scale topography which is now known to exist on Mars has been incorporated...
into the model, and a third model layer has been added, primarily to allow a more accurate simulation of the strong diurnal variations of temperature and wind in the planetary boundary layer. In addition, improvements have been made in the radiative and convective heating algorithms and the frictional algorithm, in the space finite-differencing scheme, and in the horizontal resolution. The present simulation is for the period around southern winter solstice, the season of the Viking spacecraft landings, but was done before the landings took place. Consequently, suspended atmospheric dust, which is now known to make an important radiative contribution to atmospheric and surface heating (Pollack et al., 1977, 1979) was not incorporated in the model. Nevertheless, the results reported here should provide a useful basis for comparison with subsequent simulations in which dust is included.

This paper describes the principal features of the model physics (with details relegated to an Appendix), and the results are presented and discussed with emphasis on the following issues: similarities and differences in the simulated circulation with respect to changes in the model from that of Paper I, especially differences attributable to topography, similarities and differences between the simulation results and available spacecraft observations, and similarities and differences between the large-scale dynamical processes in the atmospheres of the Earth and Mars.

2. Model

A version of the UCLA primitive equation general circulation model (Arakawa, 1972) was adapted for the Martian calculation. This version of the UCLA model was also the prototype for models which were developed and applied successfully to the Earth’s atmosphere at the NASA Goddard Institute for Space Studies (the GISS model; Somerville et al., 1974; Stone et al., 1977), and at the Goddard Space Flight Center (the GLAS model; Halem et al., 1979). Our changes involved the external parameters appropriate to Mars, different algorithms for calculating atmospheric and surface heating and friction, and addition of an algorithm to account for the condensation of the major atmospheric constituent CO₂ at the surface.

a. Basic equations and grid arrangement

The model employs the primitive equations in a three-level σ-coordinate system with fixed tropopause pressure, \( p_r = 1.0 \text{ mb} \), at the \( \sigma = 0 \) level. As in Paper I, the “stratosphere” above this level was assumed to be dynamically inert, but was taken into account in calculating radiative heating. Fig. 1 illustrates the vertical arrangement of the grid.

The prognostic variables (horizontal velocity components, \( u, v \); temperature \( T \); and the surface pressure variable \( \sigma = p_s - p_r \) ) were evaluated on the staggered finite-difference grid of Arakawa (the
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1 Some preliminary results of this experiment, emphasizing winds at the Viking lander sites at the season of landing, were reported at the time of the Viking landings (Pollack et al., 1976).

"Arakawa C-scheme"), using a latitude-longitude grid with 37 intervals (5° spacing) in latitude and 60 intervals (6° spacing) in longitude. The geopotential \( \Phi \), a diagnostic variable, was obtained from the hydrostatic equation and the prescribed surface elevation, \( \Phi_0 \). The \( \sigma \)-vertical velocity \( \dot{\sigma} \) was obtained from the mass continuity equation and the boundary conditions, \( \dot{\sigma} = 0 \) at \( \sigma = 0 \), and \( \dot{\sigma} \) equal to the rate of condensation or sublimation of CO\(_2\) at \( \sigma = 1 \) (see Subsection 2d). The time-marching scheme of Arakawa (1972)\(^3\) was used with a time step of 277.422 s, 20% smaller than the longest that could be used without linear computational instability, determined by trial and error. Fourier smoothing in longitude was employed at latitudes > 45° to insure linear computational stability despite the convergence of the meridians in high latitudes. The time step was compatible with the Martian solar day, or "sol" (88775 s): 1 time step = 1/320 sol. To save computation time, the heating and friction were calculated every fifth time step. The heating and friction algorithms are described briefly below, and their details are given in the Appendix.

b. Heating algorithms

The contributions of solar radiation, thermal infrared radiation, and vertical convective heat exchange to the total diabatic heating were calculated at each grid point. Carbon dioxide was assumed to be the only atmospheric gaseous constituent. The small amounts of \(^{40}\)Ar and \( \mbox{Ne} \) which are present are radiatively and dynamically unimportant (Owen and Biermann, 1976). Trace amounts of water vapor are present in the warmer regions and can play a radiative role, but rough calculations indicate that the water vapor contribution to the total heating rate is normally very small and it was neglected. Under exceptional circumstances, ozone can contribute significantly to heating of the Martian atmosphere (Kuhn et al., 1979) but it was neglected also. Atmospheric aerosols, including dust, were neglected except for the radiative effects of the winter season "polar hood" clouds which were assumed to consist of water ice particles. These were crudely accounted for using a prescribed distribution of cloudiness.

Absorption of solar radiation by CO\(_2\) in the near IR bands (1.3, 1.4, 1.6, 2.0, 2.7 and 4.3 \( \mu \)m) was calculated, using functional expressions for the dependence of their equivalent widths on absorber mass, pressure and temperature based on laboratory data. Thermal infrared radiative exchange by the 15 \( \mu \)m band of CO\(_2\) was also treated using an expression for the whole band equivalent width based on the same data.

The polar hood water ice cloud was assumed to contribute to the total planetary albedo \( A \) at each grid point where cloud occurred according to

\[
A = A_c + (1 - A_c)A_s/(1 - A_cA_s),
\]

where \( A_s \) is surface albedo, and \( A_c \), the cloud albedo, was assumed to have the constant value 0.124. A constant infrared emissivity was also assigned to these clouds and was distributed over the two lowest model layers in proportion to the mass of each layer. The value of this emissivity was derived from the single-scattering albedo, asymmetry parameter, and ratio of infrared to visible optical depths for a size distribution of spherical ice particles having a cross section mean radius of 2 \( \mu \)m, as suggested by the
Fig. 3. Latitude-longitude distribution of topography. Contour interval 1 km.

analysis of Curran et al. (1973). Mie calculations and the optical constants of water ice (Irvine and Pollack, 1968) were used to evaluate these single-scattering parameters. The effect of multiple scattering on the emissivity was accounted for crudely with the aid of the two-stream approximation of Sagan and Pollack (1967).

Water ice cloud was prescribed to occur exclusively over the winter polar region at latitudes south of 40°S. This distribution was based largely on generally accepted interpretations of telescopic observations (Slipher, 1962), and on Mariner 9 observations of the winter North Polar hood (Briggs and Leovy, 1974), but it is now known that the South Polar region is relatively free of water ice clouds during mid-winter (Briggs et al., 1979), so that this prescribed coverage may have been too extensive. The polar hood ice clouds, however, probably had very little influence on our simulation results, because the contributions of the clouds to the net infrared and solar flux densities at the surface were individually small. Moreover, these fluxes tended to compensate each other in the partially sunlit region, between 40°S and the polar night boundary, and the influence of the clouds on the total column heat balance (ground plus atmosphere) was small in all of the polar hood latitudes.

Convective heating was calculated using an energy conserving convective adjustment to the Martian dry adiabatic lapse rate, and an algorithm for conductive-convective heat transfer across the ground-atmosphere interface based on empirical studies of the Earth’s planetary boundary layer (Deardorff, 1972). The stability of the surface layer was determined by comparing the ground surface temperature with the extrapolated atmospheric surface temperature. When the surface boundary layer was stable, convective heat exchange involved the lowest model layer only. When it was unstable, the convective heat flux convergence was evaluated for each layer, assuming that the heat flux decreased linearly with pressure from its value at the ground to a value of zero at the top of a convective layer. The height and potential temperature of the convective layer were determined diagnostically from the potential temperatures of the layers, the extrapolated surface atmospheric potential temperature, and the interpolated potential temperatures at the layer interfaces by a procedure described in the Appendix. The convective layer was not confined to the lowest model layer but was allowed to extend upward as far as the model tropopause. This procedure produced a realistic diurnally varying boundary layer (Fig. 2).

c. Frictional algorithms

The rationale governing the modeling of both convective heat transport and friction was that the algorithms employed should depend as little as possible on ad hoc parameterizations of poorly understood processes. Consequently, only two frictional processes were modeled explicitly (aside from the small damping implicit in the finite difference scheme). Surface stress, applied to the lowest
layer, was modeled using a stability dependent prescription for the surface drag coefficient, based on terrestrial planetary boundary-layer experience (Deardorff, 1972). Under stable surface-layer conditions, the stress of the atmosphere on the ground was assumed to act at a fixed angle of 30° to the direction of the lowest layer wind with the stress component perpendicular to the wind always directed toward lower pressure. Under unstable conditions, stress acted in the same direction as the lowest layer wind.

In addition, Richardson number adjustment, a momentum conserving redistribution of momentum between two layers, occurred whenever the Richardson number, defined in terms of the potential temperatures at the layer mean pressure levels and the layer mean winds, fell below the critical value of 1.0. Whenever convective adjustment occurred, an instantaneous Richardson number adjustment was made in such a way as to equalize the wind in each of the convectively-adjusted layers. It turned out that Richardson number adjustment occurred most frequently in conjunction with convective adjustment. Whenever the Richardson number was below 1.0, but the layers were convectively stable, layer winds were relaxed to the critical Richardson number with an adjustment time of $2 \times 10^4$ s.

d. Ground temperature and CO$_2$ phase change

Ground temperature variations, including the diurnal variations, were calculated using an algorithm similar to that used in Paper I. When the ground temperature $T_G$ exceeded the frost point temperature of CO$_2$, the heat balance equation was applied at $\sigma = 1$:

$$\sigma T_G^4 - F_{IR} - (1 - A)F_s + F_{conv} + F_{cond} = 0,$$

(2)

where $\sigma$ is the Stefan-Boltzmann constant, $F_{IR}$ the downward thermal infrared flux, $F_s$ the downward solar flux, $F_{conv}$ the (upward) convective heat flux, and $F_{cond}$ the (downward) conductive heat flux. In order to obtain a convenient explicit time-dependent expression for $T_G$, $F_{cond}$ was approximated by

$$F_{cond} = (2\omega)^{-1/2} \left[ \frac{\partial T_G}{\partial t} + \omega(T_G - T_s) \right],$$

(3)

where $I$ is the thermal inertia of the soil, $\omega$ the diurnal frequency and $T_s$ a smoothly varying “deep temperature” [see Paper I for further discussion of Eq. (3)]. The value of $I$ was obtained from analyses of observations of the diurnal temperature variations (Kieffer et al., 1973), and was assumed to be uniform over the entire planet. The deep temperature was set equal to the running average of $T_G$ over the preceding 0.2 sol. This averaging time was chosen to give the best overall agreement between ground temperatures evaluated by the approximate formulas [Eqs. (2) and (3)] and published curves for which the conductive heat flux was evaluated more exactly (Gierasch and Goody, 1968).

Although atmospheric heating and friction were computed only every fifth time step, changes in $T_G$ and in its most rapidly varying driver, $(1 - A)F_s$, were computed every time step.

The condensation temperature of CO$_2$ was approximated as
\[ T_{CO_2} = 149.2 + 6.48 \ln(0.135p_s), \]

with \( p_s \) in millibars. When \( T \) fell to this temperature or below, \( T_G \) was set equal to \( T_{CO_2} \), and the release of latent heat of condensation of \( CO_2 \) was added to the surface heat balance equation. Thus, the rate of change of \( CO_2 \) mass on the surface was given by

\[ \frac{\partial M_{CO_2}}{\partial t} = L^{-1}[\sigma T_h^b + I(\omega/2)^{1/2}(T_G - T_w) - (1 - A)F_s - F_{in} + F_{conv}], \]

where \( L \) is the latent heat of condensation of \( CO_2 \), \( \frac{\partial M_{CO_2}}{\partial t} \) was used to infer the value of \( \sigma \) at \( \sigma = 1 \). Since \( \pi\sigma g \), evaluated at \( \sigma = 1 \), represents change in mass of the overlying atmospheric column of unit area, the boundary condition used to account for \( CO_2 \) phase change was

\[ \pi\sigma = g(\partial M_{CO_2}/\partial t) \quad \text{at} \quad \sigma = 1. \]

In the regions where \( CO_2 \) condensation occurred, the terms \( I(\omega/2)^{1/2}(T_G - T_w) \), \( (1 - A)F_s \), and \( F_{conv} \) in (5) were very small; by far the dominant term was \( \sigma T_h^b \), with \( F_{in} \) playing a secondary role. Hence the values of \( \pi\sigma \) at \( \sigma = 1 \), which produced important dynamical effects, were not sensitive to details of the parameterization of albedo, solar absorption, convection or conduction. The mass condensed or sublimed at the surface was assumed to have no velocity relative to the surface, and a temperature equal to \( T_{CO_2} \). The thermodynamic energy equation was modified to allow for gain or loss of internal energy at the surface due to condensation or sublimation at temperature \( T_{CO_2} \). No modification of the momentum equation was required.

In the atmosphere above the surface, temperatures were constrained not to fall below \( T_{CO_2} \), but the mass condensation implied by this constraint was not accounted for. This produced a small error in the results which is discussed further in Section 3.

**e. Input parameters and data**

Basic input parameters are shown in Table A2. The input data also included specification of surface topography (the distribution of \( \Phi \) at \( \sigma = 1 \), and surface albedo \( A_s \). Surface topography was obtained from a combination of relevant ground-based and spacecraft data (Kliore et al., 1973; Conrath et al., 1973), and was smoothed for compatibility with the model resolution. Realistic, rapidly varying topography is known to cause significant errors in \( \sigma \)-coordinate models with this version of the Arakawa finite-difference scheme, but these models produce acceptable results with smoothed topography (Halem et al., 1979). The smoothing precludes realistic treatment of such small-scale topographic features as Olympus Mons, however. Fig. 3 shows the topography used; the flat topography used in the South Polar region was due to a lack of good measurements at the time of the simulation.

Fig. 4 shows the distribution of \( A_s \). Relative albedo variations were provided by James Cutts from his analysis of Mariner 9 images, and these were normalized to a biophysical albedo of 0.24 (Irvine et al., 1968). When \( CO_2 \) ice occurred on the surface \( A_s \) was set equal to 0.6. A small subliming \( CO_2 \) polar cap, intended to simulate the observed seasonal residual cap (Briggs, 1974), was maintained at lati-
Fig. 6. Model generated zonal and time averaged distributions of temperature (lower), zonal wind (middle, positive eastward), and meridional wind (upper, positive northward). Units are K and m s\(^{-1}\). Heavy line at the surface indicates extent of CO\(_2\) ice cap.

...itudes 85 and 90\(^\circ\)N until \(L_s = 100\).\(^4\) The albedo effect of a permanent ice cap was maintained at 90\(^\circ\)N thereafter.

The integration was initiated from a resting isothermal state (200 K) with declination and distance of the sun initialized to areocentric longitude \(L_s = 82\)^\circ. The integration was for 65 sols, with solar declination and distance varying continuously with the change in Martian season, up to values corresponding to \(L_s = 112\)^\circ.

3. Results

a. Spinup

Because of the rapid thermal adjustment characteristic of the Martian heating processes, an approximate statistically steady state in the temperature and wind fields was achieved within less than 20 sols. This is illustrated by the growth of kinetic energy (Fig. 5). The total kinetic energy and its two components, the kinetic energy of the zonally-averaged flow (zonal kinetic energy) and the kinetic energy of departures of flow from the zonal average (eddy kinetic energy), reach nearly constant levels by about sol 12. These two components are nearly equal in magnitude, and their fluctuations are negatively correlated. Similar behavior was observed in the northern winter solstice experiment of Paper I, although the kinetic energy levels are substantially lower in the present experiment. The lower kinetic energy level is primarily due to the weaker tropical winds, and is partly a consequence of the seasonal difference: the solar heating of Mars is \(\sim 40\%\) smaller at southern winter solstice than at northern winter solstice. The inclusion of topography may also contribute to the kinetic energy reduction.

Except as indicated, the results presented below correspond to averages over the last 10 sols of the run. This period only includes about two oscillations of the zonal kinetic energy, so that in retrospect, a longer averaging period would have been desirable.

b. Zonally-averaged temperature and wind

Fig. 6 shows zonally-averaged temperature and wind generated by the model, with the contours drawn by subjective interpolation between the data

\(^4\) Areocentric longitude of the sun \(L_s\) in Mars centered coordinates relative to the fixed star background. \(L_s\) is the seasonal index with \(L_s = 0^\circ\) corresponding to northern spring equinox.
Fig. 7. Cross section of zonally-averaged temperature (K) and geostrophic zonal wind (m s⁻¹) based on Mariner 9 IRIS data between \( L_\lambda = 43 \) and \( L_\lambda = 54 \) (approximately early May in analogous terrestrial season).

points at the three levels. As in Paper I, there is a broad region of relatively warm and uniform temperatures in the tropics and the summer hemisphere, a region of large horizontal temperature gradient and high static stability between 30 and 50° in the winter hemisphere, and a nearly isothermal region poleward of 50°S. A surface \( CO_2 \) ice cap has formed in the winter polar region with its boundary between 40 and 45°. The simulated zonal winds are eastward in the winter middle and high latitudes with an intense jet at the upper level near the edge of the polar cap, westward in the tropics of both hemispheres, and eastward in the summer subtropics. As in Paper I, the summer subtropical low-level eastward flow is found at the poleward limit of the cross-equatorial meridional circulation. At high northern latitudes, the mean zonal winds have a small scale structure connected with the small-scale zonally-symmetric variation in the topography and the meridional gradient of heating produced by the high albedo of the small residual polar cap. Because these small-scale zonal wind features are not well resolved by the model grid, their magnitude may be partly a spurious computational effect.

Some comparisons can be made with observed Martian temperature distributions. Fig. 7 is a temperature cross section obtained by averaging Mariner 9 IRIS soundings over the seasonal period \( L_\lambda = 43\text{--}54 \). This is the closest seasonal period for which we were able to obtain enough data to construct a reasonably complete meridional temperature cross section. The winds shown in Fig. 7 are the geostrophic winds obtained by assuming negligible surface wind. Although the comparisons differ with respect to season and the neglect of the surface wind, Figs. 6 and 7 show striking similarities: (i) weak horizontal temperature gradients except in the winter subpolar region; (ii) a very strong horizontal temperature gradient within that region and correspondingly strong eastward winds aloft; and (iii) large static stability and a high-level temperature maximum in the winter subpolar region. There are also some understandable differences: (i) outside of the winter subpolar zone, the simulated static stability is smaller than the observed, undoubtedly as a consequence of our having neglected the dust aerosol heating (Pollack et al., 1979); (ii) the region of strong poleward temperature gradient and zonal wind is farther from the south pole in the calculation than in these observations as a consequence of the seasonal difference: The polar cap boundary is closer to the pole at the time of these observations than at the time corresponding to the simulation.

The simulated mean meridional circulation (Fig. 6, upper panel) shows a very strong cross-equatorial flow, northward at the lower levels and southward aloft. It is much more intense than the Earth's tropical meridional circulation; but it is weaker than the corresponding circulation of \( I \), probably partly because of the greater distance from the sun. South of 40°S, there is a thermally-indirect cell. Unlike its counterpart in the Earth's atmosphere, the Ferrell cell, in which the mass transports of the upper and lower branches are nearly in balance, here the lower branch is carrying substantially more mass toward the pole than the upper branch removes. This is the uniquely Martian process of a net mass flow toward the condensing winter polar cap (see Paper I and the next subsection).

Fig. 8 shows simulated zonally- and time-averaged vertical velocities (\( dp/dt \)) at the two internal inter-
faces (levels 2 and 4 of Fig. 1). Negative values are plotted above the abscissa indicating upward motion. The vertical velocity produced by the model is generally somewhat noisy, and the noise appears even in the time and zonal averages. Nevertheless, the strong cross-equatorial thermally-direct circulation and the weaker indirect circulation in the winter hemisphere midlatitudes show clearly in these meridional profiles.

\[ t^* \left\{ \left[ \pi \frac{\partial}{\partial \sigma} \right] Q \right\}_{l \rightarrow 0} - \left[ \pi \frac{\partial}{\partial \sigma} \right] Q_{l \rightarrow 0} \approx - \frac{1}{a \cos \phi} \frac{\partial}{\partial \phi} \left\{ \cos \phi \left[ (\overline{\pi \nu}) Q \right] + \left[ (\overline{\pi \nu}) Q^* \right] + \left[ (\overline{\pi \nu}) Q' \right] \right\} \]

\[ - \frac{\partial}{\partial \sigma} \left\{ \left[ \pi \frac{\partial}{\partial \sigma} \right] Q \right\} + \left[ (\pi \frac{\partial}{\partial \sigma}) Q^* \right] + \left[ (\pi \frac{\partial}{\partial \sigma}) Q' \right] \right\} + [\dot{S}_Q], \] (7)

where \( S_Q \) is the source term for \( Q \). The first two terms on the right represent, respectively, convergences of the meridional and vertical transports of \( Q \), where each transport has three components: transport by the mean meridional circulation, transport by the stationary eddies, and transport by transient eddies.

If we set \( Q = 1 \), the continuity equation representing the mass balance is obtained; in this case, all the eddy transports and \( [\dot{S}_Q] \) vanish. CO_2 condensation and sublimation are accounted for by the boundary term, \( \pi \sigma \) at \( \sigma = 1 \) [Eq. (6)].

Setting \( Q = c_p T + \Phi + \frac{1}{2} \nabla^2 \approx c_p T + \Phi = h \), we obtain the conservation equation for enthalpy \( h \), the so-called "heat balance equation." The kinetic energy term \( \frac{1}{2} \nu^2 \) is negligible if the Mach number of the flow is small. \( S_h \) includes radiative and convective heating.

Finally, if we set \( Q = a \cos \phi (u + \Omega a \cos \phi) \equiv M \), the zonal angular momentum per unit mass for zonal wind \( u \), the angular momentum balance equation is obtained. \( S_M \) includes the surface wind stress and the large-scale pressure torques exerted by the mountains, as well as the frictional stresses between layers due to the Richardson number adjustment of velocity.

An alternative useful form for Eq. (7) is
$t^{-1}_a\{[\pi Q]_{t=0} - [\pi Q]_{t=\pi} - [\pi \tilde{Q}]_{t=\pi} - [\pi \tilde{Q}]_{t=0}\}$

$= -a^{-1}[\pi \tilde{v}] \frac{\partial}{\partial \phi} [\tilde{Q}] - [\pi \tilde{s}] \frac{\partial}{\partial \sigma} [\tilde{Q}]$

$- \frac{1}{a \cos \phi} \frac{\partial}{\partial \phi} \left\{ \cos \phi \left( [(\pi \tilde{v})^* \tilde{Q}^*] + [(\pi v)^* Q^*] \right) \right\}$

$- \frac{\partial}{\partial \sigma} \left\{ [(\pi \tilde{s})^* \tilde{Q}^*] + [(\pi \tilde{s})^* Q^*] \right\} + \{\tilde{S}_a\} = 0. \quad (8)$

We use this form to interpret the results for two reasons. First, the intrinsic variables $Q$ are roughly constant over the 10 sol sampling period so that the terms on the left side nearly cancel each other. This is despite decreasing values of $\pi$ over the interval as a result of mass condensation in the winter polar cap. Consequently, there is approximate balance between the terms on the right. Second, it is very difficult to evaluate the contribution to change in $Q$ over individual layers from the convergence of the mean meridional circulation transport because it contains two terms which are large, nearly compensating, and imperfectly sampled. This difficulty does not occur when the mean meridional circulation contribution is evaluated in the advective form as in Eq. (8).

1) Mass balance

The vertically integrated mean northward mass flow velocity or "condensation flow", $[\tilde{v}]^{-1} \int \tilde{v} \, d\sigma$, reflects...
is shown in Fig. 9. There is a substantial mass flow velocity toward the winter polar cap reaching 0.27 m s\(^{-1}\) near 55°S. This is a consequence of CO\(_2\) condensation at the cap surface, and is similar to the condensation mass flux obtained in Paper I. It corresponds to a rate of pressure drop of 0.011 mb sol\(^{-1}\) averaged over the planet, or to a total mass loss rate of \(4.2 \times 10^{13}\) kg sol\(^{-1}\). This rate of pressure drop agrees with the rate observed by the Viking landers at the same season (Hess et al., 1977). It also is in rough agreement with the mass loss calculated by Leighton and Murray in 1966 on the basis of a simple radiation balance model. This is discussed further in the next subsection.

2) Heat Balance

Fig. 10 shows the vertically-integrated northward transport of \(h\) due to each transport component: mean meridional circulation, stationary eddies and transient eddies. The flux due to the mean meridional circulation is southward in all latitudes and much larger than either of the eddy fluxes. The transient eddy flux is generally in the direction of decreasing \(h\) (or \(T\)); the stationary eddy flux is generally weaker than the transient eddy flux, and is countergradient in both northern and southern midlatitudes.

The flux of \(h\) due to the mean meridional circulation can be separated into the part due to the condensation flow and a residual which we term the “overturning circulation” (Fig. 11). The condensation flow dominates, although the contribution of the overturning circulation is also large. Even the thermally indirect cell south of 40°S produces a transport as large as that of the transient eddies and tends to cancel the poleward transport of the latter.

In Fig. 12, the latitudinal distributions of the several contributions to the heat balance of each layer are displayed. The transport term includes the heating by horizontal and vertical advection by the mean meridional circulation and by convergence of the vertical eddy flux by both stationary and transient eddies. The convergence of the horizontal eddy flux was not calculated for the individual layers, but it is generally smaller than the
Fig. 13. The "transport" contribution to heating or cooling of each layer shown in Fig. 15 is further broken down into advection of $h$ by the mean meridional circulation and convergence or divergence of the vertical components of $h$ flux by stationary and transient eddies.

contributions shown. The figure does not show exact balances, partly because of neglect of the horizontal eddy flux convergence, but also because of residual transience over the 10 sol averaging period as well as sampling error (160 sample times contribute to each average). Despite the sources of inaccuracy the relative magnitudes are clear.

In the lowest layer, the balance is primarily between gain of heat by infrared radiative exchange with the underlying warmer ground, and removal of heat by convection. Just equatorward of the polar cap edge, convection heats this shallow layer. Solar radiation makes only a small contribution, and transport plays a variable role, generally cooling the layer in the tropics and summer hemisphere and warming it between 40 and 50°S.

In the middle layer, the balance tends to be between convective heating and infrared cooling. The transport generally tends to cool the summer hemisphere. It strongly warms the winter hemisphere near the edge of the condensing polar cap, where the infrared heat loss is large. Part of the convective heating of the middle layer corresponds to the cooling of the lower layer by convective adjustment, and the additional part is a heat transfer from the surface.

In the upper layer, the convective heating is weak, but it still contributes, along with solar radiation and transport heating, to balancing the large infrared radiative loss to space. Between 10 and 40°S, the balance is mainly between the large infrared radiative loss and warming by transport.

Fig. 13 shows separately the contributions to the transport heating by meridional circulation and eddies. The mean meridional circulation cools the atmosphere where the vertical motion is upward, and warms it where the vertical motion is downward, but the winter hemisphere warming greatly exceeds the summer hemisphere cooling because of the difference in the winter and summer static stabilities. The vertical heat flux by transient eddies

Fig. 14. Contributions to the vertically-integrated zonally averaged heat balance.
is upward in the 20°-50°S region, thereby warming the upper layer and cooling the lower layer. In the same latitude zone, downward heat transfer by the stationary eddies produces exactly the opposite effect, cooling the upper layer and warming the lower layer. On the other hand, between 20 and 40°N, the stationary eddies produce a substantial upward heat transfer. In the same region, there is weaker upward heat flux by transient eddies between the upper and middle layers. These properties of the eddy heat fluxes will be used to deduce a qualitative dynamical picture of the eddies.

In Fig. 14, the terms contributing to the vertically-integrated heat balance at each latitude are displayed. Because this is the planetary heat balance, the heat balance of the ground plus atmosphere, convective heating is zero. The net radiation is weakly positive in the tropics and summer subtropics, but strongly negative over the winter polar cap where latent heat release tends to balance it. This balance is not exact, in part because atmospheric temperatures are constrained from falling below the CO₂ frost point. As mentioned in Section 2, this corresponds to an implicit heat source south of 50°S, not shown in Figs. 12-14, and to a small implicit condensed mass storage, not accounted for in the mass balance (precipitation of CO₂ from the atmosphere was not allowed for). Fig. 12 shows that most of this heating occurs in the middle layer. The neglected implicit mass storage
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**Fig. 15.** Flux of absolute angular momentum ($M = a^2 \Omega \cos^2 \phi + au \cos \phi$) by the mean meridional circulation and its components: the condensation flow and the overturning circulation cells.
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**Fig. 16.** Flux of relative angular momentum ($M_r = au \cos \phi$) by the mean meridional circulation and the stationary and transient eddies.
amounts to \(\sim 20\%\) of the storage at the ground, and thus implies \(\sim 20\%\) underestimates of the total CO\(_2\) mass loss rate, rate of pressure fall, and mass flow circulation intensity. This error may have been fortuitously compensated to a large degree by our assumption of unit emissivity for the CO\(_2\) ice-covered surface. Ditton and Kieffer (1979) have shown that the thermal emissivity of CO\(_2\) ice may be quite low, and neglect of this effect could have led to an overestimate of the CO\(_2\) condensation rate by as much as 20\%. The transport contribution to heat balance calculated from Eq. (8) includes both the convergence of the vertically-integrated meridional eddy fluxes of \(h\), and heating by the mean meridional circulation. The heating by the mean meridional circulation is the main contributor to this term in most latitudes, and noise in this quantity is a consequence of the noise in the calculated vertical velocities.

In the simulation, the heat and momentum transports per unit atmospheric mass are very large, and so they control the evolution of the temperature and wind fields. But the total mass of the atmosphere is very small, and so the total, vertically-integrated, meridional heat transport is small. (The total mass in unit column of atmosphere on Mars is almost two orders of magnitude smaller than it is on Earth.) Therefore, the assumption made by Leighton and Murray (1966) was correct, namely, that the formation of the CO\(_2\) polar cap would be controlled almost entirely by the radiation field; and Figs. 10, 11, and 14 show this.

3) **Angular Momentum Balance**

The transport of absolute angular momentum \(M\), like that of \(h\), is accomplished mainly by the mean meridional circulation. Fig. 15 shows the total flux of \(M\) by the mean meridional circulation and its components: flux by the condensation flow and flux by the overturning circulation. The former dominates at all latitudes; the latter arises mainly from correlations between the overturning meridional flow and the mean zonal wind [\(u\)]. Thus the overturning cells transport \(M\) toward the pole in each hemisphere, except in the region 40–55\(^\circ\)S where the thermally-indirect overturning circulation interacts with the eastward vertical wind shear.

The eddies also transport angular momentum. The transports by the stationary and transient eddies are shown in Fig. 16. This figure also shows the transport of relative angular momentum by the mean meridional circulation (condensation flow plus overturning cells); the transport of planetary angular momentum, \(a^2 \Omega \cos^2 \phi\), has been subtracted out. These transports are much smaller than the transport of planetary angular momentum by the condensation flow, which is almost non-existent in the Earth’s atmosphere. There are two regions of convergence of the poleward stationary eddy flux of eastward angular momentum: 35–55\(^\circ\)S and 20–35\(^\circ\)N. Both are regions of maximum eastward wind. Elsewhere there is generally weak flux divergence. This convergence-divergence pattern is consistent with that expected for dissipative stationary waves.
forced by flow over topography. Stationary waves are generated most effectively in regions of eastward zonal winds, since the Rossby wave response can be excited there. As first described by Eliassen and Palm (1960), the energy of the stationary waves flows away from such regions as does westward (negative) angular momentum. This is equivalent to a convergence of eastward (positive) angular momentum into the eastward wind maxima. Held (1975) discusses this process for quasi-geostrophic waves.

The transient eddies, on the other hand, produce maximum convergence of eastward angular momentum between 40 and 50°S, just poleward of the main eastward jet; they produce divergence of eastward angular momentum from the equatorward side of the jet to ~10°S. Near the equator there is angular momentum flux convergence by transient eddies which largely compensates the divergence produced by the stationary eddies in that region. This pattern of angular momentum transport by transient eddies, with the poleward transport maximum at the latitude of the jet, convergence poleward of the jet and divergence equatorward, is similar to that found by Blackmon et al. (1977), and by many earlier investigators, for the mean jet stream region in the Earth’s atmosphere. On the Earth, this distribution is produced by the transient wave cyclones that form in the baroclinically unstable flow on the poleward side of the jet.

Fig. 17 shows the terms contributing to the angular momentum balance of the atmosphere within each latitude belt. Again, residual transience and noise in the sampled output preclude precise balance. The transport term includes the contribution by the mean meridional circulation and the stationary and transient eddies. The mountain pressure torque was evaluated from the distribution of the surface pressure variable \( \pi \), using the relation

\[
\text{Mountain torque} = a \cos \phi \int_0^{2\pi} \pi \frac{\partial \Phi_s}{\partial \phi} d\lambda, \tag{9}
\]

where \( \phi \) is latitude, \( \lambda \) longitude, and \( \Phi_s \) surface geopotential. This term is easily evaluated from the model output, although it is susceptible to sampling error. The pressure torque on the atmosphere is negative where high pressure is correlated with eastward rising slopes. The figure shows that surface friction and pressure torque make large and comparable contributions to balancing the angular momentum transport convergence.

Fig. 18 shows the contributions of the different transport terms to the angular momentum balance. All of them contribute significantly to the maintenance of the winter middle-latitude eastward surface winds, but poleward of 60°S, the eastward winds are maintained only by the condensation flow. The summer hemisphere eastward surface winds are maintained by the overturning circulation and eddies, which oppose the effect of the condensation flow. The eddies, and the stationary eddies in particular, play a somewhat larger role in maintaining the winter hemisphere eastward winds than they did in Paper I.
Fig. 19. Structure of the stationary eddies illustrated with time-averaged vector wind and geopotential perturbations at the 1.87 mb level (upper) and at the 3.45 mb level (lower). The zonally averaged winds and geopotentials have been subtracted. Winds are scaled to maxima of 40.3 m s⁻¹ (upper) and 32.6 m s⁻¹ (lower). Contours are 0.1 geopotential km.

**d. The stationary eddies**

Fig. 19 displays the time-averaged wind and geopotential perturbations, shown as departures from the zonal means at the 1.87 and 3.45 mb pressure levels. The most striking feature is the large-amplitude ridge-trough system in the eastward wind belt of the winter hemisphere. There is a particularly...
prominent ridge near 150°W and trough in Hellas (300°W), with secondary troughs near 50 and 200°W and ridges near 350 and 240°W. These features are only slightly out of phase between the two levels and have comparable amplitudes at both levels. We interpret them as quasi-barotropic waves kinematically forced by the topography. According to Fig. 3, the major ridge in the Tharsis region extends southward along longitude 100°W to ~50°S, and the conservation of potential vorticity in the upslope and downslope flows on the western and eastern sides of this topographic ridge produces the ridge in the velocity field near 150°W and the downstream trough near 45°W. Similarly, the trough and ridge in the flow field, at 300°W and 240°W, are produced by the downslope and upslope flow on the western and eastern sides of the Hellas depression at 290°W. The same process is largely responsible for producing the stationary waves in the lee of the mountain barriers of western North America and east Asia during winter. Note the marked SE-NW tilt of the waves at the upper level between 30 and 50°S, indicative of the poleward momentum flux already discussed.

Fig. 19 also shows another kind of stationary wave system, in the summer hemisphere, located between 15 and 35°N. Its major features are the low-level low-pressure centers over the uplands near 130 and 290°W. The phase of these systems reverses with height so that the convergent cyclonic flow at low levels is replaced by divergent anticyclonic flow aloft. We interpret these as disturbances forced by the thermal influence of topography, similar to the surface lows which develop in summer over the Asian and North American uplands. This system is most prominent in the zone of eastward flow where Rossby wave response is possible.

The stationary wave disturbances in the Southern Hemisphere are qualitatively similar to those obtained by Mass and Sagan (1976) who used a two-level quasi-geostrophic model, and the waves in both hemispheres closely resemble those found by Webster (1977) who used a two-level linearized primitive equation model. We conclude that the nonlinear processes are not crucial for these stationary waves, and their main properties can be understood in terms of linear wave theory. Although the severe vertical truncation inherent in all of these models may distort the results, we do not believe that this is a serious problem. Webster has pointed out that the strong radiative damping which characterizes Mars will smooth out the finer detail in the vertical structure of these waves.

**e. Kinetic energy budget**

We have not made a quantitative evaluation of the kinetic energy budget of the model results, principally because of the difficulty of defining available potential energy in a circulation which is influenced by such large amplitude topography and which has a condensation flow. Nevertheless, we can qualitatively sketch some elements of the conversion between zonal available potential energy (ZAPE), eddy available potential energy (EAPE), zonal kinetic energy (ZKE), and eddy kinetic energy (EKE) for two regions: The region of the topographically-forced stationary waves (20–60°S), and the region of the thermally-forced stationary waves (15–35°N) [see Lorenz (1955) for definitions of these quantities and the conversions between them for an atmosphere with a horizontal lower boundary]. This is indicated schematically in Fig. 20, where the dashed-line arrows indicate the conversions associated with the stationary eddies and the dotted-line arrows the conversions associated with the transient eddies.

Fig. 10 showed that in the region 20–60°S the stationary eddies transport heat against the mean meridional temperature gradient, so that they convert EAPE to ZAPE. They also transport heat downward, thereby converting EKE to EAPE. The transport of momentum is toward the zonal jet, so that the stationary eddies convert EKE to ZKE. This cycle, in which EKE is converted to both EAPE and ZKE, is characteristic of kinematically-forced waves. The only adequate source for the EKE of these waves is the work done by the positive correlation of pressure and vertical velocity on the slopes of the mountains. This is indicated by the dashed arrow entering the EKE box from below. The ZKE generated in this way is removed by mountain pressure torque as well as by surface friction.

In the region 15–35°N, the stationary eddy contributions to the energy cycle are quite different. Fig. 13 showed that the stationary eddy heat transport is upward, so that there is conversion from EAPE to EKE. Momentum transport is toward the eastward wind maximum so that EKE is again
being converted to ZKE (Figs. 16 and 19), and the small horizontal heat transport, is again countergradient (Fig. 10), so that EAPE is being converted to ZAPE, though at a much slower rate than in the south. These processes are characteristic of thermally-driven disturbances. In order to compensate the losses of EAPE in the stationary waves, there must be production of EAPE through radiative and convective processes. This is indicated by the dashed arrow entering the EAPE box, for 15–35°N, from above. The process influencing the ZKE within these restricted domains cannot be adequately isolated because transports across the lateral boundaries are important. However, one influence which does not appear in the terrestrial kinetic energy budget is
significant here: The condensation mass flow can generate or destroy ZKE as a consequence of its Coriolis torque. Thus, in the region 20–60°S, ZKE is being strongly generated within the eastward current by the poleward condensation flow, while between 15 and 35°N, ZKE is being destroyed within the eastward current by the equatorward condensation flow (solid arrows marked C in Fig. 20).

Overall, ZKE is being generated by the thermally-direct overturning circulation north of 40°S, and being destroyed by the thermally-indirect overturning circulation south of 40°S. This leads us to inquire as to what maintains the indirect overturning cell in the southern hemisphere. One can explain the large magnitude of this circulation component as follows: The condensation flow, the stationary eddies, and the transient eddies (to be discussed below) all generate ZKE, but the ZKE in this region must correspond to zonal winds which are in thermal wind balance with the radiatively-imposed temperature distribution and must also provide sufficient angular momentum loss at the surface to balance the angular momentum sources elsewhere at the planet’s surface. If the frictional removal of ZKE is inadequate to satisfy all of these constraints, a strong thermally-indirect circulation, which converts ZKE to ZAPE, will develop to fill the breach. On the basis of this argument, we can see that the magnitude of the indirect circulation is sensitive to our formulation of friction. A source of friction which has been omitted in our model is the interaction of topographically-produced gravity waves with the zonal wind. Observations show that such gravity waves are ubiquitous in Martian middle latitudes during winter (e.g., Briggs and Leovy, 1974). If they provide a significant frictional drag on the zonal wind, they would reduce the magnitude of the thermally-indirect circulation. A secondary consequence would be a weakening of the meridional temperature gradient in this region since the indirect circulation transfers heat away from the pole. This could, in turn, lead to a slight reduction in the CO₂ condensation rate in the outer part of the polar cap zone.

f. Structure and motion of the transient waves

Several effects of the transient waves have already been discussed. The structure and motion of these waves at two constant pressure levels, are illustrated in Fig. 21, which displays departures of the geopotential from a 16 sol time average. Looking, first, at the upper level wind and geopotential fields, (upper panels), we see three moving low-pressure systems south of 20°S. Near 45°S, on sol 56.0, these are located at about 240, 95 and 175°W. They can be seen to move eastward during the sol that follows and in some cases to intensify with time. Comparing the upper and lower panels, we see that these three waves move coherently and that they generally tilt westward with height. This structure is consistent with the previously described poleward and upward transient eddy heat fluxes in the 20–60°S region (Figs. 10 and 13), and we infer that these are the eddies responsible for those heat fluxes, as well as for the transient eddy momentum fluxes (Fig. 16). The phase speed of these waves is \( \sim 15–20 \) m s\(^{-1} \), comparable to the mean
zonal wind in the lower part of the atmosphere. This characteristic, along with the vertical westward phase tilt and the patterns of heat and momentum fluxes, is what is expected of baroclinic waves of the type first analyzed theoretically by Charney (1947) and Eady (1949). As Fig. 21 shows, the wavenumber of these disturbances is about 4–6. In the vicinity of Hellas (45°S, 290°W), there is an intense transient low which moves eastward at first, then appears to regenerate farther west while a portion of the disturbance continues eastward as a rapidly decaying trough (upper panels, sol 56 hour 12 and sol 57 hour 0). This behavior is reminiscent of the behavior of terrestrial traveling waves as they move through the large-amplitude terrestrial standing wave troughs. The weak disturbance near 90°W also appears to be strongly influenced by topography as it crosses the eastern slope of the Tharsis ridge.

The model simulated transient waves can be compared with Viking observations. Fig. 22 shows a time series of pressure and surface wind at the Viking 2 lander site (48°N) during northern winter ($L_s = 250°$) compared with a time series of the surface pressure and meridional wind at $\sigma = 0.89$ from the simulation. Both time series have had diurnal variations removed by application of a 1-sol running mean. The similarity between the two time series is evident. Both show fairly regular pressure oscillations with a predominant period of about 3 sols, and coherent fluctuations of wind and pressure such that falling pressure is correlated with poleward wind, as it is for eastward-traveling waves. The periodicity in pressure appears as a highly significant 3.1-sol spectral peak in the Viking lander 2 observations over a period of more than 100 sols (Ryan et al., 1979; Tillman et al., 1979). The amplitudes of the observed and simulated pressure variations are comparable, with an rms of $\sim 5\%$ of the mean pressure in both cases. The observed 3.1-sol waves have been inferred to have a zonal wavenumber of about 4 and a phase speed $\sim 13$ m s$^{-1}$ (Leovy, 1979; Barnes, 1980). This wavenumber and phase speed agree very well with the corresponding values in the simulation.

The simulation also produces transient waves in the tropics and summer hemisphere. These are primarily the thermally-driven diurnal tides. The spectra shown in Fig. 23 illustrate this. Aside from
considerable red noise, the most prominent feature is the spectral peak in the upper level meridional wind. The amplitude is larger on the equator than at 40°N, and, at both latitudes, the amplitude is greater over upland (120°W) than over lowland (210°W). By integration of this feature over frequency, after subtracting an estimated background noise, we infer a diurnal wind amplitude at 0°N, 120°W, of ~5 m s⁻¹. The longitudinal variation, corresponding to a modulation of the westward-propagating tide as it moves over the upland regions, is evident in individual wind maps. Although we did not expect to obtain many components of the thermally-driven tides at all adequately with a model that has such severe vertical truncation, the simulated tides are in fair agreement, insofar as they can be compared, with those observed by Viking during the relatively clear midsummer conditions (Hess et al., 1977), as well as with the tides derived by Zurek (1976) with his “clear atmosphere” models. To the extent that the trapped external diurnal modes dominate the tidal structure, the model may correctly simulate the tidal characteristics, especially the surface pressure and wind.

The contributions of the transient waves to the energy conversions are also shown schematically in Fig. 20 (the dotted line arrows). In the winter (southern) hemisphere, these waves transport heat poleward and upward, and they transport eastward momentum, on the average, toward the most baroclinically active zone just poleward of the zonal jet. Thus they convert ZAPE to EAPE, EAPE to EKE, and EKE to ZKE, in the manner of classical baroclinic waves. The transient eddy contribution to the total energy cycle in the summer (northern) hemisphere is relatively small, but there is a tendency for these eddies, which are primarily just the diurnal tide, to transport heat down the meridional temperature gradient and upward, (Figs. 10 and 13), and to transport eastward momentum toward the eastward wind maximum (Fig. 16).

4. Concluding remarks

Comparisons between this simulation, the simulation using the model of $I$, the terrestrial atmospheric circulation, and available Martian observations provide some insights into Martian atmospheric processes.

First, comparing this simulation with the results from $I$, we find that the zonally-averaged properties of the atmosphere are insensitive to the specific structure of the model and to the inclusion of the large-amplitude topography. The meridional temperature gradient, the static stability, and the rate of condensation of CO₂ in the winter polar cap are very similar. The zonal and meridional winds have about the same character, although weaker in the equatorial zone in the current calculation, but this is mainly due to the smaller solar flux received by Mars during southern winter compared with northern winter. On the other hand, the large-amplitude topography produces prominent standing waves within the eastward wind belts of both hemispheres, but in both simulations the total eddy kinetic energy is about the same as the kinetic energy of the zonally-averaged flow. In both calculations, the transient eddies of the winter hemisphere are mainly eastward-propagating baroclinic waves, of about wavenumber 4, while those of the tropics and summer hemisphere are mainly westward-propagating diurnal tides.

Comparing the simulation with the earth’s atmosphere, we find that the model’s winter hemisphere circulation is similar in many respects to winter circulation on the earth. The locations of zonal westward and eastward winds at the surface...
Table A1. Band model parameters.

<table>
<thead>
<tr>
<th>Wavelength (µm)</th>
<th>a</th>
<th>b</th>
<th>gs (cm⁻¹)</th>
<th>q₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.316</td>
<td>0.393</td>
<td>0.399</td>
<td>5.04 × 10⁻³</td>
<td>0.397</td>
</tr>
<tr>
<td>1.455</td>
<td>0.402</td>
<td>0.547</td>
<td>4.35 × 10⁻³</td>
<td>0.434</td>
</tr>
<tr>
<td>1.600</td>
<td>0.376</td>
<td>0.607</td>
<td>2.81 × 10⁻³</td>
<td>0.391</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wavelength (µm)</th>
<th>a</th>
<th>b</th>
<th>fs (cm⁻¹)</th>
<th>ds (cm⁻¹)</th>
<th>q₇</th>
<th>q₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.020</td>
<td>0.445</td>
<td>0.711</td>
<td>1.51 × 10⁻¹</td>
<td>1.16 × 10⁻¹</td>
<td>−0.060</td>
<td>0.496</td>
</tr>
<tr>
<td>2.759</td>
<td>0.396</td>
<td>0.668</td>
<td>6.83 × 10⁻²</td>
<td>6.81 × 10⁻¹</td>
<td>−0.215</td>
<td>0.509</td>
</tr>
<tr>
<td>4.301</td>
<td>0.551</td>
<td>0.745</td>
<td>1.06</td>
<td>2.40 × 10⁻¹</td>
<td>0.444</td>
<td>0.211</td>
</tr>
<tr>
<td>14.93</td>
<td>0.323</td>
<td>0.566</td>
<td>1.53 × 10⁻¹</td>
<td>5.44 × 10⁻¹</td>
<td>−0.256</td>
<td>0.879</td>
</tr>
</tbody>
</table>

* The parameters given in this table for weak and strong bands are used in Eqs. (A1) and (A2) with E, W and P having units of cm⁻¹, cm-sec, and mb respectively. Allowance has been made for the larger self broadening of CO₂ than the amount of pressure broadening by N₂.

and aloft are very similar, although the calculation for Mars produces a stronger eastward mean jet stream. The qualitative differences in the summer wind distributions seem to be a straightforward consequence of the absence of Martian oceans. Baroclinic waves develop in the region of strong poleward temperature gradient, as in the earth's atmosphere, but the wavenumber is somewhat smaller and the waves are more regular in the Mars simulation. This may be a consequence of the much larger static stability which develops in the winter subpolar region of the model. The Mars simulation shows topographically-forced waves of two kinds: mechanically-forced waves in winter in the region of eastward flow, and thermally-forced waves in summer, also with maximum amplitude in the region of eastward flow. These are analogous to the quasi-stationary Rossby waves which are topographically-forced in the terrestrial winter mid-latitudes, and the thermally-forced continental plateau circulations which form in summer in the subtropical latitudes on earth. The mechanical forcing of the winter waves in the Martian simulation produces a conversion of eddy kinetic energy to eddy available potential energy, and a conversion of eddy available potential energy to zonal available potential energy which is not as clearly evident on earth.

The mean meridional circulation dominates in the transports of heat and momentum in the Martian atmosphere at high latitudes as well as low latitudes. This is mainly a consequence of the condensation flow, a uniquely Martian atmospheric process, but the simulation also generates overturning meridional circulations that are stronger than those observed on earth. We do not think that this is a model-dependent result. The momentum and heat balance requirements can be satisfied with a more intense zonally symmetric circulation on Mars because of the stronger thermal forcing (Held and Hou, 1980).

Where comparisons can be made between the model results and observations of the Martian atmosphere, the agreement is good. The meridional temperature gradient as a function of latitude and height, and the large static stability and high-level temperature maximum near the edge of the condensing CO₂ polar cap are observed features which are reproduced by the model. The rate of condensation of CO₂ in the winter cap and the equatorward boundary of the condensing cap which are produced by the model are also in general agreement with the observations, although the very precise agreement found may be fortuitous. We conclude, however, that the polar cap heat balance is radiatively controlled and that in the absence of heavy dust loading, atmospheric heat transport plays a minor role in the polar cap heat balance.

The baroclinic waves generated by the model have periods, wavelengths, amplitudes, and phase-speeds which are in close agreement with those of the waves measured during winter at the Viking 2 site, and we therefore infer that the observed waves also arise from baroclinic instability. The regular nature of the calculated and observed Martian baroclinic waves is somewhat similar to what is seen in some rotating tank experiments, particularly the one of Fultz and Spence (1977), in which steady wave regimes and regularly vacillating wave regimes are produced in a cylindrical tank without a central core. The experimental feature which was required to obtain these regimes was a large static stability in the upper part of the fluid. We have seen that this is a characteristic of both the simulated and observed Martian temperature fields at midlatitudes during winter. The very large static stability near the edge of the winter polar cap, as well as the strong radiative damping may particularly favor such a regime.

We are unable to make observational comparisons of the stationary waves generated by the model. That could be done with observations from a low polar orbiter which carried an atmospheric thermal sounder, or from a network of observing stations on the surface.

The principal discrepancy between the simulation and observations is the much lower static stability of the tropics and summer hemisphere. This makes the dynamically active region of strong horizontal temperature gradients only about ½ as deep in the model calculations as on the true planet. This is undoubtedly a direct consequence of our neglect of dust heating in the model.
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Table A2. Values for sundry parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂ band parameter</td>
<td>̇c</td>
<td>0.606</td>
<td>see Eq. (A4)</td>
</tr>
<tr>
<td>CO₂ band parameter</td>
<td>̇q</td>
<td>0.405</td>
<td><em>ibid.</em></td>
</tr>
<tr>
<td>Latent heat of CO₂</td>
<td>L</td>
<td>5.9 × 10⁴ J kg⁻¹</td>
<td></td>
</tr>
<tr>
<td>Gas constant for CO₂</td>
<td>R</td>
<td>189 J kg·K⁻¹</td>
<td></td>
</tr>
<tr>
<td>Acceleration of gravity</td>
<td>g</td>
<td>3.72 m s⁻²</td>
<td></td>
</tr>
<tr>
<td>Specific heat at constant pressure</td>
<td>̇cₚ</td>
<td>736 J kg·K⁻¹</td>
<td></td>
</tr>
<tr>
<td>Average temperature</td>
<td>T</td>
<td>200 K</td>
<td></td>
</tr>
<tr>
<td>Thermal diffusivity</td>
<td>κₚ</td>
<td>7.70 × 10⁻⁴ m² s⁻¹</td>
<td><em>ibid.</em></td>
</tr>
<tr>
<td>Thermal inertia parameter</td>
<td>Iₚ</td>
<td>270 J (m²·S⁻¹·K⁻¹)</td>
<td></td>
</tr>
<tr>
<td>Critical Richardson number</td>
<td>Riₚ</td>
<td>1</td>
<td>Eq. (A17)</td>
</tr>
<tr>
<td>Richardson number adjustment time scale</td>
<td>τₚ</td>
<td>2 × 10⁴ s</td>
<td>Eq. (A17)</td>
</tr>
<tr>
<td>Time scale for smoothing subsurface temperature</td>
<td>tsmooth</td>
<td>0.2 sol</td>
<td></td>
</tr>
<tr>
<td>Tropopause pressure</td>
<td>pₚ</td>
<td>1 mb</td>
<td></td>
</tr>
<tr>
<td>Visual optical depth of polar hood</td>
<td>̇r</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Mean radius of particles in the polar hood</td>
<td>r</td>
<td>2 × 10⁻⁶ m</td>
<td></td>
</tr>
<tr>
<td>Scattering asymmetry parameter</td>
<td>2β</td>
<td>0.164</td>
<td></td>
</tr>
<tr>
<td>Radius of Mars</td>
<td>a</td>
<td>3.393 × 10⁶ m</td>
<td>see Eq. (A8)</td>
</tr>
<tr>
<td>CO₂ ice albedo</td>
<td>Aₚ</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>
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APPENDIX

Details of Heating and Friction Algorithms

The equivalent widths of the near IR and 15 μm bands of CO₂, \( E(w, p, T) \), were represented empirically as functions of absorber path length \( w \) (atmos-cm), pressure \( p \) (mb), and temperature \( T \) (K), by one of the following formulas:

\[
E(w, p, T) = g_0(T/\bar{T}_0)^{αw}p^α, \tag{A1}
\]

appropriate for the weaker bands, or

\[
E(w, p, T) = d_0(T/\bar{T}_0)^{αw} \ln[1 + f_0(T/\bar{T}_0)^{αw}p^α], \tag{A2}
\]

appropriate for the stronger bands, by fitting the parameters \( α \) and \( β \) and either \( g_0 \), \( q_0 \), \( p_0 \), \( q_0 \), \( f_0 \), and \( f_0 \) to the data of Howard et al. (1955) and Burch et al. (1962). The resulting parameter values are given in Table A1. The fractional amount of solar energy absorbed by CO₂ above the level at which the pressure is \( p_0 \), \( S(p_0) \), can be written

\[
S(p_0) = \frac{1}{n} \sum_{i=1}^{n} E_iF_i/F_{tot}, \tag{A3}
\]

where \( F_i \) is the incident solar irradiance in band \( i \), and \( F_{tot} \) the total incident solar irradiance. In applying this formula, the Curtis Godson approximation was used to replace the pressure in (A1) or (A2) (i.e., \( p \) was set equal to \( p_0/2 \), and the pressure-weighted mean temperature \( T \) replaced temperature). The near IR bands were combined into a single effective band by setting \( q_0 = 0 \), introducing an average temperature coefficient \( ̇q \) for \( q_0 \), an average value of \( b/(a + b) = ̇c \), and linearizing about a standard temperature \( T_1 = 200 \) K. \( S \) was then a function of a single parameter, i.e.,

\[
\hat{p} (mb)
\]

![Fig. A1. Dependence of fractional solar absorption \( S \) on scaled pressure \( \hat{p} \).](image-url)
\[ \dot{p} = p_b \left[ 1 + \tilde{q} \left( \frac{T - T_1}{T_1} \right) \right] / (2\mu)^2, \quad (A4) \]

where \( \mu \) is the cosine of the solar zenith angle. Values of \( \tilde{q} \) and \( \tilde{c} \) are included in Table A2; Fig. A1 illustrates the dependence of \( S \) on \( \dot{p} \). Solar heating of each layer was obtained by differencing the fluxes at the layer boundaries. The solar flux at the ground, \( F_s \), in Eq. (3) of the text, was evaluated by applying Eq. (A3) at the lower boundary.

In order to evaluate the contributions of the 15 \( \mu \)m band radiation to net heating and to \( F_{\text{for}} \), the 15 \( \mu \)m band contribution to downward flux at pressure level \( p \) was evaluated from

\[ F_{\text{for}}(p) = 2\pi \left[ B(T_s)E^*_\text{top} - \int_{B_p}^{B_{\text{top}}} E^* dB \right. \]
\[ + \left. B(T_p)[E^*_\text{top} - E^*_\text{top}] \right], \quad (A5) \]

where \( B \) is the Planck Function at the center of the 15 \( \mu \)m band, \( E^* \) is the equivalent width for diffuse radiation with \( E^*_\text{top} \) being the value corresponding to the path between the tropopause and pressure level \( p \), and \( E^*_\text{top} \) the value for the path between the top of the atmosphere and pressure level \( p \). In (A5) it has been assumed that the stratosphere is isothermal at temperature \( T_r \). Similarly, the 15 \( \mu \)m band upward flux at \( p \) is

\[ F^\uparrow_{\text{for}}(p) = 2\pi \left[ B(T_o)E^*_s - \int_{B_p}^{B_{\text{for}}} E^* dB \right. \]
\[ + \left. B(T_c)[\Delta \nu/2 - E^*_s] \right], \quad (A6) \]

where \( T_s \) is the extrapolated surface atmospheric temperature, \( E^*_s \) applies to the path between the ground and pressure level \( p \), and \( \Delta \nu \) is the effective \( \text{CO}_2 \) band width. Note that the value of \( \Delta \nu \) does not contribute directly to \( F^\uparrow_{\text{for}} \) or to heating, however. \( E^* \) was evaluated using (A2), the 15 \( \mu \)m band parameters in Table A1, and the approximation

\[ E^* = \int_0^1 \mu E(\mu) d\mu = \bar{\mu} E(\bar{\mu}), \quad (A7) \]

with \( \bar{\mu} \) set equal to 0.488, a value obtained by optimizing the approximation (A7) in comparison with numerical integrations over \( \mu \). The integrals in (A5) and (A6) were approximated by

\[ \int E^* dB = \sum E^*_j \Delta B_j, \]

where \( E^*_j \) corresponds to the path between the midpoint of layer \( j \) and pressure level \( p \), and \( \Delta B_j \) is the difference between the Planck functions corresponding to temperatures at the boundaries of layer \( j \). Evaluation of these temperatures is described below.

The contribution of ice clouds to thermal infrared flux was evaluated using an ice-cloud emissivity

\[ e(T) = \int_0^1 \frac{B(\nu)[1 - \exp(-\tau \nu/\mu)] d\nu d\mu}{\sigma T^4/2\pi}, \quad (A8) \]

where

\[ \nu = (1 - \tilde{\omega}_0)^{1/2}(1 - \tilde{\omega}_0 + 2\beta \tilde{\omega}_0)^{1/2} \]

is the optical depth scaling factor from the two-stream approximation (Sagan and Pollack, 1967), expressed in terms of single scattering albedo \( \tilde{\omega}_0 \), and asymmetry parameter \( 2\beta \). These quantities, and the infrared optical depth \( \tau \), were evaluated as described in the text assuming optical depth of the cloud in the visible equaled 1.0, a value estimated from the visual appearance of surface features through polar hood clouds, and brightness variations associated with the clouds (Briggs and Leovy, 1974). The numerator of (A8) was evaluated over the entire
infrared spectrum exclusive of the 15 μm band (480–860 cm⁻¹). Fig. A2 shows \( e(T) \) versus visible optical depth. The emissivity curve for 180 K was used, and emissivity averaged ~0.13 for the entire column. The ice cloud contributions to upward and downward fluxes were evaluated from the summations over layers

\[
F_{\text{ice}}(p) = \sum_j e_j \sigma T_j^4, \tag{A9}
\]

\[
F_{\text{ice}}^\dagger(p) = \sum_j e_j \sigma T_j^4 - \sigma T_\theta^4 \sum_j e_j. \tag{A10}
\]

Eqs. (A4), (A5), (A9), and (A10) were used to evaluate the net infrared fluxes at the interfaces between layers, at the surface, and at the top of the atmosphere \((p = 0)\). These were differenced and divided by the layer masses to obtain the thermal infrared contribution to net layer heating, and (A4) and (A9) evaluated at \( p = p_s \) were used to obtain \( F_{\text{ln}}^\dagger \) in Eq. (2) of the text. Note that the upper layer for this radiative calculation as well as for the solar absorption includes both the upper model layer and the dynamically inert "stratosphere."

For both the radiative and convective calcula-
Table A3. Values of the heat exchange ($c_h$) and friction ($c_f$) coefficients for unstable boundary layers.

<table>
<thead>
<tr>
<th>Bulk Richardson number</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>$c_h$</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>$c_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$2 \times 10^{-3}$</td>
<td>$1/45$</td>
<td>0</td>
<td>$2 \times 10^{-3}$</td>
<td>$1/45$</td>
<td></td>
</tr>
<tr>
<td>$2 \times 10^{-1}$</td>
<td>$2 \times 10^{-1}$</td>
<td>$1/40$</td>
<td>1</td>
<td>$10$</td>
<td>$1/35$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>300</td>
<td>$1/33$</td>
<td>80</td>
<td>300</td>
<td>$1/20$</td>
</tr>
</tbody>
</table>

* The factor $(\delta T/\rho w)$ is a value appropriate under conditions of free convection, where $\delta T$ is the free convection 'velocity,' $\rho$ is the density, $w$ is the wind speed, and $T$ is the temperature. The parameters $w$, $\kappa$, $g$, $\beta$, $T_0$, and $\theta_c$ refer to the average wind speed, thermal diffusivity of the air, the Martian surface, acceleration of gravity, average temperature, instantaneous ground temperature, and potential temperature of the PBL, respectively.

It was necessary to have temperature values at the layer boundaries, including the tropopause and the surface. For the two internal boundary layers (levels 2 and 4, see Fig. 1), the convective potential temperature was assumed to vary linearly in log pressure between the interface between the two lowest layers and the tropopause, with the variation specified by the potential temperatures evaluated from the two upper layer mean temperatures and pressures. The surface atmospheric temperature was then obtained by linear extrapolation of the potential temperature evaluated as described above at the interface between the two lowest layers and potential temperature at the midpoint of the lowest layer. This procedure emphasized variations in temperature near the ground.

In order to describe the convective heating algorithm, let $\theta_1$, $\theta_2$, and $\theta_3$ be the potential temperatures of the three layers, and $\theta_0$, $\theta_2$, and $\theta_3$ be the potential temperatures of the tropopause, the two internal interfaces, and the atmosphere at the surface, respectively. The atmosphere was first convectively adjusted, with the potential temperature of the adjusted pair or triplet of layers designated $\theta_c$. In the case of an unstable surface layer ($T_0 > T_h$), a convective layer was assumed to exist with potential temperature $\theta_c$ and top pressure $P_c$, with $\theta_c$ the convectively adjusted potential temperature of the lowest layer. Pressure $P_c$ was then determined by the following rules: (i) if $\theta_c < \theta_0$, $P_c = P_3$, and $\theta_c = (\theta_3 + \theta_0)/2$; (ii) if $\theta_c < \theta_2 < \theta_0$, $P_c$ was determined by upward extrapolation of $\theta_c$ into the middle layer in such a way as to leave the internal energy content of that layer unchanged; (iii) if $\theta_2 < \theta_c < \theta_3$, $P_c$ was determined by upward extrapolation of $\theta_c$ into the top model level in such a way as to leave the internal energy content of that layer unchanged; (iv) if $\theta_c > \theta_1$, $P_c = P_f$. Convective adjustment and the determination of $P_c$ and $\theta_c$ are illustrated in Fig. A3. Note that this procedure allowed only the value of $P_c = P_3$ for case (i), but because the lower layer was sufficiently thick, this was not a severe drawback.

The surface stress and heat flux were evaluated as follows. The magnitude of the surface stress was given by

$$\tau = \rho_u u_w^2,$$

where $\rho_u$ was surface atmospheric density, and

$$u_w = c_f \bar{w}_w,$$

for wind speed $\bar{w}_w$ of the lowest layer. Table A3 gives values of $c_f$ used for unstable conditions, expressed in terms of the boundary-layer bulk Richardson number,

$$R_i = R(\theta_c - T_0) \ln(P_s/P_c)/\bar{w}_w^2,$$

where $R$ is the gas constant for CO$_2$. For stable cases, the prescription

$$c_f(\text{stable}) = \left\{ \begin{array}{ll}
\frac{1}{45}, & 0.0 \leq R_i \leq 0.05 \\
\frac{1}{45}(1 + c_h(20 R_i - 1))^{-1}, & R_i > 0.05.
\end{array} \right. \quad (A13)$$

The surface heat flux was given by

$$F_{\text{conv}} = -c_p \rho_u u_w c_h(\theta_c - T_0), \quad (A14)$$

where $c_p$ is the heat capacity at constant pressure. For unstable conditions, values given in Table A3 were used for $c_h(R_i)$. For stable conditions, $c_h$ was simply set equal to 1.28$c_f$.

Richardson number adjustment between two layers (say layers 3 and 5) was governed by the Richardson number

$$R_i = R \ln(p_3/p_5) \frac{\bar{\omega}_3 + \bar{\omega}_5}{2 \bar{w}_3} \left( \frac{\theta_3 - \theta_5}{\bar{w}_3 - \bar{w}_5} \right)^2, \quad (A15)$$

where $\omega_i$ is the $i$th layer wind, $\bar{\omega}_i$ is the factor used to convert potential temperature to temperature in the $i$th layer ($\bar{\omega}_i = [p_i/p_3]^{1/2}$). $\kappa = R/c_H$. When $R_i < 1$ and $\theta_0 > \theta_3$ the following replacement formulas were used:

$$\begin{align*}
\bar{v}_3' &= v_3 + \Delta v M_3/M_3 \\
\bar{v}_5' &= v_5 - \Delta v
\end{align*} \quad (A16)$$

where

$$\Delta v = \frac{\Delta t}{\tau_R} \left[ 1 - (R_i^{1/2}) \right] \times \left[ 1 + M_3/M_3 \right]^{-1} [v_3 - v_5]. \quad (A17)$$

Here $\Delta t$ was the time step, $\tau_R = 2 \times 10^4$ the adjustment time, $R_i = 1.0$ the critical Richardson num-
ber, and $M_3$ and $M_5$ were the masses per unit area of the layers. When $\theta_3 < \theta_5$,
\[ \Delta v = M_3(v_3 - v_5)/(M_3 + M_5). \]  
(A18)

Table A2 lists the additional input parameters used in the simulation.
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