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ABSTRACT

The influence of large-scale advective cooling and/or moistening on the quasi-equilibrium behavior of simulated, tropical oceanic cumulus ensembles is examined in this study. Two sensitivity simulations are performed by imposing time varying/invariant large-scale advective cooling effects and time invariant/varying large-scale advective moistening effects. The results are compared with a control simulation performed with both large-scale advective cooling and moistening effects that are time varying.

It is found that the generalized convective available potential energy (GCAPE) tendency is almost one order of magnitude smaller than the GCAPE production in all simulations. This indicates that the quasi-equilibrium assumption of Arakawa and Schubert is well justified. The higher-order behavior of quasi-equilibrium cumulus ensemble is then examined. It is found that the GCAPE variations are nearly equally contributed by temperature and water vapor variations in the control simulation. In the sensitivity simulations, they are mainly contributed by the temperature (water vapor) variations even though the imposed large-scale advective cooling (moistening) is time invariant. A significant finding of this study is that there is a negative lag correlation between GCAPE and the intensity of cumulus convection. The lag corresponding to the largest negative correlation ranges from 1 to 5 hours in various simulations. The existence of a negative correlation and the maximum lag of a few hours is independent of the character and period of the imposed large-scale advective forcing. The maximum lag can be interpreted as the adjustment timescale from disequilibrium to quasi-equilibrium states in the presence of time-varying large-scale forcing.

1. Introduction

The roles of cumulus convection on influencing the behavior of large-scale circulations are well known. For example, cumulus convection transports moisture, momentum, and energy; releases latent heat; and produces precipitation (e.g., Riehl and Malkus 1958). The effects of cumulus convection on large-scale circulations operate on small horizontal scales and thus cannot be resolved with the conventional grid size (~500 km) of large-scale models. Therefore, the collective effects of subgrid-scale cloud processes have to be parameterized in terms of the prognostic variables of resolvable scale. This is the problem of cloud parameterization, which includes formulations of i) convective-scale transports, ii) stratiform precipitation, and iii) cloud–radiation interactions. A quantitative understanding of the basic physical processes and macroscopic behavior of cloud ensembles is essential in order to address this problem.

One of the key issues in understanding the basic physical processes of cumulus convection is what controls/regulates the intensity of cumulus convection. One of the earliest views is that moisture convergence causes cumulus convection. This was based on the observations that deep convection over the tropical oceans is always accompanied by synoptic-scale convergence at low levels. This view was elevated into the theory of CISK (conditional instability of the second kind) for hurricane development whereby large-scale and convective-scale circulations cooperate (Charney and Eliassen 1964). It was later incorporated into the Kuo cumulus parameterization (Kuo 1965, 1974), which assumed that the amount of convection is related to the total column-integrated moisture convergence. As recently argued by Raymond (1995), such an observed relationship does not necessarily imply that the intensity of cumulus convection is controlled by the large-scale convergence. Based on the mass balance, the temporal fluctuations in convective mass flux and large-scale convergence are well correlated regardless of the ultimate cause of cumulus convection because the clear-air subsidence does not fluctuate much.

An alternative view was established in terms of the convective instability, that is, an assumption on the approximate balance between the generation of convective instability by large-scale processes and its destruction due to cumulus convection itself (Manabe and Strickler...
1964; Arakawa 1969; Arakawa and Schubert 1974; Lord and Arakawa 1980). If the timescale of large-scale processes is significantly greater than the adjustment timescale, which is the time required for convective-scale processes to reduce convective instability to zero in the absence of large-scale forcing, then the intensity of cumulus convection is controlled by the rate of generation of convective instability due to large-scale processes. This balance does not explicitly determine the quasi-equilibrium state. Instead, it puts a constraint on both temperature and water vapor mixing ratio profiles so that convective instability is minimized (Arakawa and Schubert 1974; Arakawa and Chen 1987).

A third, although relatively new, view is the boundary-layer equilibrium proposed by Raymond (1995), who ignored everything except the boundary layer. It differs from quasi-equilibrium thinking in that the convective available potential energy (CAPE) of a surface parcel rising through the free troposphere no longer enters directly into the equilibrium process. Such an equilibrium is controlled by the balance between surface enthalpy fluxes and input of low-enthalpy air into the subcloud layer (SCL) by convective downdrafts. Raymond (1995) further argued that cumulus convection is typically controlled by the buoyancy difference between the boundary layer parcel and the environmental air just above the boundary layer. Although there is some observational evidence from the TOGA COARE (Tropical Oceans Global Atmosphere Coupled Ocean–Atmosphere Response Experiment: Webster and Lukas 1992), the observations are not used by Raymond (1995) to demonstrate such a balance for an ensemble of clouds over a large-scale domain. Instead, the arguments are based upon the behavior of individual clouds and their SCL properties.

The present study is aimed at further understanding the quasi-equilibrium behavior of cumulus convection by examining the relationship between CAPE and the intensity of cumulus convection and by exploring the relative importance of large-scale thermal destabilization and moisture convergence.

The existence of quasi equilibrium between convective-scale and large-scale processes has been extensively examined with observational and numerically simulated datasets (e.g., Lord and Arakawa 1980; Grell et al. 1991; Xu and Arakawa 1992). Such a quasi equilibrium does allow that convective instability of the atmosphere, which is a function of the lapse rate and the available moisture, changes with time as long as its rate of change is much smaller than the rate of generation by large-scale processes. In fact, observations showed that convective instability varies with time (e.g., Thompson et al. 1979; Williams and Renno 1993; Stevens et al. 1997). Such variations can have an impact on the intensity of cumulus convection. The relationship between the intensity of cumulus convection and the convective instability is termed as the higher-order behavior of cumulus ensembles in this study.

Observations from the GARP (Global Atmospheric Research Program) Atlantic Tropical Experiment (GATE: Kuettner and Parker 1976) indicated that there is a negative correlation between CAPE and the radar-observed surface precipitation rate for composited easterly waves (Thompson et al. 1979). Cheng and Yanai (1989) and Wang and Randall (1994) showed that CAPE accumulates before cumulus convection begins during GATE Phase III and that CAPE reaches its minimum after the time of maximum surface precipitation. Cheng and Yanai (1989) attributed this phase relationship to the coupling between thermodynamic and dynamic fields in the environment of organized cumulus convection. This phase relationship provides direct evidence that the adjustment timescale is finite. Then, how long is the adjustment timescale under different large-scale advective processes? The answer to this question is important because there has been a trend to relax the quasi-equilibrium assumption in cumulus parameterizations (e.g., Betts and Miller 1986; Emanuel 1991; Moorthi and Suarez 1992; Randall and Pan 1993). Because of the coarse temporal resolutions of the observational datasets (e.g., 3 h for GATE and 6 h for TOGA COARE), such a question can only be addressed with a modeling approach using a cloud ensemble model (CEM) that explicitly resolves individual clouds but covers a large horizontal area.

Another issue of considerable debate is the relative importance of large-scale thermal destabilization and moisture convergence in forcing convection (e.g., Kuo 1965, 1974; Arakawa and Schubert 1974; Xu and Arakawa 1992) because both tend to increase the convective instability. In nature, convection is simultaneously forced by both thermal destabilization and moisture convergence so that it is difficult to separate their effects. Therefore, using a CEM as a tool, this study is also designed to explore the relative roles of thermal destabilization and moisture convergence in forcing convection and in changing the thermodynamic structure of the atmosphere.

2. Numerical simulations

The two-dimensional (x and z) UCLA CEM (Krueger 1988) is used in this study. The details of the model have been described in earlier studies (e.g., Krueger 1988; Xu and Krueger 1991; Xu et al. 1992; Xu and Randall 1995b, 1996). Briefly, the CEM is based on the anelastic system of dynamical equations with the Coriolis acceleration. It includes physical parameterizations of 1) a third-moment turbulence closure (Krueger 1988), 2) a three-phase bulk cloud microphysics (Lin et al. 1983; Lord et al. 1984; Krueger et al. 1995), and 3) an interactive radiative transfer (Harshvardhan et al. 1987; Xu and Randall 1995a).

To achieve the objectives outlined in section 1, three idealized simulations were performed in this study. The designs of three simulations, Ctrl, McT, and TcM, are iden-
tical except for ways of prescribing large-scale advective cooling and moistening effects in each simulation. In the control simulation, Ctrl, both large-scale advective cooling and moistening effects, identical to the GATE Phase III means, are assumed to vary periodically with time (t), according to the following function:

$$f(t) = \left[1 - \cos(2\pi t / T)\right]/2,$$

where T is the period of the time variation. This is chosen to be 27 h, as in Xu et al. (1992) and Xu and Randall (1995b). This period was chosen to avoid the diurnal cycle. Ctrl is identical to simulation I04 in Xu and Randall (1995b), which was used to examine cloud–radiation interaction mechanisms, except for the slightly different microphysics parameterization. That is, the final version of the modifications by Krueger et al. (1995) was not used in Xu and Randall (1995b) but is used in the present study. The results of Ctrl (see section 3) and I04 are, however, extremely similar.

In sensitivity simulations McT and TcM, only one type of large-scale advective effects is allowed to vary with time. The other component is assumed to be time invariant. The magnitude of the time-invariant advective cooling/moistening is half of the maximum value or time mean value over a 27-h cycle used in Ctrl. More specifically, McT is identical to Ctrl except for using time-invariant large-scale advective cooling, while TcM is identical to Ctrl except for using time-invariant large-scale moistening. In all simulations, the large-scale advective effects are imposed on the model grid points, uniformly in x.

The remaining aspects of the simulations are identical to those described in earlier studies with the UCLA CEM, especially simulation I04 in Xu and Randall (1995b). Only interactive longwave radiative transfer is used in all simulations described above so that the dominant periodic variation of the simulated cumulus ensembles is due to the externally imposed large-scale advective effects. There is no shear in the imposed geostrophic wind profile, which is used to prescribe the y component of the pressure gradient. It should be noted that the x-component wind profile does not change much with time except for small variations associated with the inertial oscillations. As in Xu et al. (1992), the Coriolis parameter for 15°N is used in all simulations. Each simulation was run for 19 days of physical time with a time step of 10 s. The domain size is 512 km, with a horizontal grid size of 2 km. Periodic lateral boundary conditions are used. The vertical coordinate is stretched to give finer resolution near the surface, with 33 layers. The underlying surface is an ocean with a fixed sea surface temperature of 299.9 K.

3. Results

a. Time evolution of thermodynamic fields

Figure 1a shows the time evolution of domain-averaged precipitable water for all three simulations described in section 2. A 1-h average is applied to all variables from data saved every 5 min except for those variables shown without being taken an ensemble average (described later). A 3-h average is used to give a smoother time series plot. As shown in Fig. 1a, the precipitable water in the control simulation decreases gradually in the first five days and then oscillates around 47 kg m⁻², which is 5 kg m⁻² lower than in the initial state. The column temperature undergoes a similar evolution (Fig. 1b), with an average value of 260.4 K for the last nine days, which is also slightly lower than the initial value of 261.1 K. The lower precipitable water and column temperature are related to the absence of solar radiation. Without solar radiation, the column temperature is lower, that is, more unstable, which increases the intensity of cumulus convection. More precipitable water is converted to precipitation as a result of stronger convection.

The time evolution of precipitable water and column temperature in McT and TcM (Fig. 1) is extremely similar to that in Ctrl. A noticeable feature is that the fluctuations around the mean values (dashed-dotted lines in Fig. 1) are almost out of phase between McT and TcM. The magnitudes of these fluctuations are approximately 1.5 kg m⁻² and 0.5 K. This can be more clearly seen from the temporal evolution of their ensemble mean deviations from the 19-day means (Fig. 2).

The ensemble average is defined with respect to the phase of large-scale advective forcing (Xu et al. 1992). Even though one component of the advective forcing does not change with time in the sensitivity simulations, the large-scale forcing in terms of the generalized CAPE (GCAPE) production (Wang and Randall 1994) indeed follows the phase of the time-varying component of the advective forcing (Fig. 3). The GCAPE production shown in Fig. 3 includes contributions from the radiative cooling and the surface turbulent fluxes, in addition to the imposed large-scale advective forcing. Data from the first 13 h of each simulation are excluded in all ensemble-averaged variables, due to the initial adjustment (see Fig. 1).

The most interesting result shown in Fig. 2 is that the temporal variations of the precipitable water and column temperature in Ctrl are almost out of phase with each other. The amplitudes of the variations are much smaller than those in the sensitivity simulations. These results can be explained with the column dry static energy (σ) and moisture (q) budgets:

$$\left\langle \frac{\partial \sigma}{\partial t} \right\rangle = \left\langle \frac{\partial \sigma}{\partial t} \right\rangle_{\text{dry}} + \langle Q_R \rangle + H_s + LP, \quad (2)$$

$$L \left\langle \frac{\partial q}{\partial t} \right\rangle = L \left\langle \frac{\partial q}{\partial t} \right\rangle_{\text{dry}} - LP + LE, \quad (3)$$

where the angle brackets denote the vertical mass integrals from the bottom to the top of the atmosphere,
Figure 1. Time sequence of the domain-averaged (a) precipitable water and (b) column temperature for simulations Ctrl, McT, and TcM. The horizontal dashed-dotted lines indicate the averaged value over the last nine days of the simulations.

$Q_r$ is the radiative heating rate, $E$ is the surface evaporation rate, $P$ is the surface precipitation rate, $H_s$ is the surface sensible heat flux, and $L$ is the latent heat of vaporization. The subscript “ls” denotes the large-scale advective effects. In Ctrl, the negative correlation between column temperature and precipitable water is related to the temporal fluctuations of $P$ around its perfectly balanced values because of the temporal coherence of the imposed advective cooling and moistening effects. In McT and TcM, the large-scale advective cooling and moistening effects are not temporally coherent; one of them is time invariant. Thus, the time-change rates of column temperature and precipitable water have to be larger than in Ctrl in order to satisfy the budget requirements.

As mentioned earlier, the temporal evolution of the precipitable water (column temperature) in McT is out of phase with that in TcM, which can also be explained by the budget requirements. However, in either McT or TcM, the temporal evolution of column temperature is almost in phase with that of precipitable water except for small phase shifts. The phase difference suggests a weakly negative correlation between column temperature and precipitable water. The negative correlations in all simulations can be more clearly seen from scatter diagrams of the deviations without the ensemble averaging (not shown), in agreement with the TOGA COARE observations (not shown).

Nevertheless, the surface precipitation rates respond to the imposed large-scale advective forcing similarly among the simulations (Fig. 4). Note that the time series of the variables shown in Fig. 4 is smoothed using the adjacent values with a weighting function of (0.25, 0.5, 0.25) before taking an ensemble average. No smoothing is applied to any other variable.] The differences among the simulations are generally subtle though not negligible. The surface precipitation rate in Ctrl shows a strong modulation of cumulus convection by imposed large-scale advective forcing, with a single peak occurring between 13 and 14 h (Fig. 4a). Note that the large-scale advective forcing varies sinusoidally from zero at 0 h to maximum at 13.5 h and then to zero at 27 h (see Fig. 3). The major peaks in TcM and McT also occur later than in Ctrl, at 15 and 17 h, respectively, suggesting that cumulus convection responds to changes in thermal destabilization more quickly than to those in moisture convergence. This will be further examined in section 3c. On the other hand, the surface evaporation rates (Fig. 4b) are not strongly modulated by the imposed large-scale forcing and are similar among the simulations.
In summary, the simulated precipitable water and column temperature from the three simulations exhibit rather strong similarity on the long-term behavior but exhibit less similarity on the short-term behavior, due to the different short-term variations of the imposed large-scale advective forcing. Therefore, these three simulations can be regarded as one physical system with different short-term variations.

b. Quasi-equilibrium behavior of simulated cumulus convection

It should be emphasized here that the GCAPE tendency is about one order of magnitude smaller than the GCAPE production in all simulations (Fig. 3). The latter is equivalent to the large-scale forcing defined by Arakawa and Schubert (1974). Thus, the quasi-equilibrium assumption is well justified, based on the results shown in Fig. 3. On the other hand, the GCAPE production varies little as the imposed large-scale moistening effect varies. This suggests that the GCAPE production is largely contributed by thermal destabilization rather than moisture convergence. This is consistent with Xu and Arakawa (1992), in which the cloud work function (CWF: Arakawa and Schubert 1974) was used to calculate the large-scale forcing.
1 h in time. Observations from the TOGA COARE (Lin and Johnson 1996) are also shown. A negative correlation between RH and $G$ exists in all simulations, indicating the existence of the CWF quasi equilibrium. This is consistent with earlier studies using the same CEM (Xu 1994) and with observations (Arakawa and Chen 1987), as well as with the TOGA COARE observations (Fig. 5d). The differences among Ctrl, McT, and TcM are rather small except for slightly less scatter in McT. The crowded clusters in Ctrl, McT, and TcM are related to small variations of RH as a result of a fixed SST in the simulations while $G$ changes with the intensity of cumulus convection. During TOGA COARE, RH varies greatly with time due to greater fluctuations of SST and surface evaporation.

Results from two additional simulations not described in this study are most interesting (Figs. 5b and 5c). Simulation vM is identical to McT except for assuming zero large-scale advective cooling, while vT identical to TcM except for not allowing any large-scale moistening. Both vM and vT represent unrealistic situations where only one component of the large-scale advective forcing exists. Nevertheless, Figs. 5b and 5c show that simulations vT and vM occupy very different subdomains in the RH versus $G$ diagram, compared to Ctrl, McT, and TcM. Most quasi-equilibrium states in vM are very humid near the surface and very stable in the lower troposphere, which are beyond the subdomain occupied by the TOGA COARE observations (compare Figs. 5b with 5d). Most quasi-equilibrium states in vT are, however, very dry near the surface and very unstable in the lower troposphere, which are near the lower right portion of the subdomain occupied by the TOGA COARE observations.

In summary, the quasi-equilibrium states of simulated cumulus convection do not deviate much from the initial state when both large-scale advective cooling and moistening effects are imposed. That is, the deviations are small compared with observed variations of tropical oceanic convection. If large-scale advective cooling is imposed alone, the simulated quasi-equilibrium states tend to evolve into much more unstable and drier ones. They tend to evolve into much more moist and stable ones when only large-scale advective moistening is imposed. Although the latter two systems are not physically existing in the atmosphere, these results suggest that the variations of the lapse rates in the lower troposphere are strongly coupled to those of the surface moisture in the quasi-equilibrium states.

c. Thermodynamic structures and their relationship to GCAPE variations

Figure 6 shows the ensemble means of potential temperature deviations ($\theta'$) from the 19-day mean profiles for all three simulations. The maximum $\theta'$ in Ctrl is approximately $\pm 0.3$ K (Fig. 6a). The largest negative deviation occurs in the middle troposphere at 9 h. The negative deviation descends gradually to the lower troposphere. Such a phase propagation also appears in the positive deviation with its maximum appearing in the middle troposphere at 19 h. This type of phase shift between the lower and upper troposphere indicates a small temporal change of the lapse rate, that is, more unstable before maximum precipitation (Fig. 4) and more stable afterward between the surface and 9 km.

The patterns of $\theta'$ in McT (Fig. 6b) are similar to those in Ctrl except for (i) larger magnitudes ($\pm 0.5$ K), (ii) the lack of vertical phase propagations, and (iii) the location of maximum deviations. On the other hand, TcM shows $\theta'$ almost opposite in signs, compared with Ctrl and McT, except for a phase shift of a few hours (Fig. 6c). The maximum deviations in TcM are located at lower levels and appear at earlier times.

The patterns of the relative (to the mean water vapor at each level of the respective simulation) deviations of water vapor mixing ratio ($\varphi$) are shown in Fig. 7. They are rather similar to those of $\theta'$ shown in Fig. 6 except for 1) the 3–6-h phase differences and 2) the different locations of the maximum deviations. A noticeable difference between the control and sensitivity simulations is that the deviations have opposite signs in the lowest 1 km and the thick layer above in Ctrl but not in McT and TcM.

The results shown in Figs. 6 and 7 can be simply stated as follows. The temporal variation of the large-scale moistening effects is largely responsible for the
simulated temporal variations of the thermodynamic structures in the control simulation, while that of the large-scale cooling effects plays a less significant role above the lower troposphere.

Next, the ensemble means of the GCAPE are shown (solid lines in Fig. 8). Unlike conventional measures of CAPE, the GCAPE includes the effects of multiple parcels originating at multiple levels and effects of compensating motions in the environment (Lorenz 1978, 1979; Randall and Wang 1992; Wang and Randall 1994). A striking feature in Fig. 8 is that the GCAPE is larger than the 19-day mean (dashed lines) before the large-scale forcing, as measured by the GCAPE production (Fig. 3), reaches its maximum at 13.5 h but smaller thereafter. This is expected because there is a phase delay between the intensity of cumulus convec-

Fig. 5. Scatterplots of the surface relative humidity vs the lapse rate for five simulations and TOGA COARE observations. Simulations vM and vT are not described in this study.
Fig. 6. Time–height cross section of the ensemble mean of potential temperature deviation for Ctrl, McT, and TcM. The contour interval is 0.05 K. Contours over 0.3 K are hatched. Contours less than −0.3 K are dotted. The abscissa is the phase of the imposed, time-varying large-scale advective process.
Fig. 7. As in Fig. 6 except for the ensemble mean of the relative deviation of water vapor mixing ratio (with respect to the mean value at each level of the respective simulation). The contour interval is 1%. Contours over 10% are hatched. Contours less than −10% are dotted.
tion and the imposed large-scale advective forcing (Xu et al. 1992) such that GCAPE is accumulated before the peak intensity of cumulus convection and consumed afterwards.

The GCAPE temporal variations are discussed below to understand the higher-order behavior of quasi-equilibrium cumulus ensembles, which also includes their relationships with the thermodynamic structures and with the imposed large-scale advective cooling and/or moistening effects.

Figure 8 shows that the amplitude of the GCAPE variations in Ctrl is greater than that in the sensitivity simulations. For example, the GCAPE variations in TcM occur about 3 h later than those in Ctrl. This phase difference is similar to that in the surface precipitation rate (Fig. 4).

Figure 8 also shows the ensemble means of GCAPE values calculated with \( \theta' \) (Fig. 6) only and with \( q'_v \) (Fig. 7) only. Before comparing the GCAPE variations due to \( \theta' \) and \( q'_v \) in each simulation, one should notice that GCAPE deviations are nonlinear functions of \( \theta' \) and \( q'_v \). In Ctrl, both \( \theta' \) and \( q'_v \) contribute to the GCAPE temporal variations similarly, as in the total GCAPE variations (solid line in Fig. 8a). This can be explained by the vertical structures of both \( \theta' \) and \( q'_v \). The GCAPE deviation from the 19-day mean is positive (negative) when the lower-to-middle troposphere (Fig. 6a) is more unstable (stable). The more humid surface layer (rising parcels) and the drier middle-to-upper troposphere (sinking parcels) favor positive GCAPE deviations while the drier surface layer and the more moist middle-to-upper troposphere produce negative GCAPE deviations (Fig. 7a).

In the sensitivity simulations, the GCAPE temporal variations due to \( \theta' \) only and \( q'_v \) only are not similar at all. In fact, the deviations from the 19-day means are opposite in signs. The GCAPE temporal variations due to \( \theta' \) only in McT (\( q'_v \) only in TcM) somewhat dominate the total GCAPE variations, while those due to \( q'_v \) only (\( \theta' \) only) counterbalance the dominance (Figs. 8b and 8c). These results can also be explained by the thermodynamic structures. The lapse rate and its temporal variation in McT are similar to those in Ctrl, while those in TcM are opposite to Ctrl (Fig. 6). Thus, the contributions of \( \theta' \) to the GCAPE deviations are opposite in signs between McT and TcM. In spite of the similarity of the overall structures of \( q'_v \) between Ctrl and McT (Fig. 7), the GCAPE deviations due to \( q'_v \) only are opposite in signs between Ctrl and McT. This is largely related to the \( q'_v \) difference in the thin layer below 1 km. On the other hand, the \( q'_v \) contribution to the GCAPE deviations in TcM is far more dominant than in either Ctrl or McT, due to the thick moister (drier) layer in the lower troposphere. Note that the absolute water vapor deviations should be used in the above discussion, instead of the relative deviations shown in Fig. 7.

In the aforementioned results, a surprising finding is that \( \theta' \) is the dominant contributor to the GCAPE variations when time-varying advective moistening is im-
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posed, while $q'_c$ is the dominant one when time-varying advective cooling is imposed.

d. Relationship between GCAPE and the intensity of cumulus convection

As mentioned in section 1, observations show that there is a negative correlation between CAPE (GCAPE) and the intensity of cumulus convection (Thompson et al. 1979; Wang and Randall 1994). Explicit cumulus ensemble simulations with observed large-scale data also confirm such a relationship (Xu and Randall 1996). Because of the coarse temporal resolutions of the observational datasets, the exact nature of such a relationship in terms of lag correlation cannot be quantified.

Figures 9a and 9b show lag correlations between GCAPE and the surface precipitation rate for all three simulations, using data averaged over the entire domain (512 km) and half domain (256 km), respectively. The lag time from $t_1$ to $t_2$ is chosen. A positive lag time indicates that the GCAPE precedes the surface precipitation rate. The maximum lag is defined when the absolute value of negative correlation is the largest. Statistically, this maximum lag measures the time interval between the maximum surface precipitation rate and the minimum GCAPE, which is the timescale for GCAPE to be consumed to its lowest value after the peak precipitation occurs. It can also be understood as the timescale for GCAPE to accumulate to its highest value after cumulus convection reaches its lowest intensity (i.e., the minimum surface precipitation rate). Thus, the maximum lag is similar to the adjustment timescale defined by Arakawa and Schubert (1974) except without putting a restriction on the absence of large-scale forcing.

As seen from Fig. 9a, the negative correlation at zero lag appears for every simulation (from $-0.10$ to $-0.28$), which agrees with observations. The absolute value of the negative correlation at zero lag for the 512-km averaging ($-0.28$) is the largest in Ctrl, which is also the case for any lags between $-1$ and $11$ h. This result is apparent by comparing the results shown in Figs. 4a and 8. For the 512-km averaging, the maximum lag is $3$ h in Ctrl and $2$ h in both McT and TcM. Results from the 256-km averaging (Fig. 9b) are similar to those for the 512-km averaging except for 1) the smaller differences among the simulations and 2) the smaller negative correlations in all simulations. A possible explanation for these differences between 512- and 256-km averagings is that cumulus ensembles for 256-km subdomains are weakly controlled by the imposed large-scale advective forcing.

The comparison between Figs. 9a and 9b apparently suggests that the lag correlation is somewhat dependent upon the horizontal averaging distance. To further demonstrate this, Fig. 10a shows the lag correlation for averagings between 512 and 32 km of Ctrl. It can be readily seen from Fig. 10a that the absolute magnitude of lag correlations for all lags decreases as the maximum lag becomes shorter as the horizontal averaging distance decreases. For instance, the maximum lag is only $1$ h for the 32-km averaging. Such a dependence suggests that the CWF quasi equilibrium becomes a more accurate approximation as the horizontal averaging distance decreases. This is consistent with the conclusion obtained from semiprognostic tests of the Arakawa–Schubert cumulus parameterization by Xu and Arakawa (1992). On the other hand, the small lags for smaller subdomain sizes may also be related to the fact that “large-scale” and convective-scale processes become less separable as subdomain sizes decrease.

Figure 10b shows a similar diagram as Fig. 10a except for GATE simulation and observations. The details of the GATE simulation with observed large-scale forcing and SST are described by Xu and Randall (1996). The lag correlation for averagings between 64 and 512 km from the simulation is generally similar to that from the observational data, although the latter does not show much variation for large lags due to temporal smoothing of the sounding data (Thompson et al. 1979). The difference between simulation and observations can be partially attributed to the coarse temporal resolution of the observational data (3 h). Nevertheless, Fig. 10b shows a similar dependency of the lag correlation on the horizontal averaging distance as in Ctrl (Fig. 10a).

The comparison between GATE simulation and the
three simulations presented in this study unambiguously points out the existence of 1) a negative lag correlation between the surface precipitation and the GCAPE and 2) the maximum lag of a few hours. Additional supporting evidence is shown in Fig. 11. The results shown in Fig. 11a are obtained from two simulations with diurnally varying radiation. The imposed large-scale advective moistening and cooling are time invariant. The “no shear” simulation is identical to I05 presented in Xu and Randall (1995b) while the “shear” simulation uses a geostrophic wind profile identical to that in Q02 of Xu et al. (1992). The remaining aspects of these two simulations are identical. The lag correlation for the 256-km averaging from the two simulations is similar to Ctrl (Fig. 9b). The shear simulation shows slightly larger lag correlation at large lags. Its maximum lag is 3 h, compared to 2-h maximum lag in the no-shear simulation.

The results presented in Fig. 11b are based on simulations similar to those of Sui et al. (1994), in which an observed large-scale vertical velocity profile from the Marshall Islands (Yanai et al. 1973) is imposed to the model grid points. The details of the simulations will be published elsewhere. Simulation cW is identical to that in Sui et al. (1994) except with diurnally varying solar radiation. Simulation vhW allows the prescribed large-scale vertical velocity vary sinusoidally with a period of 54 h. The result shown in Fig. 11b is similar to that in Ctrl for lags less than 6 h. The maximum lags in these two simulations are 2–3 h. Therefore, results from a range of simulations are largely similar to each other although the character and period of the imposed large-scale forcing are very different.

In summary, the maximum lag can be regarded as an independent, direct estimate of the adjustment timescale without involving an idealized model (see Arakawa 1993). It can be interpreted as the adjustment timescale from disequilibrium to quasi-equilibrium states in the presence of time-varying large-scale forcing.

4. Summary and discussion

In this study, several related aspects of the quasi-equilibrium behavior of explicitly simulated, tropical oceanic cumulus ensembles have been examined: 1) the relationship between the GCAPE variation and the thermodynamic structure, 2) the relative importance of large-scale thermal destabilization and moisture convergence in driving cumulus convection and in determining the higher-order behavior of cumulus ensembles, and 3) the adjustment timescale for quasi-equilibrium cumulus ensembles. Two sensitivity simulations have been performed by imposing time-varying/invariant
large-scale advective cooling effects and time invariant/varying large-scale advective moistening effects. The results have been compared with a control simulation performed with both large-scale advective cooling and moistening effects that are time varying. Results from additional simulations under very different large-scale conditions have also been used to examine the last aspect.

The temporal variations of the simulated precipitable water and column temperature from the three simulations exhibit rather strong similarity on the long-term behavior but exhibit less similarity on the short-term behavior due to the different short-term variations of the imposed large-scale forcing. High-frequency fluctuations of column temperature and precipitable water are negatively correlated, especially in the control simulation. The existence of quasi-equilibrium between large-scale and convective-scale processes is confirmed by (i) that the GCAPE tendency is about one order of magnitude smaller than the GCAPE production and (ii) that the variations of the lapse rates in the lower troposphere are strongly coupled to those of the surface moisture. It is found that the GCAPE production is largely contributed by thermal destabilization rather than moisture convergence. Both large-scale processes strongly modulate cumulus convection but convection responds to changes in thermal destabilization more quickly than to those in moisture convergence.

In spite of the small GCAPE tendency, the GCAPE temporal variations are highly related to the intensity of cumulus convection. The GCAPE is accumulated before the peak intensity of cumulus convection and consumed afterward. Such GCAPE variations are also related to the thermodynamic structure and the imposed large-scale forcing. In the control simulation, the GCAPE variations are nearly equally contributed by temperature and water vapor variations. When temporally incoherent large-scale cooling and moistening effects are imposed, the temporal variations of the intensity of cumulus convection are largely determined by the time-varying component of the forcing. This creates an imbalance of either the heat or moisture budget due to the strong coupling of cumulus drying and warming. Thus, temperature (water vapor) deviations are found to be the dominant contributors to the GCAPE temporal variations when the imposed advective cooling (moistening) is time invariant, but the water vapor (temperature) deviations contribute to the GCAPE deviations in opposite signs with smaller magnitudes. Therefore, the temporal incoherence of large-scale thermal destabilization and moisture convergence influences the higher-order behavior of quasi-equilibrium cumulus ensembles.

A significant finding of the present study is the existence of (i) a negative lag correlation between the surface precipitation rate and the GCAPE and (ii) the maximum lag of a few hours, under different character and period of the imposed large-scale forcing. The maximum lag is 2–3 h in the three simulations examined in this study. Additional simulations with idealized forcings or with observed large-scale forcings give an estimate of the maximum lag between 1 and 5 h. It is further found that the negative lag correlation becomes smaller and the maximum lag becomes shorter as the horizontal averaging distance decreases.

In this study, the maximum lag is interpreted as the adjustment timescale, which represents the adjustment time from disequilibrium to quasi-equilibrium states in the presence of time-varying large-scale forcing. This study provides a direct estimate of the adjustment timescale for the first time without invoking an idealized model. Statistically, the maximum lag measures the time interval between the maximum surface precipitation rate and the minimum GCAPE or that between the minimum surface precipitation rate and the maximum GCAPE. The traditional adjustment timescale measures the timescale for consumption of convective instability in the absence of large-scale forcing (Lord and Arakawa 1980). The understanding of the adjustment timescale provided by this study should be helpful for relaxing the quasi-equilibrium assumption and for further improving the prognostic approach in cumulus parameterization.
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