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ABSTRACT
Tethered balloon–borne measurements with a resolution in the order of 10 cm in a cloudy boundary layer are presented. Two examples sampled under different conditions concerning the clouds' stage of life are discussed. The hypothesis tested here is that basic ideas of classical turbulence theory in boundary layer clouds are valid even to the decimeter scale. Power spectral densities $S(f)$ of air temperature, liquid water content, and wind velocity components show an inertial subrange behavior down to $\sim 20$ cm. The mean energy dissipation rates $\varepsilon$ are $\sim 10^{-3} \text{m}^2\text{s}^{-3}$ for both datasets. Estimated Taylor Reynolds numbers ($Re_T$) are $\sim 10^4$, which indicates the turbulence is fully developed. The ratios between longitudinal and transversal $S(f)$ converge to a value close to $4/3$, which is predicted by classical turbulence theory for local isotropic conditions. Probability density functions (PDFs) of wind velocity increments $\Delta u$ are derived. The PDFs show significant deviations from a Gaussian distribution with longer tails typical for an intermittent flow. Local energy dissipation rates $\varepsilon_L$ are derived from subsequences with a duration of $\tau = 1$ s. With a mean horizontal wind velocity of $8 \text{ m s}^{-1}$, $\tau$ corresponds to a spatial scale of $8$ m. The PDFs of $\varepsilon_L$ can be well approximated with a lognormal distribution that agrees with classical theory. Maximum values of $\varepsilon_L \sim 10^{-1} \text{m}^2\text{s}^{-3}$ are found in the analyzed clouds. The consequences of this wide range of $\varepsilon_L$ values for particle–turbulence interaction are discussed.

1. Introduction
The question of how atmospheric turbulence impacts cloud microphysical properties and cloud evolution has benefited from renewed interest in the past several years with many recent advances summarized by Shaw (2003) and Vaillancourt and Yau (2000). Long-lived vortex tubes on spatial scales close to the Kolmogorov microscale (which typically is $\sim 1$ mm or so) have been hypothesized to cause preferential concentration of droplets and supersaturation intermittency (e.g., Shaw et al. 1998; Shaw 2000), thereby promoting the growths of “favored” droplets and the onset of active coalescence. The ability of turbulence to enhance droplet collision rates has also been demonstrated to be effective at relatively low Reynolds numbers (Vohl et al. 1999; Shaw 2003; Pinsky and Khain 2004), thus raising the question of the efficiency of these processes in real clouds. Recent studies have also begun to look at the effect of the cloud microphysical structure on the statistics of the turbulent flow field. The modification of the turbulent energy spectrum by solid particles with diameters smaller than the Kolmogorov microscale was investigated with direct numerical simulation (DNS) methods by Ferrante and Elgobashi (2003) and Elgobashi and Truesdell (1993). They found that solid particles increase the fluid turbulence energy at high wavenumbers. The influence of water droplets in a multiphase flow proves to be a more challenging problem, in large part because the evaporation or condensation of vapor from or onto droplets strongly affects the local buoyancy. However, because of the small volume and mass fraction the impact of cloud droplets on the flow is supposed to be negligible (Vaillancourt and Yau 2000).

One of the first airborne measurements of vertical wind velocities in clouds was presented in Telford and Warner (1962) indicating a significant increase of turbulence within clouds. The first power spectral densities $S(f)$ of the liquid water content (LWC) were shown in Ackerman (1967) with a resolution of better than...
100 m. MacPherson and Isaac (1977) presented the first airborne measurements of $S(f)$ of all three wind velocity components in cumulus clouds and estimated a mean energy dissipation rate of $\bar{\epsilon} = 0.16 \text{ m}^2 \text{s}^{-3}$ near cloud top. The horizontal resolution of the wind velocity measurements was about 15 m at a true airspeed (TAS) of the aircraft of 130 m s$^{-1}$. More recent airborne measurements of turbulence in stratiform clouds are described in Nicholls (1984), Nicholls and Leighton (1986), and Lenschow et al. (2000); while Smith and Jonas (1995) describe $S(f)$ of the vertical wind velocity component and energy dissipation rates in small cumulus clouds. However, our knowledge of turbulence in clouds is confined to scales much larger than the scales at which interactions between microphysics and turbulence take place.

Today, single droplet measurements on the millimeter scale using the Forward Scattering Spectrometer Probe (FSSP), Fast-FSSP (Brenguier 1993; Brenguier et al. 1998), and the modified Fast-FSSP (M-Fast FSSP; Schmidt et al. 2004) are available. Airborne data of the LWC with the Particle Volume Monitor (PVM-100A; Gerber et al. 2001) and of static air temperature in clouds using the ultrafast thermometers (UFT; Haman et al. 2001) are also on-hand and deliver data with centimeter resolution. Vaillancourt and Yau (2000) pointed out that turbulence measurements with much higher resolution (than several meters) would be needed to investigate the intermittent structure of clouds. Furthermore, all the discussions concerning droplet–turbulence interaction are based on the assumption that turbulence in clouds can be described with the same methods as turbulence in a droplet-free flow. However, the validity of this hypothesis has only been established for spatial scales on the order of several meters since in situ measurements of the turbulent velocity field in clouds with higher resolution were simply not available so far (see discussion in Vaillancourt and Yau 2000).

To overcome the limited spatial resolution (due to typically high TAS of research aircraft) slower-flying helicopters (e.g., Muschinski et al. 2001) have been used yielding spatial resolutions of the measurements below one meter. Tethered balloons have also been used to further increase the spatial resolution. Such balloon measurements were reported by Muschinski et al. (2004), who estimated local $\epsilon$ values and temperature structure parameters. These measurements were based on fine-wire sensors, which are difficult to use under cloudy conditions. Other balloon-borne measurements were reported by Gerber (1986), Blanc et al. (1989), and Plant et al. (1998). These measurements did not include high-resolution turbulence sensors. Tethered balloon–borne turbulence measurements in small cumulus clouds were reported by Kitchen and Caughey (1981), where power spectral densities of the vertical wind at frequencies up to 5 Hz were reported.

To investigate the spatial structure of turbulence in clouds on smaller scales, Siebert et al. (2003) developed the tethered balloon–borne payload Airborne Cloud Turbulence Observation System (ACTOS). The spatial resolution that can be achieved with the measurements of ACTOS (wind vector components, temperature, and LWC) is in the order of 10 cm, which is the highest possible resolution so far.

The main objective of this work is to test the hypothesis that basic ideas of classical turbulence theory (Kolmogorov 1941, 1962; Oboukhov 1962; Batchelor 1953) in boundary layer clouds are valid even to the centimeter scale. For this purpose, two datasets with measurements in different types of boundary layer clouds are analyzed. For temperature measurements in clouds this hypothesis has already been discussed (e.g., Haman et al. 2001), therefore, here we focus on high-resolution wind velocity measurements.

After a brief overview of the instrumental setup (section 2), the two datasets used in this study are introduced (section 3). In section 4 the structure of the turbulent flow, down to centimeter scales, is explored in more detail, with a particular emphasis on local (8 m) estimates of $\epsilon$ and the associated pdfs of the wind.

### 2. Instrumentation

High-frequency measurements of the three-dimensional wind vector in boundary layer clouds were made with ACTOS carried by the tethered balloon Mobiles Autonomes Positionierungs System (MAPS-Y; Siebert et al. 2003). ACTOS is an instrumental payload that, in addition to measuring the three-dimensional wind vector, also measures static temperature, and humidity each with a sampling frequency of at least 100 Hz. A PVM-100A (Gerber 1991; Gerber et al. 1994) measures the LWC; cloud droplet size distributions are derived from measurements with the M-Fast-FSSP. A photo of the current version of ACTOS is shown in Fig. 1. ACTOS consists of four shielded 19-in racks that include power supply, real-time data acquisition, and further sensor electronics. The turbulence sensors are fixed to a 1.5-m-long outrigger made of lightweight carbon fiber. Two tail units keep ACTOS aligned with the mean wind. A navigation unit including a differential global positioning system (GPS), an inertial navigation system (INS), and a high-resolution barometer allows recon-
struction of the ACTOS attitude, position, and motion. The total mass of ACTOS is 120 kg.

This work is mainly based on data from the ultrasonic anemometer (hereafter called sonic) and the navigation unit. The LWC and the static air temperature measured with a shielded fine-wire resistance thermometer (UFT-B; Haman et al. 2000) are used to give an overview of the general conditions only.

a. Sonic measurement

The sonic used in this study is a three-dimensional Solent-Research Horizontally Symmetric (HS), manufactured by Gill Instruments, Lymington, United Kingdom. The maximum sampling frequency is 100 Hz; that is, the Nyquist frequency $f_{Ny}$ is 50 Hz. From laboratory investigations (Siebert and Muschinski 2001) the spectral noise floor $S_{nu}$ for $u_i$ ($i = 1, 2, 3$ for the three wind velocity components) is estimated to about $10^{-5}$ m$^2$ s$^{-2}$ Hz$^{-1}$, the standard deviation due to uncorrelated noise is $\sigma_{nu}^{un} = \sqrt{S_{nu}^{un}/f_{Ny}} \approx 2$ cm s$^{-1}$. The sensitive pathlength for the measurements is 15 cm for all three wind velocity components, which determines the spatial resolution of the sonic (Kaimal et al. 1968). The sonic was fixed at the tip of the outrigger to minimize flow distortions induced by the body of ACTOS. The distance between sonic and the closed 19-inch racks of ACTOS is 1.5 m, which is 3 times the width of ACTOS (cf. Fig. 1). For in-cloud measurements with sonics, the wind data have been found to be unbiased by water droplets (Siebert and Teichmann 2000).

b. Corrections for payload attitude and motion

The measurements of the wind vector with the sonic refer to a payload-fixed coordinate system and, therefore, have to be corrected for attitude and motion of ACTOS. The correction has been performed following Lenschow (1986) and Edson et al. (1998).

In the standard configuration of ACTOS, the roll and pitch angles are directly derived from the INS data. The GPS system (TANS Vector, Trimble Ltd., Sunnyvale, California) is a multiantenna array that measures all three attitude angles using differential carrier phase measurements between the four antennas. Only the heading is used to support the INS in the low frequency range. The resolution of roll and pitch from the INS is about 0.0006° and 0.2° for the heading (including stabilization with GPS heading). The measure of the translational velocity vector of ACTOS is also a combination of INS and GPS data.

The three attitude angles can also be derived directly from the GPS, though with lower resolution (0.3° for roll and pitch and 0.2° for the heading angles). In this case, the wind measurements can only be corrected for attitude since the accuracy and data availability of the translational velocity components from the GPS is incomplete. Therefore, calculated wind velocity data show a peak around the pendulum frequency at 0.1 Hz, most significant for the lateral wind component. Only high-pass-filtered data with a cutoff frequency >0.1 Hz can then be used for further analysis.

c. ACTOS and MAPS-Y

ACTOS is lifted with the tethered balloon MAPS-Y up to a height of around 1.5 km depending on wind conditions. The maximum wind speed for the system is 15 m s$^{-1}$. MAPS-Y has a volume of 400 m$^3$ and can be filled either with hydrogen or helium. The maximum climbing rate is around 1.5 m s$^{-1}$ for moderate wind speeds and up to 3 m s$^{-1}$ for wind speeds below 5 m s$^{-1}$.
The payload was fixed 25 m below MAPS-Y to overcome the influence of flow distortions induced by the balloon itself (cf. Wills and Cole 1986). More details and a photo of MAPS-Y can be found in Siebert et al. (2003).

3. Data overview

In this work data from two field campaigns are considered. The first experiment was the Baltex Bridge Campaign (BBC2; Crewell et al. 2004), which was conducted near Cabauw, Netherlands, in May 2003. The second was called Influencia of Clouds on Spectral Actinic Flux in the Lower Troposphere (INSPECTRO2) and took place in southern Germany in May 2004. From both campaigns, a time series recorded during constant level flights is analyzed. Measurements of the attitude-corrected longitudinal wind velocity $U$, vertical velocity $W$, static air temperature $T_a$, and LWC are presented. Actual values are indicated by capitals, whereas the fluctuating part is described by lower case letters: $X(t) = \bar{X} + x(t)$. An overbar represents an average over the complete record.

a. BBC2 campaign

A 20-min-long record taken on 21 May 2003 between 0947 and 1006 UTC was analyzed in detail. More than 50% of the flight time was in clouds. The flight height was 760 ± 20 m. Shallow cumulus clouds (Cu med) were observed by a horizontal-looking video camera onboard ACTOS. The cloud base was around 500 m as estimated from a ground-based ceilometer (CT 75, Vaisala, Finland). Figure 2 shows two vertical profiles of static air temperature $T_a$, relative humidity RH, horizontal wind speed $U$, and wind direction $D$ as derived from radiosonde data (soundings from 0830 and 1121 UTC). The temperature at cloud base was 8°C as derived from Fig. 2. A small temperature inversion with a significant decrease of relative humidity was observed in the first profile around 1200-m altitude in association with cloud top. However, the picture given by the two soundings is not completely consistent. In particular, the relative humidity profiles differ significantly, which is most likely caused by the local cloud situation for the individual sounding. In the measurement height of ACTOS (marked with a horizontal line in Fig. 2), no significant temperature inversion or change in the wind direction happened in between the soundings. It was not possible to measure meaningful vertical profiles in clouds with ACTOS because of the limited horizontal extension of the clouds.

Figure 3 shows the time series of $U$, $W$, LWC, and $T_a$ measured with ACTOS. During this flight, the INS was not running because of a technical problem; therefore, the wind velocity components were corrected for roll and pitch angle derived from GPS. In Fig. 3 both wind components are low-pass filtered (second-order Butterworth, $f_{\text{cut}} = 0.05$ Hz) to reduce the oscillation due to the pendulum motion. The mean horizontal wind was $U = 8.1$ m s$^{-1}$ with maxima around 12 m s$^{-1}$ in the clouds. The standard deviation $\sigma$ of the longitudinal and vertical wind velocity component was 1.2 m s$^{-1}$, most positive vertical velocities were measured within the clouds. The mean temperature was 6.3°C with $\sigma_{T_a} = 0.2$ K for the complete record. A decrease of $T_a$ was observed at cloud edges, highest temperatures were observed inside the clouds. This behavior can be explained by vertical updrafts in clouds (positive $W$) with warmer air from lower levels. At cloud edges a downward motion dominated together with evaporative cooling. This suggests that the observed clouds are still in a stage of development. The mean LWC at this flight level was 0.45 g m$^{-3}$. Maximum values 0.5 g m$^{-3}$ coincide with the adiabatic LWC value assuming the cloud base in 500 m height.

b. INSPECTRO2 campaign

From the INSPECTRO2 campaign a time series from 16 May 2004 is analyzed (cf. Fig. 4). This record is 33 min long and was also taken at a nearly constant altitude of 1540 ± 40 m. The sky was covered with a layer of scattered shallow fair weather cumuli (Cu humilis), which run flat and disappeared shortly after these measurements. Using the onboard camera, the position of ACTOS was estimated to be in the lower third of the clouds.

During this period the navigation unit worked properly and, therefore, the wind vector was completely corrected for attitude and translational motion as described in section 2b. The mean horizontal wind was 7.4 m s$^{-1}$ ($\sigma_U = 1.4$ m s$^{-1}$). The vertical wind velocity showed strong fluctuations with positive and negative values outside the cloud, whereas inside the cloud $W$ was almost always positive. A few small cloud holes corresponded well with downdrafts. After the cloud section $W$ fluctuated around zero with an amplitude of about 1 m s$^{-1}$. The temperature was near zero with lowest values of around −1°C.

The structure of the LWC field was very inhomogeneous even inside the cloud. A 100-s-long subsequence of the LWC time series is enlarged at the top panel of Fig. 4. Part A of this subsequence shows a more homogeneous LWC field, whereas part B exhibits more fluctuations of the LWC. These clouds are much less dy-
namic compared with the BBC2 clouds and are in the stage of decaying.

4. Data analysis

a. Spectral analysis and mean energy dissipation rates $\overline{\varepsilon}$

Assuming local isotropy and stationarity of the turbulence (e.g., Batchelor 1953), in the wavenumber domain the power spectral density $F(k)$ in the inertial subrange is given by

$$F(k) = \alpha \bar{\varepsilon}^{5/3} k^{-5/3},$$

(1)

with the wavenumber $k$, the mean energy dissipation rate $\bar{\varepsilon}$, and the one-dimensional Kolmogorov constant $\alpha \approx 0.5$ for the streamwise velocity component $u$. The power spectral density $S(f)$ in the frequency domain can be related to $F(k)$ using the Taylor hypothesis ($k = 2\pi f/U$) as follows:

$$S(f) = \frac{2\pi}{U} F(k) = \alpha \bar{\varepsilon}^{5/3} \left( \frac{U}{2\pi} \right)^{2/3} f^{-5/3}.$$  

(2)

With $S(f)$ measured in the inertial subrange, $\overline{\varepsilon}$ can be estimated as

$$\overline{\varepsilon} = \frac{2\pi}{U} \left( \frac{f^{5/3} S(f)}{\alpha} \right)^{3/2}. $$

(3)
This method is called the inertial dissipation method (Champagne et al. 1977; Oncley et al. 1996).

The records of both datasets were analyzed with one-dimensional power spectral densities $S(f)$ to estimate the mean energy dissipation rate and to verify a $-5/3$ slope as an indication for inertial subrange behavior. Before using a Fast Fourier Transformation (FFT) routine, a Hanning window was applied. The one-sided spectra of quantity $x(t)$ are related to the corresponding variance $\sigma^2_x$ through

$$\sigma^2_x = \int_0^{\infty} S_x(f) \, df. \quad (4)$$

All raw spectra were averaged over equidistant logarithmic frequency bins, eight bins per decade were chosen as suggested by Kaimal and Finnigan (1994). An $f^{-5/3}$ fit is given for inertial subrange behavior. Using the Taylor hypothesis $\bar{U} = \lambda f$, the frequencies are converted into the wavelengths $\lambda$ with the mean horizontal wind speed (assuming a value of $\bar{U} = 8 \text{ m s}^{-1}$ for both records). The Taylor hypothesis is assumed to be valid when the turbulence intensity $I = \sigma_u/\bar{U}$ is smaller than 0.5 (Willis and Deardorff 1976), which is satisfied for the presented data and with the values given in Table 1.

Figure 5 shows $S(f)$ for all parameters presented in Figs. 3 and 4 (LWC, $W$, $U$, $T_a$). All $S(f)$ of the BBC2 campaign.
data are divided by a factor of 10 to clearly distinguish from INSPECTRO2 data. For frequencies higher 0.1 Hz all spectra closely follow a −5/3 slope. The spectra of $u$ and $w$ for the BBC2 data show a slight peak around 0.1 Hz due to the pendulum motion that could not completely be removed. The $S(f)$ of both velocity components of the INSPECTRO2 data show a slight flattening for frequencies higher 30 Hz. This behavior was

![Graph showing LWC, vertical wind velocity W, horizontal wind velocity U, and temperature $T_a$ as measured with ACTOS at a height of around 1540 m AGL on 16 May 2004 during the INSPECTRO campaign.]

**Figure 4.** Time series of LWC, vertical wind velocity $W$, horizontal wind velocity $U$, and temperature $T_a$ as measured with ACTOS at a height of around 1540 m AGL on 16 May 2004 during the INSPECTRO campaign.

<table>
<thead>
<tr>
<th></th>
<th>$\bar{U}$ (m s$^{-1}$)</th>
<th>$\sigma_{U}^2$ (m$^2$ s$^{-2}$)</th>
<th>$\sigma_{\bar{U}}^2$ (m$^2$ s$^{-2}$)</th>
<th>$T$ (°C)</th>
<th>$\sigma_{T}^2$ (K$^2$)</th>
<th>$\pi$ (m$^2$ s$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC2</td>
<td>8.1</td>
<td>1.5</td>
<td>1.33</td>
<td>6.3</td>
<td>0.04</td>
<td>$3 \times 10^{-3}$</td>
</tr>
<tr>
<td>INSPECTRO2</td>
<td>7.4</td>
<td>2.0</td>
<td>0.68</td>
<td>−0.2</td>
<td>0.24</td>
<td>$2 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

**Table 1.** Statistical parameters of the complete time series shown in Figs. 3 and 4.
observed with the same type of sonic during a previous ground-based experiment (Siebert and Muschinski 2001).

With Eq. (3), \( \sigma_u = 3 \times 10^{-3} \text{ m}^2 \text{ s}^{-3} \) for the BBC2 data and \( \sigma_w = 2 \times 10^{-3} \text{ m}^2 \text{ s}^{-3} \) for the INSPECTRO2 data are estimated. The Taylor’s Reynolds number

\[
\text{Re}_\lambda = \frac{\sigma_u \lambda_f}{\nu} = \frac{\sigma_u}{\nu} \sqrt{15/\nu^2}
\]

with the Taylor microscale \( \lambda_f = \sigma_u \sqrt{15w^2} \) and the kinematic viscosity \( \nu = 1.5 \times 10^{-5} \text{ m}^2 \text{ s}^{-1} \) is estimated to \( \text{Re}_\lambda \approx 3 - 4 \times 10^4 \) for both datasets which is significantly higher than the critical value of 500, which means a high Reynolds number flow, and therefore fully developed turbulence (cf. Frehlich et al. 2004). The mean values and variances of all parameters are summarized for both records (BBC2 and INSPECTRO2) in Table 1.

### b. Local isotropy

The classical turbulence theory of Kolmogorov (1941) in the inertial subrange is based on the assumption of local isotropic conditions. This theory predicts a \( 4/3 \) ratio between the \( S(f) \) of lateral and longitudinal wind velocity components in the inertial subrange (Kaimal et al. 1972):

\[
\frac{S_w}{S_u} = \frac{4}{3}
\]

Figure 6 shows the spectral ratios for the BBC2 data (top) and the INSPECTRO2 data (bottom) in the frequency range between 1 and 50 Hz. The lower boundary is chosen to exclude data influenced by the pendulum motion of the system while the higher boundary is
c. Local energy dissipation rates

The small-scale structure of the turbulence is investigated by means of so-called local energy dissipation rates $\varepsilon_\tau$, where the index $\tau$ indicates the averaging time over which the parameter is estimated. In this context, based on the work by Kolmogorov (1962) and Oboukhov (1962), $\varepsilon_\tau$ is used as a random variable compared to $\overline{\tau}$, which is obtained from the complete time series [see Eq. (3)]. It should be pointed out that the value of $\varepsilon_\tau$ depends on $\tau$, that is, $\varepsilon_{\tau_1} \neq \varepsilon_{\tau_2}$ for $\tau_1 \neq \tau_2$, and $\varepsilon_\tau \Rightarrow \overline{\tau}$ for $\tau$ converges to the length of the record. Typical values of $\tau$ as derived from airborne measurements are on the order of seconds (Frehlich et al. 2004; Muschinski et al. 2004), which is much longer than the time resolution needed to resolve the Kolmogorov length scale. In this work, $\tau = 1$ s is chosen since this is the smallest time for a stable estimation of an inertial subrange under most conditions. However, it has to be pointed out that this value of $\tau$ is somewhat arbitrary. A detailed discussion of local energy dissipation measurements in the atmosphere can be found in Muschinski et al. (2004). Here, only a few different techniques to derive local energy dissipation rates are discussed:

(i) the inertial dissipation method based on Eq. (3), which was applied to the complete record to estimate $\overline{\tau}$ can be used with shorter averaging times $\tau$ to estimate $\varepsilon_\tau$;

(ii) the direct method based on the definition of $\varepsilon$ (lo-
cal isotropy and the validity of Taylor’s hypothesis are assumed:

\[ \epsilon_\tau = \frac{15\nu}{(U')_T^2 \langle (\partial u)^2 \rangle_\tau}. \]  

(7)

Here, \( \langle \rangle_\tau \) indicates an average of \( x \) over the time \( \tau \). The direct method requires measurements with a spatial resolution in the order of the Kolmogorov length scale of \( \sim 1 \text{ mm} \) (Oncley et al. 1996; Champagne et al. 1977), which is not possible with sonics.

(iii) The relation between the variance and \( S(f) \) [cf. Eq. (4)] can be solved for the case that the complete frequency range is within the inertial subrange:

\[ \sigma_u^2 = \langle u'^2 \rangle_\tau = \int_0^\infty \alpha \epsilon_\tau \frac{3}{2} \left( \frac{(U')_T}{2\pi} \right)^{2/3} f^{-5/3} \, df \]

\[ \approx \alpha \epsilon_\tau \left( \frac{(U')_T}{2\pi} \right)^{2/3} f_0^{-2/3}, \]

in the frequency interval \( [f_0, f_{Ny}] \) and \( f_0 = f_{Ny} \cdot \alpha^{3/2} \langle u'^2 \rangle_\tau^{2/3} \).

(8)

with \( f_0 = 1/T_0 = 1/(2T) \); and, finally

(iv) \( \epsilon_\tau \) can be derived from the second-order structure parameter (\( C_{D_2}^2 \)) of \( u' \):

\[ D_{t'}(t') = \langle C_{D_2}^2(t') (U')_T \rangle^{2/3} \]

\[ = 2\epsilon_\tau^{2/3} (t' (U')_T)^{2/3}, \]

(10)

and, therefore,

\[ \epsilon_\tau = (0.D_{t'}(t')^{3/2} (t' (U')_T) \]

(11)

with the second-order structure function \( D_{t'}(t') = \langle u(t + t') - u(t) \rangle^2 \), and the time lag \( t' \).

Figure 7 shows a correlation plot of \( \epsilon_\tau \) estimated with the three different methods. Here, the local energy dissipation rate derived from \( S(f) \) in the inertial subrange is indicated with \( \epsilon_{S_2} \), the dissipation rate derived from the structure function has the index \( C_{D_2}^2 \), and the energy dissipation rate proportional to \( \sigma_u^2 \) has the index \( \sigma_\tau^2 \), respectively. In the lower panel of Fig. 7 a short time series of \( \epsilon_{S_2}, \epsilon_{C_2}, \) and \( \epsilon_{S_2} \) is shown. In general all methods are useful to describe the local structure of \( \epsilon_\tau \) on such small scales. However, the inertial subrange method sometimes underestimates \( \epsilon_\tau \) at low values (cf. negative peak at \( t = 47 \text{ s} \)). In such cases no clear inertial subrange behavior was observed in \( S(f) \) except in the structure function. Therefore, the method using the second-order structure parameter is, however, more robust for cases with small values of \( \epsilon_\tau \). One reason for this behavior might be that this method does not need any additional windowing or other data conditioning that has significant influence on \( S(f) \) of such short time series. The mean differences between \( \epsilon_{S_2} \) and \( \epsilon_{C_2} \) are in the order of 2 and, therefore, negligible. For further analysis, the method using the second-order structure parameter is used, the index \( C_{D_2}^2 \) is left out for simplification. The following statistical analysis of \( \epsilon_\tau \) was made for all three methods without any significant differences.

In Fig. 8 the time series of the local \( \epsilon_\tau \) is presented for BBC2 data. Additionally, a running average over 10 points is included. The values of local \( \epsilon_\tau \) cover a range of nearly four orders of magnitude.

For the BBC2 data, minimum values of \( \epsilon_\tau \) down to \( 10^{-3} \text{ m}^{-3} \text{ s}^{-3} \) were found in the cloud-free areas, absolute minima are often found just outside the clouds (cf. marked regions i and ii in Fig. 8). The mean value is \( \overline{\epsilon_\tau} = 6 \times 10^{-3} \text{ m}^{-3} \text{ s}^{-3} \) with \( \sigma_{\epsilon_\tau} = 2 \times 10^{-2} \text{ m}^{-3} \text{ s}^{-3} \). Maximum values of \( \epsilon_\tau \) around 0.1 \text{ m}^{-3} \text{ s}^{-3} \) are found inside of clouds, for example the single cloud labeled iii in Fig. 8. The gradient of \( \epsilon_\tau \) can be very high around cloud edges; for example, the distance between local maxima of \( \epsilon_\tau \) just at the cloud edge around \( t = 237 \text{ s} \) and the local minima in the cloud-free region at \( t = 243 \text{ s} \) is within 50-m horizontal distance where \( \epsilon_\tau \) decreases by nearly four orders of magnitude.

The relation between the standard deviation \( \sigma_{\epsilon_\tau} \) and \( \overline{\epsilon_\tau} \) depends on \( \text{Re}_\lambda \) and can be approximated by (e.g., Pope 2000):

\[ \sigma_{\epsilon_\tau} = \sqrt{\text{Re}_\lambda} \overline{\epsilon_\tau}^{3/2}. \]

(12)

With \( \text{Re}_\lambda = 4 \times 10^4 \) and \( \overline{\epsilon_\tau} \) given above, Eq. (12) results in \( \sigma_{\epsilon_\tau} = 4 \times 10^{-2} \text{ m}^{-3} \text{ s}^{-3} \), which is in good agreement with \( 2 \times 10^{-2} \text{ m}^{-3} \text{ s}^{-3} \) directly derived from the time series of \( \epsilon_\tau \).

For the INSPECTRO2 data (Fig. 9) the correlation between local \( \epsilon_\tau \) and LWC was not as obvious. The smallest values were found inside homogeneous parts of clouds, such as part A. Higher values were found in regions of high fluctuations of LWC, especially at cloud edges (see, e.g., dashed box), where lateral entrainment of dry air created stronger fluctuations due to evaporative cooling.

d. PDFs of wind velocity increments and \( \epsilon_\tau \)

To analyze the statistics of wind velocity fluctuations in an intermittent flow it is common to calculate the PDFs of the wind velocity increments \( \Delta u_t \) instead of \( u_t \). The increment of a variable \( x(t) \) is defined as \( \Delta x = x(t + \tau) - x(t) \). Here, the time lag \( \tau = 10 \text{ ms} \) is used,
which is the sampling time of our measurements. In Fig. 10, the PDFs of $\Delta u$ and $\Delta w$ for the BBC2 data are presented. To compare these PDFs with model distributions, a Gaussian fit, which is often used as a first-order assumption, is included. All data show a smooth and symmetric PDF, only some scatter can be observed for high absolute values of $\Delta u$ and $\Delta w$. The difference between the Gaussian assumption and the measured PDF is obvious. The shape of the measured PDF is typical for intermittent time series where high values are more frequent than predicted by a Gaussian PDF (Böttcher et al. 2003; Frisch 1995). The probability of the highest values of the measured velocity increments is at least one order of magnitude higher than predicted by a Gaussian distribution that emphasizes the intermittent character of the wind velocity field.

A widely used model assumption for the PDFs of $e_r$ in high Reynolds number flows is a lognormal distribution (e.g., Shaw and Oncley 2001). A discussion of different models for PDFs of $e_r$ can be found in the review article by Sreenivasan and Antonia (1997). Figure 11 shows the PDFs of the natural logarithm of $e_r$ for the BBC2 (top) and INSPECTRO2 (bottom) datasets. Both PDFs are quantitatively well described by a Gaussian distribution; attempts to more quantitatively describe the distributions were hindered by the limited sample.

In Fig. 12 the PDFs of $e_r$, conditionally sampled on...
LWC are presented for BBC2 (top) and INSPECTRO2 (bottom) data. In this presentation the differences between the two types of clouds become more evident. For the BBC2 data the PDFs of the cloud and the cloud-free data are clearly shifted to each other. The mean $\varepsilon_c$ inside of clouds is $1 \times 10^{-2}$ m$^2$ s$^{-3}$ in contrast to $2 \times 10^{-3}$ m$^2$ s$^{-3}$ in the cloud-free regions. A significant increase of the PDF($\varepsilon_c$) for cloud-free data coincides with the mean of PDF($\varepsilon_c$) for cloud data. This indicates that there are regions associated with updrafts
and increased turbulence but not necessarily resulting in clouds. For the INSEPCTRO2 data, this difference is much less obvious ($5 \times 10^{-3}$ m$^2$ s$^{-3}$ in clouds and $8 \times 10^{-3}$ m$^2$ s$^{-3}$ for the cloud-free regions).

5. Discussion

The observed wide range of $\epsilon_r$ has consequences for the interaction between turbulence and microphysical processes: “The utilization of an averaged value of the dissipation rate can lead to an underestimation of the effects of turbulence on collisions and on precipitation formation. It is quite possible that regions of effective collisions should be well correlated with zones of enhanced turbulence” (Pinsky and Khain 2004).

The key question is whether there are turbulence-induced local accelerations of fluid parcels resulting in different velocities of droplets as a function of their
inertia. Pinsky and Khain (2004) pointed out that “the effect of Lagrangian acceleration is mainly caused by the increase in the collision efficiency that is highly sensitive even to weak variations of interdrop relative velocity.”

For this investigation the dimensionless ratio \( \frac{\langle a_L \rangle_{\text{rms}}}{\nu H^2 \gamma} \) with the rms value of the Lagrangian acceleration \( \langle a_L \rangle_{\text{rms}} \) and its intermittent character are most important (Shaw and Oncley 2001). To estimate \( \langle a_L \rangle_{\text{rms}} \) the expression given by Hill (2002) was used which depends on the Taylor Reynolds number:

\[
\langle a_L^2 \rangle = e^{-3/2} \nu^{-1/2} (2.5 \text{Re}_\lambda^{0.25} + 0.08 \text{Re}_\lambda^{0.11}).
\]

For \( \bar{e}_s \) the ratio \( \langle a_L \rangle_{\text{rms}}/g \) is \( \approx 0.2 \). Averaged over the small cloud marked with iii in Fig. 8 we find a mean energy dissipation rate of \( \langle e_s \rangle_{\text{iii}} \approx 0.02 \text{ m}^2 \text{ s}^{-3} \) and \( \text{Re}_\lambda \approx 6000 \) (\( \sigma_e = 0.6 \text{ m}^2 \text{ s}^{-2} \)), which yield \( \langle a_L \rangle_{\text{rms}}/g \approx 0.4 \). This is twice the value compared with \( \bar{e}_s \) of the complete record. Pinsky and Khain (2004) estimated an increase of the collision efficiency of 25% with a mean \( \bar{e}_s \approx 0.02 \text{ m}^2 \text{ s}^{-3} \) compared to pure gravity acceleration (assuming a droplet collector of \( \approx 10 \mu \text{m} \) in radius).

For this discussion, several points have to be considered. First, the observed clouds are only fair weather clouds and much higher mean and local values of \( e_s \) can be expected for more convective cumulus clouds. Second, the local \( e_s \) are averaged over a period \( \tau \), which is at least two orders of magnitude higher than the Kolmogorov time scale \( \tau_K = (\nu/\bar{e})^{1/2} \approx 0.05 \text{ s} \). Following Eq. (2) in Kolmogorov (1962) the variance \( \sigma_e^2 \) of the natural logarithm of \( e_s \) increases with decreasing \( \tau \). That means local values of \( e_s \) with \( \tau \approx \tau_K \) might be significant higher than estimated from our measurements.

The observation of high Taylor Reynolds number resulting in high intermittency of \( e_s \) shows also the general limitation for direct numerical simulations (DNS) for investigations of turbulence–particle interactions. The largest DNS of turbulent flows reached \( \text{Re}_\lambda \sim 10^3 \) (Kaneda et al. 2003) whereas DNS studies of particle-laden turbulence are limited to \( \text{Re}_\lambda \sim 10^2 \) (e.g., Ferrante and Elgobashi 2003; Squires and Eaton 1991) which is about two orders of magnitude smaller than observed in our data. Therefore, results concerning particle–turbulence interaction obtained from DNS have to be interpreted with caution.

6. Summary

From earlier airborne studies of turbulence in clouds only data with a resolution of several meters are available. Therefore, only mean energy dissipation rates averaged over a complete flight lag were reported. In this work, turbulence data with a resolution on decimeter scales are presented for two measurement campaigns (BBC2 and INSPECTRO2). The two datasets represent two types of small cumulus fields at different
stages of development. The aim of this work was to test the hypotheses whether turbulence in clouds can be described with the same methods as used for intermittent (but cloud-free) flows.

Power spectra show an inertial subrange behavior down to length scales of about 0.2 m. For length scales between 0.8 and 80 m the ratios of $S(f)$ of longitudinal and transversal wind velocity components are close to the theoretical value of 4/3 indicating local isotropy. Deviations for smaller scales are due to general limitations of the measurements.

For the BBC2 data, high values of $\varepsilon_2$ were found in clouds in association with high turbulent activity due to vertical updrafts. For the observations during INSPECTRO2, highest $\varepsilon_2$ values were found in cloud gaps and mostly small values were observed in homogeneous parts inside the clouds. For this case, the vertical wind speed showed no significant correlation with the LWC indicating an “old” advected cloud. The higher $\varepsilon_2$ values between the clouds or in regions with cloud holes may be a signature of lateral mixing at cloud edges.

These differences between the two datasets become most evident in PDFs derived from data conditionally sampled on the LWC. For the BBC2 data, the average of $\varepsilon_2$ measured in clouds is about 5 times higher than for cloud-free regions, whereas there is no significant difference for the INSPECTRO2 data. However, $\varepsilon_2$ averaged over the entire record was similar for both records.

Probability density functions of wind velocity increments are derived from data conditionally sampled on the LWC. For the BBC2 data, the average of $\varepsilon_2$ measured in clouds is about 5 times higher than for cloud-free regions, whereas there is no significant difference for the INSPECTRO2 data. However, $\varepsilon_2$ averaged over the entire record was similar for both records.
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