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ABSTRACT

This study uses NCEP–NCAR reanalysis data covering the boreal winters of 1958–97 to examine the power spectral, timescale, and climate noise properties of the dominant atmospheric teleconnection patterns. The patterns examined include the North Atlantic oscillation (NAO), the Pacific–North American (PNA), and west Pacific (WP) teleconnections, and a spatial pattern associated with ENSO. The teleconnection patterns are identified by applying a rotated principal component analysis to the daily unfiltered 300-mb geopotential height field. The NAO and PNA were found to be the two dominant patterns on all timescales.

The main finding is that the temporal evolution of the NAO, PNA, and WP teleconnections can be interpreted as being a stochastic (Markov) process with an $e$-folding timescale between 7.4 and 9.5 days. The time series corresponding to the ENSO spatial pattern did not match that of a Markov process, and thus a well-defined timescale could not be specified. The shortness of the above timescales indicates that the excitation of these teleconnection patterns is limited to a period of time less than a few days. These findings also suggest that in order to improve our understanding of the growth and decay mechanisms of teleconnection patterns, it is best to use daily, unfiltered data, rather than monthly or seasonally averaged data.

The signal (interannual variance due to external forcing) to noise (interannual variance from stochastic processes) ratios were also examined. For the NAO (PNA), the signal-to-noise ratio is 0.09 (1.11). This indicates that the interannual variability of the NAO (PNA) arises primarily from climate noise (both from climate noise and external forcing). An explanation for why the NAO and PNA dominate on interannual timescales is also presented.

1. Introduction

Most investigations of the properties of low-frequency anomalies, such as the North Atlantic oscillation (NAO) and Pacific–North American (PNA) teleconnection patterns, use either monthly or seasonally averaged data (e.g., Wallace and Gutzler 1981; Barnston and Livezey 1987). Although there are valuable benefits to using such time-averaged data, especially from the perspective of long range forecasting, such time averaging could obscure some of the underlying dynamical processes if the timescale of these anomalies is much shorter than 2 months. A hint that the timescale for a number of low-frequency anomalies may indeed be much less than 1 month can be found in the investigation of persistent anomalies by Dole (1986), where it was found that persistent anomalies over the North Pacific, North Atlantic, and Siberia all decay with an “integral timescale” (Leith 1973) on the order of 15 days.

In this study, we examine the timescale of low-frequency anomalies with the aid of power spectrum analysis. Each of the anomalies is identified through the application of a rotated principal component analysis (RPCA) to the daily unfiltered 300-mb geopotential height field, and the spectral analysis is applied to each principal component (PC) time series. As will be shown, several of the prominent low-frequency anomalies are well described as a Markov process (also known as a red noise or first-order autoregressive process). A Markov process satisfies the equation (e.g., Chatfield 1989)

$$x_t = \alpha x_{t-1} + F_t,$$

where $x_t$, is, say, one of the PC time series on the $t$th day, $F_t$ is Gaussian white noise forcing, and $\alpha$ is a positive constant with a value less than unity. If the PC time series can be described by (1), then it tells us that the forcing that drives the anomaly can be modeled as being stochastic, and that the amplitude of the anomaly decays by a factor of $e$ in $T = -1/\ln \alpha$ days. As we will see, for all of the dominant atmospheric low-frequency anomalies, this $e$-folding timescale $T$, which is the only relevant timescale for a Markov process, has a value between 6 and 10 days, which is obviously much less
than 2 months. The power spectral density function, \( f(\omega) \) (e.g., Chatfield 1989), corresponding to (1) is
\[
f(\omega) = \frac{\sigma^2_x (1 - \alpha^2)}{\pi (1 - 2\alpha \cos \omega + \alpha^2)},
\]
where \( \omega \) is the frequency, and \( \sigma^2_x \) the variance of the \( x \), time series. If the power spectrum takes on the form of (2) at most frequencies, except for one or more particular frequencies where \( f(\omega) \) is substantially larger (as measured by a test of statistical significance) than at neighboring frequencies, then in addition to the Markov process with its \( e \)-folding timescale \( T \), \( x \), can be said to be undergoing a cyclic process at the frequencies corresponding to the spectral peaks.

For those low-frequency anomalies that are well described as a Markov process, we will address the question of whether the interannual variability of these anomalies can be interpreted as arising from climate noise (e.g., Leith 1973; Madden 1976; Madden and Shea 1978; Trenberth 1984, 1985; Dole 1986; Feldstein and Robinson 1994). The question of climate noise can be framed within the perspective of whether the variance associated with interannual fluctuations of anomalies such as the NAO, PNA, or even El Niño–Southern Oscillation (ENSO), arises from statistical sampling fluctuations associated with the much shorter 6–10-day fluctuations of the same anomaly. Such interannual fluctuations are to be expected for any Markov process, no matter how short the timescale. If the amplitude of the interannual fluctuations, as measured by its variance, falls within the range of variability expected for a Markov process, then the interannual fluctuations can be entirely attributed to climate noise associated with unpredictable, much shorter timescale fluctuations. On the other hand, if the amplitude of the interannual fluctuations exceeds some particular climate noise threshold, then in addition to the always present climate noise contribution, these interannual fluctuations are also likely driven by some external process, such as interannual variations in sea surface temperature (SST; e.g., Horel and Wallace 1981; Mo and Livezey 1986; Zhang et al. 1996).

In section 2, the data and diagnostic techniques are described. The results of the RPCA calculations are shown in section 3. The findings of the spectral and climate noise analyses are presented in section 4, followed by a discussion and conclusions in section 5.

2. Data and diagnostic techniques

We use the daily unfiltered, 300-mb geopotential height field from the National Centers for Environmental Prediction–National Center for Atmospheric Research reanalysis dataset. The data analyzed extend from 1 January 1958 to 31 December 1997, and are restricted to the winter season, defined as the months of December–February. Also, the seasonal cycle is subtracted at each grid point. The seasonal cycle is obtained by calculating the time mean geopotential height for each calendar day followed by smoothing with a 20-day low pass digital filter. From the daily data, two additional datasets are generated, one consisting of monthly averages and the other of seasonal averages. The anomaly spatial structures, that is, rotated empirical orthogonal functions (REOFs), and the corresponding orthonormal PC time series, are obtained by applying a RPCA with a varimax rotation to each of the three datasets. For these calculations, the eigenvectors of the covariance matrix are calculated. The issues discussed in the introduction are then addressed by examining power spectra, lagged autocorrelations, and \( \chi^2 \) statistics of the corresponding PC time series. Also, the PC time series will be compared to the time series of various teleconnection pattern and tropical Pacific SST indices made available by the Climate Prediction Center (CPC). These teleconnection indices are based on the methodology of Barnston and Livezey (1987; BL, hereafter).

3. Daily, monthly, and seasonal-averaged REOFs

We begin by examining the first four REOFs of the seasonally averaged 300-mb geopotential height field (Fig. 1), and then show that extremely similar REOF patterns are present in the monthly averaged and daily (0000 UTC) time series (Figs. 2 and 3, respectively). Each frame indicates the ranking and the corresponding fractional variance. For these calculations, eight unrotated EOFs were retained. Both the spatial patterns and the corresponding PC time series were found to be rather insensitive to the number of retained unrotated EOFs, when tested over a range of between 6 and 15 unrotated EOFs. As is typical of RPCA, for larger numbers of retained unrotated EOFs, the patterns became increasingly localized.

a. Similarities in spatial structure

Figures 1, 2, and 3 show that extremely similar REOFs do indeed occur in the seasonally averaged, monthly averaged, and daily data. Furthermore, these spatial patterns closely resemble those presented in BL. For example, a pattern resembling the NAO (a dipole in the North Atlantic with one center over Greenland and the other in midlatitudes) is clearly evident as REOF1 in Figs. 1, 2, and 3. Similarly, a pattern resembling the PNA (a quadrapole with centers over the subtropical Pacific near Hawaii, south of the Aleutian Islands, northwestern Canada, and the southeastern United States) appears as REOF2 in Figs. 1, 2, and 3. (The features of both the NAO and PNA are discussed in detail by BL.) The REOF3 pattern in the seasonally averaged data (Fig. 1c) is also present in the monthly averaged and daily data (Figs. 2c and 3c). However, in the latter two datasets, this particular pattern is found to compose a much smaller fraction of the variance. In fact, this pattern, which we will refer to as the “at-
The atmospheric ENSO pattern, is not present with eight REOFs in the monthly averaged and daily data, and can be obtained only if the number of REOFs is increased to 10 and 20, respectively. The REOF4 pattern in Fig. 1, which is characterized by a dipole structure in the North Pacific, resembles the west Pacific oscillation (WPO) pattern of BL. Furthermore, this pattern is also similar to REOF3 and REOF6 of the monthly averaged and daily data, respectively. Additional patterns in BL, such as EU1, EA, EU2, and EP are also present in the daily, monthly, and seasonal data. (It should be noted that the CPC refers to the EU1, EU2, and WPO patterns as the SCA, EA/WR, and WP patterns, respectively.) However, since these patterns are less prominent, they are not illustrated, and their timescale and climate noise properties will be briefly summarized in the conclusions.

b. Temporal correlations

In addition to noting the above similarities between various REOF spatial patterns and those of BL, an objective comparison is made by calculating the linear correlation between each of the monthly averaged PC time series and the corresponding CPC teleconnection pattern index time series. The resulting linear correlations are found to have values of 0.76, 0.86, and 0.66,
for the NAO, PNA, and west Pacific (WP) patterns, respectively. All of these correlations are in excess of the 99% confidence level. The large values for these correlations are indeed reassuring, especially when one notes that the CPC teleconnection index is derived from data on a different pressure surface; that is, BL use the 700-mb level, calculate the eigenvectors from a correlation matrix, and apply the RPCA to individual calendar months, rather than to a time series of consecutive months as in this study. Thus, one can be confident that the REOFs in Fig. 2 do correspond to those particular patterns found by BL. These same patterns are also obtained in numerous other studies of low-frequency variability (see BL for references).

The PC time series of the REOF10 pattern in Fig. 2, was not related to any of the CPC teleconnection indices. An inspection of the spatial structure of REOF10 suggests that it may be related to the TNH pattern of BL. However, the linear correlation between the PC time series associated with REOF10 and the TNH index time series yielded a value of only 0.21. On the other hand, the PC time series of REOF10 was found to be highly correlated to the various eastern tropical Pacific SST indices of NOAA which cover the following regions; Niño-3 (5°N–5°S, 150°–90°W), Niño-3.4 (5°N–5°S, 170°–120°W), and Niño-4 (5°N–5°S, 160°E–150°W). For example, the monthly PC10 was linearly correlated with the Niño-3, Niño-3.4, and Niño-4 indices at a value of
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of 0.60, 0.63, and 0.67, respectively. Further support for a fairly strong relationship between this particular spatial pattern and the tropical Pacific SST field can be seen by linearly correlating the seasonal mean PC3 with the seasonal mean Niño-3, Niño-3.4, and Niño-4 indices. This calculation yielded values of 0.66, 0.70, and 0.79, respectively. As these tropical SST indices are commonly used to represent ENSO, this finding establishes a link with the monthly REOF10 and the seasonal REOF3 to ENSO, and also motivates our use of the terminology “atmospheric ENSO” pattern.

A higher linear correlation is obtained when the tropical SST indices are correlated with the predictand of a multiple regression equation in which the Niño-3.4 index is regressed onto the atmospheric ENSO, PNA, and WP PC time series. With this choice of independent variables in the multiple regression equation, for interannual timescales, the linear correlation between the predictand and the Niño-3.4 index was found to have a value of 0.84. Application of analysis of variance shows that this linear correlation exceeds the 99% confidence level. The coefficients in the regression equation are 10.5, 3.3, and −2.0, for the atmospheric ENSO, PNA, and WP PC time series, respectively. This suggests that although each of the PC time series is uncorrelated, these PC time series tend to come into phase with each other during ENSO events. As a result, the atmospheric response to ENSO SST anomalies mostly involves a
superposition of REOFs, with the atmospheric ENSO pattern making up the largest contribution.

Although the strong similarity between the daily and monthly REOF spatial patterns suggests that the daily REOF patterns can also be identified with particular BL anomaly patterns, or with the atmospheric ENSO pattern for the daily REOF20, we objectively evaluate these relationships by performing the following calculation. Take the daily PC time series and construct another time series consisting of nonoverlapping monthly averaged segments. This new time series is then correlated with the corresponding monthly averaged PC time series. As each pair of time series yields a large linear correlation (see Table 1), we are able to identify the daily REOF in Fig. 3 with a particular BL teleconnection pattern, and REOF20 with the atmospheric ENSO pattern.

The seasonally averaged REOFs (Fig. 1) are identified by an analogous procedure whereby a new time series consisting of nonoverlapping seasonally averaged segments of the monthly averaged PC time series is correlated with the seasonally averaged PC time series. Most of these correlations are very high, particularly the NAO and PNA (Table 1). Also, the daily and seasonally averaged PC time series are compared by following the same procedure in which nonoverlapping seasonally averaged segments of the daily PC time series are correlated with the seasonally averaged PC time series (Table 1). Again large correlations are found. This indicates that to a large extent the monthly and seasonally averaged PC can be simply interpreted as time averages of the corresponding daily PC time series. Furthermore, these results also indicate that the essential temporal information about these teleconnections is contained within the daily PC time series.

Table 1. Linear correlations among daily (d), monthly (m), and seasonal (s) PC.

<table>
<thead>
<tr>
<th></th>
<th>d vs m</th>
<th>d vs s</th>
<th>m vs s</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAO</td>
<td>0.97</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>PNA</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>Atmospheric ENSO</td>
<td>0.82</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td>WP</td>
<td>0.74</td>
<td>0.65</td>
<td>0.86</td>
</tr>
</tbody>
</table>

4. Power spectra, timescale, and climate noise

a. Power spectra

In order to evaluate the power spectra, timescale, and climate noise properties, it is best to use a daily, unfiltered, time series. Although one could use the daily PC time series from the previous section, we adopt the following approach for each teleconnection pattern. First, we take the monthly and seasonally averaged REOFs, and projected the daily (0000 UTC) 300-mb height fields onto these spatial patterns. This approach generates two new daily time series. Then, we compare the variance of these two time series with that from the daily PC time series, and select the time series with the greatest variance. This approach finds that for the NAO and PNA the daily PC time series still retains the largest variance. On the other hand, for the atmospheric ENSO (WP) pattern, it is found that daily time series generated from the seasonally (monthly) averaged REOFs yields the largest variance.

We next examine the power spectra for the daily PC time series (see Fig. 4). These power spectra are displayed for two separate ranges of periods, referred to as intraseasonal (2–90 days) and interannual (2–20 yr). Before calculating these power spectra, all linear trends have been removed, and the ends of each time series were tapered. A comparison of the power spectra with and without the trend removal showed that the trend removal had a negligible influence on all spectra except for the NAO, which exhibited a very large trend on interannual timescales. The intraseasonal power spectra are obtained by calculating the average of individual power spectra for each of the 39 winter seasons. The interannual power spectra are derived by applying a Hanning window to the seasonally averaged daily PC time series. In addition to these smoothed power spectra, Fig. 4 also shows red noise spectra, and the 95% a priori and 95% a posteriori confidence levels. The shape of these red noise spectra, that is, the value of $\alpha$ in (2), were determined from a least squares fit to the smoothed intraseasonal power spectra in Fig. 4. The interannual red noise spectra were calculated by extending the intraseasonal red noise spectra toward interannual timescales. For determining the intraseasonal confidence limits, 78 degrees of freedom are used for each spectral estimate, where it has been assumed that there are approximately two degrees of freedom for each seasonal periodogram value. For the interannual power spectra, the number of degrees is $(2N - m/2)/m$, where $N$ is the number of years, and $m$ is the truncation point (see Panofsky and Brier 1968).

We first concentrate on the characteristics of the intraseasonal power spectra. For the NAO, PNA, and WP PC time series, the power spectrum does indeed resemble that for a Markov process. Furthermore, none of the power spectra for these three PC time series exhibit spectral peaks that exceed the 95% a posteriori confidence level. On the other hand, the power spectrum for the atmospheric ENSO PC shows a broad peak near 20 days that exceeds the 95% a posteriori confidence level. Consistently, calculations of the autocorrelation function (not shown) for the atmospheric ENSO PC indicate large deviations from that for a Markov process at lags beyond 10 days. For lags less than 10 days, the autocorrelation function decays at a rate matching that of a Markov process. However, at larger lags, the autocorrelation function declines more slowly, not reaching $e^{-1}$ until 49 days. This suggests that the atmospheric ENSO PC time series is not well described by a Markov process.

For the interannual power spectra, it is only the PNA...
PC time series that exhibits a spectral estimate (near 4 yr) that is above the 95% a posteriori confidence level. The occurrence of this spectral peak in the PNA PC time series is certainly not surprising, as other studies have found that the PNA is related to ENSO (e.g., Mo and Livezey 1986), and numerous ENSO investigations find a spectral peak near 4 yr (e.g., Zhang et al. 1996; Kestin et al. 1998; Zhang et al. 1998; Wunsch 1999). The atmospheric ENSO PC also exhibits a spectral peak near 4 yr, but it fails to exceed the 95% a priori confidence level. When we compare the interannual atmospheric ENSO power spectrum with that for a white noise process, the 4-yr peak also falls slightly below the 95% a priori confidence level.

b. Timescale

Given that the intraseasonal power spectra in Fig. 4 appear to be well represented by a Markov process (except for the atmospheric ENSO PC), we define a timescale for the NAO, PNA, and WP PC time series based on the time taken for the autocorrelation function of each PC time series to decrease by a factor of $e$. These $e$-folding timescales, shown in Table 2, reveal that each
PC time series has a timescale between 7.4 and 9.5 days. Such values, of course, correspond to frequencies much larger than the 1/(2 month) Nyquist frequency in many studies of low-frequency variability.

c. Climate noise

In this section, we address the question of whether the interannual variability of some anomalies can be interpreted as arising from climate noise. We follow the approach in Dole (1986) and Feldstein and Robinson (1994) to test for climate noise in each of the PC time series. This approach involves the examination of the statistical significance of \( \chi^2 = NS_p^2/S^2 \), which has \( N - 1 = 38 \) degrees of freedom, one less than the number of winter seasons in the dataset, where \( S_p^2 \) is the interannual variance of the daily unfiltered PC time series, and \( S^2 \) is the interannual variance of the Markov process represented by the corresponding intraseasonal red noise spectra in Fig. 4. (Because the atmospheric ENSO PC is not well represented by a Markov process, a climate noise analysis for this particular teleconnection pattern is not performed.) For the purpose of calculating \( S^2 \), a 10,000-yr synthetically generated time series was obtained that has the same variance and lag 1 day autocorrelation as the corresponding PC time series. Our null hypothesis is that \( S_p^2 \) is not greater than \( S^2 \), that is, \( \chi^2 = N \), and the \( \chi^2 \) threshold value corresponding to the 95% confidence level for a one-sided test is 53.4.

As shown in Table 2, the \( \chi^2 \) values for the NAO and PNA PC time series are well in excess of the 95% confidence level. The \( \chi^2 \) value for the WP pattern is well below this threshold, which suggests that the interannual fluctuations of this pattern can be entirely attributed to climate noise. Returning to the NAO and PNA PC time series, although climate noise contributes toward their interannual variability, the \( \chi^2 \) values in Table 2 indicate that some amount of external forcing is also playing a key role. However, it is important to note that the occurrence of a \( \chi^2 \) value that exceeds the 95% confidence level does not, per se, indicate that the interannual variability is dominated by the external forcing. Such a \( \chi^2 \) value simply indicates that the interannual variability is greater than that expected for a Markov process, at least to the 95% confidence level. For the purpose of examining the relative importance of external forcing and climate noise, we will calculate the signal-to-noise ratio, a quantity that can be determined from \( \chi^2 \). Such an analysis will be presented later in this section.

Because the NAO exhibits a large linear trend over the 40 yr between 1958 and 1997, as indicated in section 4a, this teleconnection warrants further investigation. A calculation of \( \chi^2 \) for the NAO with and without the trend reveals that most of the excess variance above the 95% confidence level is accounted for by the large linear trend. Since Hurrell and van Loon (1997) (HV hereafter) show that this trend does not extend to those years prior to 1958 (HV defined a winter mean NAO index based on sea level pressure, which allows them to evaluate the NAO back to 1864), and because the stochastically driven, synthetic NAO time series of Wunsch (1999) shows episodes with similar linear trends, it may be that the large interannual variance associated with the NAO, and hence the large \( \chi^2 \) value, arises because we have sampled a particularly unusual 40-yr period. Or stated in other words, the sample size may simply be too small. To address this question, we use the NAO index time series of HV, which is obtained from NCAR, as a proxy measure for the PC time series associated with the NAO. The fact that the correlation between the HV NAO time series and our NAO time series is found to be 0.89 for the years of 1958–97 provides support for this approach.

We then estimate the 1864–97 interannual variance of the NAO time series by assuming that the ratio of the 1864–97 variance to the 1958–97 variance is the same for both time series. Upon using this estimated value for the interannual variance of the NAO time series, a \( \chi^2 \) value of 145.8 is obtained. Such a value falls slightly less than halfway between that for the null hypothesis, that is, \( \chi^2 = N = 134 \), and that for the corresponding 95% confidence level, which is 160.9 for 133 degrees of freedom. Thus, it is difficult to make a strong statement about the role of climate noise and external forcing for the NAO.

To investigate the relative roles of external forcing and climate noise for interannual variability, we next examine the signal-to-noise ratio. The signal is interpreted as resulting from external forcing, and is regarded as the amount that the observed interannual variance exceeds the interannual variance of the corresponding Markov process, that is, \( S_p^2 - S^2 \). Specifying the noise to be \( S^2 \), the signal-to-noise ratio takes the simple form \( \chi^2/N - 1 \). A calculation of this quantity yields a signal-to-noise ratio of 0.09 and 1.11 for the NAO and PNA PC time series, respectively (for the NAO, the 134-yr estimate for \( \chi^2 \) was used). For the NAO, this result indicates that most of the interannual variance of this pattern can be interpreted as arising from climate noise. On the other hand, climate noise accounts for about one-half of the interannual variance of the PNA.

5. Discussion and conclusions

In this study, the spectral, timescale, and climate noise characteristics of the dominant Northern Hemisphere winter teleconnection patterns are examined. These patterns are identified with RPCA as the NAO, PNA, and WP patterns of Barnston and Livezey (1987), and another pattern referred to as the atmospheric ENSO pat-
tern. The latter pattern was found to be closely related to the tropical SST anomalies associated with ENSO. The key finding of this study is that the temporal evolution of the NAO, PNA, and WP patterns can be interpreted as being a stochastic process with an \( e \)-folding timescale between 7.4 and 9.5 days. Similar stochastic properties were also found for other less prominent teleconnection patterns, such as the EA, EA/WR, and SCA patterns. The \( e \)-folding timescale associated with these patterns was typically between 6 and 7 days. On the other hand, a similar statement about stochastic properties for the atmospheric ENSO pattern could not be made, as its intraseasonal power spectrum was not well represented by a Markov process. Similarly, the EP pattern was also not well fitted by a Markov process.

\( a. \) Power spectra

The results of the power spectral analysis suggest that for intraseasonal periods (2–90 days) each (except for the atmospheric ENSO and EP patterns) of the above teleconnections patterns are well described by a Markov process. For interannual periods (2–20 yr), only the PNA showed a spectral peak (near 4 yr), which exceeded the 95% a posteriori confidence level.

\( b. \) Characteristic timescale

As stated above, the \( e \)-folding timescale for most of the teleconnection patterns was found to be on the order of 10 days. Thus, all of the above teleconnections are fundamentally short timescale processes. To illustrate these short timescale characteristics, we present an example showing the daily PNA PC time series during a particular winter season when the seasonally averaged PNA PC time series was strongly positive (see Fig. 5). As can be seen, the PNA PC time series is indeed dominated by numerous high-frequency fluctuations. The same behavior is also found for all the teleconnection patterns. The PC time series in Fig. 5 also illustrates the property that those winter seasons with a large time-averaged amplitude for a particular teleconnection pattern are characterized by high-frequency fluctuations with a preference for one particular sign. This suggests that the excitation mechanism for one sign of an anomaly must be taking place more frequently than that for the opposite sign anomaly during that particular winter. As an example, if short-term fluctuations in the positive (negative) PNA PC time series are excited by positive (negative) short-term tropical convective anomalies, it may be that a strong seasonal mean PNA anomaly is characterized by a preponderance of short-term convective anomalies of one particular sign.

The shortness of these timescales has important implications for the methodology adopted for examining various anomalies. This is because the calculation of monthly and seasonally averaged anomalies, as is done in most other studies, actually represents a temporal averaging over many shorter timescale fluctuations. Such time averaging is beneficial, of course, if one’s aim is to increase the signal-to-noise ratio in the data. In contrast, if one’s goal is to improve our understanding of the fundamental dynamics of the growth and decay of teleconnection patterns, diagnostic analyses that focus on daily data should be very beneficial. Furthermore, the shortness of these timescales also implies that the physical processes that excite each teleconnection pattern must take place over a time period confined to several days. Consistent with this result, Cash and Lee (2000) find that a linear stochastic model forced by Gaussian white noise successfully captures the temporal evolution of the PNA.

These ideas can be succinctly illustrated by taking the time average of (1), the equation for a Markov process, that is, \( \bar{x}_t = \alpha \bar{x}_{t-1} + \bar{F}_t \). Recall that \( x_t \) corresponds to the PC time series. In this equation, the overbar denotes a time average, which we apply to a time period over which a particular PC has a large amplitude of one sign, such as the time period shown in Fig. 5 for the PNA. If we are to relate this equation to the PNA (recall that the PC time series for the PNA is well described by a Markov process), then \( x_t \) corresponds to the amplitude of the PNA, and \( F_t \) the forcing, for example, anomalous tropical diabatic heating. Since we are applying this time average to a period of time over which a particular PC has a large amplitude, we assume that \( \bar{x}_t = \bar{x}_{t-1} \), which leads to \( (1 - \alpha) \bar{x}_t = \bar{F}_t \). Because of the short timescales of the teleconnections presented in this study, this indicates that teleconnections or anomalies in time-averaged data, for example, monthly or seasonally averaged data, represent the time-averaged response to time-average forcing, where both the response and forcing fluctuate rapidly in time. Thus,
monthly and seasonally averaged teleconnections should not be interpreted as corresponding to a steady, that is, time-independent, response to steady forcing, as might be implied from a time average.

c. Climate noise

The fact that most of the PC time series are well described as Markov processes directed us to investigate whether the interannual variability of these patterns arises from climate noise, that is, variability resulting from statistical sampling fluctuations. To address this question, we first specified a null hypothesis that the observed interannual variance is equal to that for a Markov process, and then evaluated statistical significance with $\chi^2$ statistics. It was found that the interannual variance for the PNA PC time series exceeded the 95% confidence level. For the NAO, the interannual variance was found to be about halfway between that for the null hypothesis and the 95% confidence level. Such a value did not give sufficient confidence to make a strong statement about climate noise and the NAO. The interannual variance for the WP pattern, on the other hand, was close to that for the null hypothesis, which suggests that the interannual variability of this particular pattern can be attributed entirely to climate noise. The climate noise properties of the EA, EA/WR, and SCA patterns were also examined. It was found that interannual variance of the EA pattern exceeded the 95% confidence level, whereas that for the latter two patterns was fully within the range expected for climate noise.

The climate noise calculations also showed that the signal-to-noise ratio for the NAO was much smaller than that for the PNA, even though their interannual variances were very similar. These differences can in part be attributed to the longer timescale of the NAO. This is because a longer timescale, or equivalently a larger period at which the red noise spectrum becomes white, results in a greater interannual variance (Nitsche 1996).

d. NAO, PNA, ENSO, and climate change

The results of this study allow us to offer an explanation as to why it is that the NAO and PNA are the dominant patterns on interannual timescales. This is an interesting question because the fractional variance of the first several daily REOFs are all rather similar. For the NAO, it is likely because of its longer 9.5-day timescale. As stated above, the contribution of climate noise toward the interannual variance increases with a longer timescale. In contrast, the PNA likely attains its large interannual variance because of "external forcing," as suggested by the climate noise test. This external forcing is most likely associated with tropical Pacific SST anomalies, as shown in numerous observational and modeling studies.

Further insight into atmospheric interannual variability was obtained from a multiple regression calculation involving various PC time series and the Niño-3.4 index. The results of this calculation suggest that the atmospheric response to ENSO can be interpreted as a superposition of the atmospheric ENSO pattern, PNA and WP teleconnection patterns, with the contribution from the atmospheric ENSO pattern being dominant. This suggests that the atmospheric ENSO pattern is a much more robust response to ENSO forcing than the other patterns. Presumably, this is because on interannual timescales the atmospheric ENSO pattern is primarily driven by tropical heating associated with ENSO, whereas the other patterns are forced by a number of different processes.

One result of this study was that the two reddest (largest $e$-folding timescale) modes were those associated with the NAO and ENSO. This resembles the findings of von Storch (1999), who showed that the two reddest modes in a coupled general circulation model were associated with a tropical mode and a midlatitude mode, both exhibiting strong zonally symmetric characteristics. Their tropical mode was found to be related to the global relative angular momentum, a quantity highly correlated with ENSO (e.g., Chao 1988; Rosen et al. 1984), and their midlatitude mode showed characteristics extremely similar to the observed annular mode (Thompson and Wallace 1998, 2000a,b) and the observed zonal index (e.g., Feldstein and Lee 1998). For the Northern Hemisphere winter, the latter quantity is often considered to be the zonal average of both the NAO and the "annular mode" (Wallace 2000), also known as the Arctic oscillation (e.g., Thompson and Wallace 1998). In fact, by combining the results of this study with those of the zonal index study of Feldstein (2000) and with calculations of the spectral properties of the annular mode (based on sea level pressure; not shown), it is found that the $e$-folding timescale increases as the anomaly becomes increasing zonally symmetric. For example, the $e$-folding timescale for the NAO was shown in this study to be 9.5 days, for the more zonally symmetric Northern Hemisphere annular mode our calculations find a value of 10.6 days, and for the Northern Hemisphere zonal index, a timescale of 18 days is found (Feldstein 2000).

The findings of this study suggest a new avenue for improving our understanding, and perhaps predication of the teleconnection patterns. This involves an investigation of the life cycle of the teleconnection patterns, with an emphasis on the dynamical processes associated with their excitation, maintenance, and decay. Such a study is presently being undertaken by the author.
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