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ABSTRACT

The work in this paper builds upon the relatively well-studied seasonal cycle of the Indian Ocean heat transport by investigating its interannual variability over a 41-yr period (1958–98). An intermediate, two-and-a-half-layer thermodynamically active ocean model with mixed layer physics is used in the investigation. The results of the study reveal that the Indian Ocean heat transport possesses strong variability at all time scales from intraseasonal (10–90 days) to interannual (more than one year). The seasonal cycle dominates the variability at all latitudes, the amplitude of the intraseasonal variability is similar to the seasonal cycle, and the amplitude of the interannual variability is about one-tenth of the seasonal cycle. Spectral analysis shows that a significant broadband biennial component in the interannual variability exists with considerable coherence in sign across the equator. While the mean annual heat transport shows a strong maximum between 10° and 20°S, interannual variability is relatively uniform over a broad latitudinal domain between 15°N and 10°S. The heat transport variability at all time scales is well explained by the Ekman heat transport, with especially good correlations at the intraseasonal time scales. The addition of the Indonesian Throughflow does not significantly affect the heat transport variability in the northern part of the ocean.

1. Introduction

The Asian–Australian monsoon is a coupled ocean–atmosphere–land phenomenon with an intensity that is regulated through negative feedbacks between the land, ocean, and atmosphere (e.g., Webster et al. 1998, 2002b; Loschnigg et al. 2003). The ocean component of the coupled system is arguably the least well known, in particular its interannual variability.

A number of studies have calculated the mean annual heat transport and the mean seasonal cycle of the heat transport in the Indian Ocean. The methods used include calculation of the oceanic heat budget as a residual from atmospheric measurements (Hsiung et al. 1989; Trenberth and Solomon 1994), estimation from the hydrographic data (Hastenrath and Lamb 1980; Fu 1986; Hastenrath and Greischar 1993), and modeling studies (Wacongne and Pacanowski 1996; Garternicht and Schott 1997; Lee and Marotzke 1997, 1998; Jayne and Marotzke 2001). Despite limitations and different errors inherent to each method, all mentioned above studies are in a good agreement. Figure 1 compares estimates of the seasonal cycle of a number of studies. Specifically, Fig. 1a shows model estimates of the latitudinal distribution of heat transport as a function of time from Wacongne and Pacanowski (1996), Figs. 1b,c show estimates from residual techniques and available hydrographic data (Hsiung et al. 1989; Hastenrath and Greischar 1993), and Fig. 1d shows the transport distribution from the model used in this study (see section 2). The four studies show the same general distributions of heat transport; that is, a large southward transport (−1.5 to −2 PW) between spring and fall and a northward transport (+1.5 to +2 PW) during the rest of the year. Furthermore, all estimates show a maximum heat transport on the south side of the equator between 10° and 15°S. Each heat transport distribution is also con-
consistent with the annual cycle of wind-driven Ekman heat transport discussed earlier by several authors (e.g., Levitus 1987; Loschnigg and Webster 2000; Jayne and Marotzke 2001).

In addition to the strong seasonal cycle, there is much evidence of a strong aperiodic and high-amplitude atmospheric and oceanic variability on intraseasonal, biennial, and interannual time scales over the Indian Ocean (see review by Webster et al. 1998). Han et al. (2001) found ±1–2 PW heat transport changes in response to intraseasonal wind forcing. Biennial variability has been studied by several authors (see Meehl 1987, 1997; Goswami 1995; Clarke et al. 1998, among others). Five-year variability has also been identified by Nicholson and Nyenzi (1990) and Terray (1995).

There is recent evidence that the Indian Ocean possesses modes that are inherent to the basin and either act independently or are forced by remote forcing such as El Niño–Southern Oscillation (ENSO). This phenomenon is referred to as the Indian Ocean dipole or the Indian Ocean Zonal Mode (IOZM; Webster et al. 1999; Saji et al. 1999; Anderson 1999; Yu and Rienecker 1999, 2000). The discovery of the IOZM resulted in a number of papers in recent years examining the interannual variability of the Indian Ocean. Among others are works by Murtugudde and Busalacchi (1999), Behera et al. (2000), and Huang and Kinter (2002). However, these papers mostly concentrated on surface observations, and mixed layer heat budget. Feng and Meyers (2003) analyzed the subsurface ocean dynamics based on observed sea level anomalies and temperature data. If the ocean is a critical element of regulation of the amplitude of the monsoon as suggested by Webster et al. (2002b) and Loschnigg et al. (2003), then there should be a recognizable interannual signal in heat transports that somehow matches the amplitude of the monsoon anomaly. It is difficult to assess this interannual variability observationally, because only occasional observational snapshots of internal processes are available [e.g., the Joint Air–Sea Monsoon Interaction Experiment (JASMINE); Webster et al. 2002a; or the Bay of Bengal Experiment (BOBMEX); Bhat et al. 2001] or measurements of surface characteristics from satellite. Therefore, the best available option for looking at variability of the ocean at this time will be to use an ocean model forced by atmospheric fields, which are relatively well known. Using this strategy, Loschnigg and Webster (2000) used a 7-yr Indian Ocean model run to study the interannual variability of the Indian Ocean heat transport and assess the variability in the North Indian Ocean (NIO) heat budget, where NIO is defined as the portion of the Indian Ocean north of the equator. Recently Jayne and Marotzke (2001) analyzed the interannual variability of the World Ocean heat transport for the years 1988–97, using the Parallel Ocean Climate Model. They presented an explanation of the heat transport variability, discussed the role of the variable wind stress and the connection between the heat transport variability and the Ekman transport, concluding that the Ekman heat transport and the physics underlying it is the key to understanding a large part of the time-varying heat transport. They also presented estimates of the heat transport variability for the global ocean.

In the current study, with the use of an intermediate ocean model, we produce a 41-yr (1958–98) evolution of the Indian Ocean heat budget. The budget is resolved at 5-day intervals. The relatively short temporal resolution and the length of the integrations allow the analysis of both interannual (longer than one year) and intraseasonal (from 10 to 90 days) variability. In the next section, we describe the model and the forcing used. In section 3, we present results of the model in-
integrations. We discuss the seasonal cycle of the heat budget in the Indian Ocean, show that the heat transport undergoes strong variability at all time scales from intraseasonal to interannual, and determine the nature of the interannual variability, in particular its biennial nature. We also analyze the correlation between the Ekman transport and the heat transport at different time scales, and discuss how our results are affected by the addition of the Indonesian Throughflow (ITF) to the model. In section 4 we present conclusions.

2. Model, data, and methods

a. Model and model heat budget

The model used is a version of McCreary et al. (1993) two-and-a-half-layer Indian Ocean model with a mixed layer imbedded within the upper layer and a 55-km grid resolution. The model was developed by McCreary et al. (1993), and used in several studies (e.g., Loschnigg and Webster 2000; Behera et al. 2000) in which details of the model are presented. The temperatures of the two active layers can vary but salinity is not included. The entrainment and detrainment of water is allowed to account for the exchange of mass, momentum, and heat between layers. The model develops its own turbulent fluxes of sensible and latent heat from the imposed atmospheric forcing and the state of the upper layers of the ocean model. The mixed layer entrainment is governed by Kraus–Turner mixing conditions (Kraus and Turner 1967), in which mixing is maintained by turbulence generated at the surface by stirring and cooling. The southern boundary of the model does not correspond to any real boundary of the Indian Ocean, and the zero-gradient, open-boundary conditions are applied there. The model heat budget is calculated in the same way as in Loschnigg and Webster (2000). For the closed region as the NIO used in the model, where the ITF has been neglected, the model heat budget for a volume of the ocean is

$$Q_v = Q_v + Q_s + \text{diffusive terms},$$

(1)

where $Q_v$ is the change in heat storage, $Q_v$ is the heat transport into the volume, and $Q_s$ is the total net surface flux into the ocean. Diffusive terms are much smaller than other terms and are neglected in the current discussion. The rate of change of heat storage is defined as

$$Q_s(t) = \int\int\int \frac{\partial T}{\partial t} \, dx \, dy \, dz,$$

(2)

the surface heat flux into the ocean is

$$Q_s(t) = \left( Q_{sw} + Q_{lw} + Q_{LE} + Q_{SH} \right) \, dx \, dy, \quad \text{(3)}$$

and the meridional heat transport is

$$Q_v(t) = \rho c_p \int vT \, dx \, dz, \quad \text{(4)}$$

where $Q_{sw}$ is the solar radiation, $Q_{lw}$ is the outgoing longwave radiation, $Q_{LE}$ is latent heat flux, $Q_{SH}$ is sensible heat flux, and $v$ and $T$ are the meridional velocity and temperature, respectively. Longitude, latitude, and depth are represented by $x$, $y$, and $z$, respectively.

For the definition of the heat transport to be valid, there must be a zero net mass transport across the meridional section. For the model used in this study this is not true. The model formulation includes the requirement of the conservation of the total mass in the basin; however, the mass of the water north of any given latitude inside the basin is constantly changing. To take that into account, we calculate the heat transport following Hall and Bryden (1982) and Loschnigg and Webster (2000). We assume that the mass transport in the abyssal layer compensates for the mass transport in two upper layers; that is,

$$v_3 H_3 \, dx = - \left( v_1 H_1 + v_2 H_2 \right) \, dx,$$

(5)

where $v_i$ ($i = 1, 2, 3$) represents the meridional velocity component, and $H_i$ represents the depth of the layers. For the layers having temperatures $T_i$, and the deep ocean temperature $T_3$, the total heat transport is

$$Q_v = \rho c_p \int_{i=1}^{3} v_i H_i T_i \, dx$$

$$= \rho c_p \left[ v_1 H_1 \left( T_1 - T_3 \right) + v_2 H_2 \left( T_2 - T_3 \right) \right] \, dx.$$  

(6)

The deep ocean temperature ($T_3$) is taken to be 4°C (Levitus 1982).

b. Forcing of the ocean model

The ocean model was run for a 41-yr period (1958–98) driven by surface air temperature, surface winds, specific humidity, and net surface radiation from the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) Reanalysis data (Kalnay et al. 1996; Kistler et al. 2001). The radiative forcing used in the model was obtained by correcting NCEP radiation fields to match the mean fluxes calculated from the surface radiation budget (SRB) dataset (Darnell et al. 1996), which is available.
for the 7-yr period (1984–91; the data are available online at http://srb-swlw.larc.nasa.gov/SRB_homepage.html). This radiative-forcing correction provides better agreement between model and observed SST data although, as it turns out, the model is far more sensitive to wind forcing than radiative forcing. Following Han and Webster (2002), the model was forced by the 90% NCEP–NCAR reanalysis 1000-mb wind stress to account for the logarithmic wind profile in the surface layer. The NCEP–NCAR reanalysis dataset was chosen because it comprises the longest homogeneous dataset currently available.

According to Kistler et al. (2001), the interannual variability of the reanalysis data tends to be correlated with independent observations. However, some caution should be used since the reanalysis data are influenced both by observations and by the model, and thus sometimes could differ substantially from observations. The NCEP–NCAR reanalysis provides daily averages on a T62 Gaussian grid. For our purposes, we average these data every five days, producing 73 forcing fields for each year, and interpolate to the model 0.5° grid. Forcing fields of the ocean model were computed in this manner for the 41-yr period. Initially, the model was spun-up for 10 yr using mean annual cycle forcing obtained by averaging the 41-yr period. At year 10 the model circulation approaches stationarity. The last year of the spinup is used as initial conditions for the main model run.

Test runs with daily output show that the model does not produce any significant variability not present in the model forced by pentad fields. The model performance was tested against SST data. For this purpose Reynolds SST (Reynolds 1988; Reynolds and Marisco 1993) and Comprehensive Ocean–Atmosphere Data Set (COADS) SST data (Oberhuber 1988) were used. The model SST and SST anomalies compare well with the observational data. Figure 2 shows the comparison of the modeled SST to the Reynolds SST. The comparison is made for January and July. Figures 2a,b show...
the difference between 41-yr-averaged model and Reynolds SST averaged over the same period. The corresponding root-mean-square errors (rmse) are 0.69 for January and 0.82 for July. Figures 2c,d show the difference between the modeled and observed SST anomalies for the year 1987. The corresponding rms errors are 0.35 for January and 0.29 for July. As could be seen, for the mean state for most part of the basin the difference does not exceed 1°C, and for the anomalies the difference is mostly below 0.5°C. A 41-yr integration with the same forcing for each year was performed to ensure that model results did not have any artificial drift resulting from the long-term integration. The comparison of the SST fields between the first and last years of the test run showed that the SST difference never exceeded 0.02°C, and did not show any consistent drift.

3. Results and discussion

First, we calculate the seasonal cycle of the Indian Ocean heat transport and compare it with the previous studies. This comparison allows us to estimate the reliability of the heat transport calculations from the model. Based on these estimates, we investigate the intraseasonal and interannual variability of the heat transport.

a. Seasonal cycle of the Indian Ocean heat budget

1) Comparison between the current model and previous results

The mean seasonal cycle of the Indian Ocean heat transport, plotted as a function of latitude and month, is shown in Fig. 1d. The relatively simple two-and-a-half-layer model appears to agree well with other estimates of the seasonal cycle of the oceanic heat transport, shown in Figs. 1a–c. The similarity confirms that the heat transport calculations found in our integrations are independent of the particular choice of the model. The model used by Wacongne and Pacanowski (1996), as well as the model used in the current study, does not include the ITF. The very good agreement with the estimates from residual techniques (Hsiung et al. 1989) and hydrographic data (Hastenrath and Greischar 1993) suggests that the ITF is probably not crucial for the seasonal cycle of the heat transport at least to first order. Whether or not it is a more critical component of interannual variability is not known. We will discuss aspects of the ITF in section 3e.

There are, however, a number of limitations in using only a two-and-a-half-layer model. Miyama et al. (2003) point out that the net southward heat transport in the Indian Ocean is associated with the shallow cross-equatorial meridional overturning cell, which is well resolved by two-and-a-half-layer model. However, as discussed by Schott and McCreary (2001) there is still considerable uncertainty related to the existence of the deep meridional overturning cell in the Indian Ocean, and whether such cell would affect the meridional heat transport. For example, Wacongne and Pacanowski (1996) found that during the northeast monsoon in the boreal winter most of the model heat transport is carried by a deep downwelling cell. Recently Ferron and Marotzke (2003) found that the deep overturning carries 10% of the total southward energy flux at 32°S.

2) The seasonal cycle of the heat balance of the NIO

Figure 3 shows the seasonal cycle of the components of the heat balance of the NIO as a function of time of year: the seasonal cycle of mean northward oceanic heat transport across the equator, the rate of change of heat storage of the upper 500 m of the NIO, net surface heat flux over the Indian Ocean north of the equator, and the sum of the net surface heat flux and heat transport. (Units: PW.)

For the cross-equatorial heat transport, the maximum amplitudes reached are 1.2 PW in January and −1.6 PW in July. The NIO heat storage change reaches a maximum value of 1.9 PW in March, and the minimum value of −1.4 PW in June. While heat transport and heat storage change have a strong annual component, the net surface heat flux has a strong semiannual component. The net surface heat flux is the sum of the
longwave and shortwave radiation and sensible and latent heat fluxes. It has two positive peaks in March and October, reaching correspondingly 1.0 and 0.8 PW. These maximum values are reached during the transition time between winter and summer monsoons, as a result of the enhanced heating of the ocean during the boreal summer combined with the reduced winds. The net surface flux reaches minimum values of 0.6 PW in January and 0.15 PW in the midsummer (June). The minimum values of the net surface flux are reached at the peak of the winter and summer monsoon seasons. These minima can be explained by wind and solar radiation variability. During winter, the NIO has a minimum in solar radiation and moderate winds. During the boreal summer, solar radiation is reduced by increases in cloudiness and vertical mixing enhanced by very strong winds.

b. The relationship between the seasonal cycle and intraseasonal and interannual variability

1) Comparison between the current model and previous results

The 41-yr model run, with the 5-day output, allows us to look at variability over a wide range of temporal scales. Figure 4 shows the time series of the anomalies of the cross-equatorial heat transport, NIO heat storage change, and NIO surface flux. Time series shown on Fig. 4 are smoothed with a nine-point running average, and with the seasonal cycle removed. High-amplitude variability is evident on all time scales from 10 days to several years in both summer and winter. From Fig. 4 it appears that the intraseasonal variability of the heat transport does not have any preferred time of the year. For Fig. 4 we picked the years, which show that the amplitude of the intraseasonal signal may remain strong or weak for the whole year, or change significantly from one season to another. For example, in 1995 we can see strong heat transport anomalies at all seasons, whereas in 1970 the anomalies are low at all time. However, in 1987 and 1998 there are strong positive heat transport anomalies in spring and relatively small anomalies during the rest of the year. The amplitude of the short time variations in the heat transport could be as much as 1.5 PW, which is similar to the amplitude of the seasonal cycle. In fact, Jayne and Marotzke (2001) found for the global ocean heat transport that some short-term fluctuations near the equator can completely compensate the seasonal cycle. The Fourier spectrum of the unfiltered time series with the seasonal

![Figure 4. Time series of the anomalies of the components of the heat budget for the years (top) 1969–73, (middle) 1984–88, and (bottom) 1994–98. The time series are smoothed with nine points running average for clarity and to isolate major lower frequency changes. The seasonal cycle is removed. Major anomalies occur at all times of the year. (Units: PW.)](image-url)
cycle removed (Fig. 5a) is dominated by the variability with the periods close to 15 days. This raw unsmoothed spectrum shows that there is a significant amount of variability present in all time scales. As will be discussed later, the variability at other time scales is also statistically significant (see Fig. 5b).

2) RELATIVE MAGNITUDE OF VARIABILITY OF OCEANIC HEAT TRANSPORT ON DIFFERENT TIME SCALES

To compare the variance of the heat transport on different time scales, we plot the standard deviations of the meridional heat transport over a range of period bands. These are shown in Fig. 6. Each time scale exhibits different variability with latitude. Overall, the time band with the largest amplitude is the seasonal cycle. Peak variability of the seasonal cycle occurs at 10°S and drops off rapidly south of the maximum but more slowly into the NIO. Intraseasonal variability reaches the peak of 0.9 PW at the equator where it has a similar magnitude to the seasonal variability. The intraseasonal distribution is almost symmetrical about the equator indicating that this mode may be explained by equatorially trapped modes such as with Madden–Julian oscillations. The interannual signal is smallest in amplitude and more homogeneous in distribution. A relative maximum occurs near the equator from which it gradually decreases north and south. The standard deviation of the interannual variability of the cross-equatorial heat transport is about 0.1 PW, compared to a 1.2-PW yearly variation due to the seasonal cycle, or about one-tenth of the extreme of the heat transport seasonal cycle.

Figure 7 shows the standard deviations of different terms of the heat budget for the interannual variability. The variability of the heat transport is similar to the
variability of the rate of change of heat storage, and the variability of the surface heat flux is approximately half of the variability of the rate of change of heat storage. This holds up to 7°S, where the variability of the rate of change of the heat storage starts increasing sharply, and the heat transport variability starts decreasing. The results for the southern ocean are significantly affected by the absence of the ITF (see section 3c).

c. Interannual variability of the Indian Ocean heat transport

In the previous section, we obtained an estimate of the relative magnitude of variability of the Indian Ocean heat transport at different time scales. Now we will consider the annually averaged values and concentrate on the analysis of the interannual signal.

1) INTERANNUAL TIME SERIES OF THE NIO HEAT BALANCE

Figure 8a shows the annual averages of the cross-equatorial heat transport, the rate of change of heat storage in the NIO, and net surface flux into the NIO. Mean annual values of the cross-equatorial heat transport are generally negative. The predominately negative values indicate that the southward summer transport is always bigger than the northward winter trans-
port, and therefore, on average the ocean dynamics acts to cool the NIO. There is considerable interannual variability in the magnitude of the cooling effect. Between 1958 and 1998 there are several years during which the deviation of the cross-equatorial heat transport from the mean values has the magnitude comparable to the mean values of the annual heat transport. For example, the annually averaged heat transport reaches a maximum negative value of $-0.45 \text{ PW}$ in 1972. In 1973 the heat transport is slightly positive and exceeds the mean by $+0.2 \text{ PW}$. This is the only year out of 41 yr, when the annually averaged heat transport has positive sign, which is the opposite sign compared to the long-term negative mean value. The deviation from the long-term mean in the years 1972 and 1973 is about one-tenth of the amplitude of the seasonal cycle.

Given the degree of interannual variability in the cross-equatorial heat transport noted in Fig. 8, it is reasonable to ask whether it is related to other interannual signals such as ENSO. However, the correlation coefficient between the annually averaged cross-equatorial heat transport and the Niño-3 SST is only $-0.1$ suggesting a weak or nonsignificant relationship. As the amplitude of the SST anomaly associated with El Niño peaks in the November–March period, we calculate the lagged correlation of the November–March Niño-3 index with the total heat transport. It turns out that the correlation of the winter Niño-3 with the following year heat transport is 0.32, which is significant at 90% indicating, perhaps, that the Pacific Ocean is one of the components involved in the heat balance of the Indian Ocean. By comparing the annual means of the heat

---

1 Niño-3.4 is the SST anomaly averaged over $5^\circ S$, $5^\circ N$ and $120^\circ W$, $170^\circ W$. 

---

Fig. 8. (a) Annually averaged heat budget for the NIO. See legend for line definitions. (b) Space–time distribution of the annually averaged meridional heat transport (seasonal cycle is not removed). (c) Space–time distribution of the annually averaged anomalies of the meridional heat transport (seasonal cycle removed). Note the biennial tendency of the heat transport anomaly and that the anomalies have the same sign on both sides of the equator, and extend laterally over most of the basin. (Units: PW.)
transport with winter Niño-3.4 index, we can see that in many cases the El Niño years correspond to the cross-equatorial heat transport anomalies switching from negative (anomalously southward transport) to positive (anomalously north transport). This is true for the years 1972–73, 1982–83, 1986–87, and 1997–98. In several cases the enhanced southward transport corresponds to strong monsoon years (1975, 1988, 1994), and enhanced northward transport to the weak monsoon years (1965, 1979, 1987), where strong and weak monsoon years are defined by the All India Rainfall Index (AIRI; Parthasarathy et al. 1994). However, over the totality of the 41-yr time period, the correlation between AIRI (which is calculated for the summer months from June to September), and the total heat transport is essentially zero, as is the correlation between AIRI and summer heat transport, indicating that there is no linear relationship between these variables. Anomalies in the mean annual heat transport result from anomalous heat transport at all times of the year. As could be seen from Fig. 4, the variability does not have any preferred season. For example, from Fig. 8a we can see that in 1987 there is strong northward annual heat transport anomaly, and in 1988 there is noticeable southward annual heat transport anomaly. From Fig. 4 it appears that in 1987 the annual anomaly results from the strong positive anomaly is spring, while in 1988, the spring is almost average although large anomalies occur during the rest of the year.

Figure 8a appears to possess a biennial tendency of the heat transport variability in the sense that a year with strong southward anomaly is often followed by a year with strong northward anomaly and vice versa. To obtain a more quantitative description of the time series, the every 5-day model output was filtered by running a convolution with a digital filter. The filter leaves unchanged all frequencies higher than 0.9 yr$^{-1}$, reducing frequencies to zero as a cosine function. That is, the filter removes efficiently variability with frequencies to the winter of 1958/59.

component, confirming the peak we had noted visually in Fig. 8a.

2) **Comparison of summer and winter heat transport**

In an attempt to investigate further the seasonal structure of the mean annual heat transport, it is separated into winter and summer periods. For the purpose of the analysis, the definition of winter and summer periods is based on the time of the year when the mean seasonal cycle of the Indian Ocean heat transport changes sign as apparent in Figs. 1 and 3. Figure 9 presents the time series of the cross-equatorial heat transport for winter (November through April: upper line) and summer (May through October: lower line) months. The correlation between summer and next winter transport is $-0.30$. Lagged by a half a year, the correlation between summer and previous winter transport is $-0.45$, again suggesting a biennial character to the heat transport variability, consistent with the conclusion of Meehl (1987) and Yasunari (1991). In our case both correlations (i.e., summer with previous winter and winter with previous summer) are negative, which mean that if the winter heat transport is anomalously positive, then the next summer heat transport is anomalously negative and so on. These relationships suggest that if there are strong winds during the winter (anomalously strong northward Ekman transport) then there will be strong winds during summer (anomalously strong southward Ekman transport).

3) **Latitudinal distribution of annually averaged meridional heat transport**

In section 3b(1) we noticed that the interannual variability is relatively homogeneous in latitude in contrast
to the intraseasonal and seasonal variability. The latitudinal distribution of the annually averaged heat transport is presented in Fig. 8b. Maximum southward transport up to $-0.8$ PW occurs between $5^\circ$S and $20^\circ$S. This is the same feature as was observed for the mean seasonal cycle, shown in Fig. 1.

A comparison of Figs. 8a,b, suggests that either anomalously strong or weak meridional heat transport occurs at all latitudes during a particular year. That is, if the transport is anomalously southward at the equator it is anomalously southward at all latitudes. For example, in 1980 there is universally strong transport at all latitudes, whereas in 1981 it is weak at all latitudes. This latitudinal commonality of the sign of the anomalous transports is emphasized in Fig. 8c where the long-term annual average mean heat transport is removed. In general, same signed anomalies in the meridional heat transport extend from the northern to southern limits of the basin and, as such, show the same sign on either side of the equator. Jayne and Marotzke (2001) found similar pattern for the World Ocean heat transport, that is, that the interannual variations of the heat transport are coherent over large meridional extents.

Figure 10 shows the power spectrum of the heat transport calculated at $7^\circ$N and $7^\circ$S. The comparison of Fig. 10 with Fig. 5 shows that the strong broadband biennial signal is present across the central part of the ocean. The cross-equatorial extension of same-signed anomalies suggest that, in contrast to the mean seasonal cycle, the processes that produce the interannual variability of the heat transport are relatively homogeneous across the ocean basin. To test this hypothesis we considered the part of the basin north of $10^\circ$S and south of $15^\circ$N; $10^\circ$S is the latitude of the most rapid SST change. North of this latitude the Indian Ocean is mostly affected by changing monsoon winds, while south of this latitude there are southeasterlies at all times of the year. A northern limit $15^\circ$N is chosen to smooth the effects of the rather complicated basin shape in the NIO. We call a year positive if the heat transport anomaly for that year between $10^\circ$S–$15^\circ$N is always positive, and reaches at least $+0.1$ PW. We call a year negative if the heat transport anomaly in the band is always negative, and reaches at least $-0.1$ PW. Using these criteria, nine positive and nine negative years were found out of the total of 41 yr. Figure 11 shows the resulting composite heat transport anomalies for positive (Fig. 11a) and negative (Fig. 11b) years. It is apparent that the annually averaged anomalies result from heat transport being anomalously positive or negative at all times of the year. The amplitude of the anomalies for positive and negative years is very similar. For positive years the largest values are $+0.8$ PW, while for negative years the values reach $-1.0$ PW. The standard deviation for both negative and positive years is $0.15$ PW and is largest at the equator in both cases ($0.32$ and $0.26$ PW for positive and negative years, respectively) falling off rapidly away from the equator. In addition, the activity of the intraseasonal variability appears stronger in negative years. Interestingly, the anomaly patterns for positive and negative years are strongly correlated with a coefficient of $-0.42$. Stronger correlations are observed near the equator and around $10^\circ$N and $10^\circ$S. Figure 11c shows the correlation between composite time series for positive and negative years for all latitudes. The strongest correlation of $-0.54$ is observed at $2.5^\circ$N, and decreases rapidly toward north and south.
d. Ekman contribution to the meridional heat transport

Jayne and Marotzke (2001) and Miyama et al. (2003), as well as a number of other studies, suggest that most of the heat transport variability results from the Ekman transport. Following Levitus (1987), the oceanic Ekman heat transport could be estimated as

\[
Q_{\text{EK}} = \rho c_p \int f \left[ T_s - \langle T \rangle \right] dx,
\]

where \( T_s \) is the sea surface temperature, \( \langle T \rangle \) is the vertically averaged temperature (or a deep reference temperature), \( f \) is the zonal wind stress, and \( f \) is the Coriolis parameter. Figure 12 shows the annually averaged Ekman transport and meridional heat transport as a function of latitude for the years 1968, 1973, and 1987. Since the Ekman transport is not defined at the equator, there is corresponding discontinuity. These years were chosen to show that in the equatorial region the relationship between the heat transport and the Ekman transport varies a lot from one year to another. For the years 1973 and 1987 there is much more similarity between two curves, while for the year 1968 two curves are very different for most part of the ocean. To improve the estimation of this variability, we calculate the correlation between the Ekman transport and heat transport for two different time scales: one calculation
uses annually averaged values of the Ekman transport and heat transport, and another uses time series from the model output at every 5 days.

Figure 13 shows the time series of the heat transport and Ekman transport at 5-day intervals for the years 1981 and 1982. The time series correspond to the meridional heat transport across 7°N (Fig. 13a) and 7°S (Fig. 13b). The 7°N and 7°S were chosen because these latitudes are not strongly affected by the ITF in the southern part of the ocean, and not strongly affected by the northern boundary in the northern Indian Ocean. At the same time, the latitudes within 5° of the equator are affected by the discontinuity in the Ekman transport. Figure 13c shows the correlation between the annually averaged values of the Ekman transport and the annually averaged values of the heat transport, calculated from 41-yr time series with 5-day model output. The correlation is calculated as a function of latitude. We can see that the correlation is above 0.8 for most parts of the ocean. The two exceptions are near the equator, where the concept of the Ekman transport is not valid, and in the northernmost part of the ocean, where the heat transport is probably strongly affected by the presence of land. Figure 14 shows the annually averaged meridional heat transport and Ekman transport at 7°N (Fig. 14a) and 7°S (Fig. 14b), and corresponding correlation between the time series of the annually averaged Ekman transport and heat transport. For most part of the basin the correlation is above 0.4, which is significant at 90%. The worst correlation is between the equator and 10°N.

Jayne and Marotzke (2001) suggested the dynamical explanation of the heat transport variability. The important part of their explanation is the difference between mechanisms driving the time-mean and time-varying parts of the Ekman transport. They demonstrate that for the time-mean Ekman transport the resulting compensating flow is highly baroclinic, however, for the time-varying part of the Ekman transport the compensating return flow is barotropic; that is, depth-independent, extending to the full depth of the ocean. The two-and-a-half-layer model used in this study does not have a barotropic mode. Figure 14 shows a time series for the years 1981 and 1982 indicating a strong correlation between the Ekman transport and the heat transport. Such a good correlation suggests that the barotropic return flow is not required to explain the heat transport variability at short time scales.

e. Influence of the Indonesian Throughflow

As mentioned earlier, the model used in the current study does not take into account the ITF. As has been pointed by many authors (Hirst and Godfrey 1993; Godfrey 1996; Webster et al. 1998; Vranes et al. 2002; Wajsowicz and Schopf 2001) the ITF is considered central to the heat budgets of the Pacific and Indian Oceans. However, there is considerable uncertainty in the mean ITF transport and its variability. Vranes et al. (2002) for example, provide estimates of mean ITF mass transport from a number of studies that range from near zero to 30 Sv, with an interannual component of between ±5 Sv with larger transports with La Niña, and smaller transports with El Niño. Several papers have considered the impact of the ITF on the Indian Ocean heat transport. All studies are consistent in that the addition of the ITF produces stronger currents and stronger temperature gradients along 10°S. McCreary et al. (1993) show that in the model used in our current study the ITF produces similar effect in the Southern Hemisphere. However, according to Schott and McCreary (2001) and Vranes et al. (2002) the pathways of the ITF water within the Indian Ocean are still very much a matter of debate. Wajsowicz and Schopf (2001) show that this stronger
currents lead to the suppression of the southward meridional transport from Arabian Sea to the southern Indian Ocean during boreal summer, and makes SSTs in the Arabian Sea higher. Vranes et al. (2002) found that the heat flux divergence of the ITF waters within the Indian Ocean north of 30°S is not significant, and that the ITF heat is ultimately lost to the atmosphere in the southwest Indian Ocean. Ferron and Marotzke (2003), on the other hand, find that the heat transport north of the ITF in the upper 1000 m of the ocean does not depend on the ITF. Thus, there is still uncertainty in the impact of the ITF on the heat budget of the Indian Ocean.

We conducted two experiments to investigate how the ITF would affect our results. Following Han (1999) and McCreary et al. (1993), we added the ITF to the model. The ITF was added by replacing the closed boundary conditions on $u_i$ and $T_i$ at the eastern boundary segment, $x = 115°E$ and $9°S \leq y \leq 16°S$. The new boundary conditions are

$$u_i = -V_1/(h_i L_f), \quad T_i = T_i^*, \quad (8)$$

where $V_1 = 7$ Sv, $V_2 = 3$ Sv, $T_1 = 28°C$, $T_2 = 16°C$, and $L_f = 7°$ is the throughflow area. The above values are suggested by observations or previous modeling studies. We refer to the model run with the ITF included as

![Fig. 13. Anomaly time series of the Ekman heat transport and heat transport for the years 1982–83 at (a) 7°N and (b) 7°S. The anomaly time series are obtained by subtracting the corresponding annual means. (c) The correlation between the anomalies of the Ekman heat transport and heat transport as a function of latitude. Correlation is calculated from the time series for 41 yr with 5-day sampling.](image-url)
the ITF run, and the model run without the ITF as the main run.

To estimate the influence of the ITF we calculate the difference between the ITF run and the main run. Figure 15 shows the difference in the mean annual currents. The main impact of the ITF is the strong current across the ocean around 10°S. These results are remarkably similar to the corresponding difference fields in the global GCM solution of Hirst and Godfrey (1993). Figure 16 shows the heat transport difference between the ITF run and the main run. The most noticeable changes occur to the south of 10°S, where a substantial decrease in northward heat transport is seen. This is the consequence of the ITF water being warmer than the Indian Ocean water. In the region between equator and 10°S there is a small northward heat transport decrease in spring (March–May), and a small northward heat transport increase in winter (November and December). All differences occurring north of 10°S do not exceed 0.2 PW, which is an order of magnitude smaller than the annual cycle of the heat transport. In the southern part of the ocean the biggest difference occurs in April and May, reaching the maximum values of −0.8 PW. When adding the ITF to the model we assumed that there is no seasonal variation in the ITF strength. The annual variation of the ITF results in the ITF being strongest in August, and weakest in February. This annual cycle may result in even smaller differences in the annual cycle of the heat transport. The maximum northward transport decrease is seen in April–May, and February is the time of the minimum ITF transport; therefore, the seasonal variation will make the ITF effect smaller during winter, making the annual cycle of the heat transport more similar to the case without the ITF. This suggests that the ITF does not significantly alter the Indian Ocean heat transport in the part of the ocean north of 10°S.

To estimate the effect of the ITF on the interannual variability of the heat transport, we made model runs with the interannual variability of the ITF. As of today,
there is no long-term observational data for the ITF transport variability. However, several studies suggest that the ITF transport changes with the phase of the ENSO by as much as ±5 Sv, with smaller transport during El Niño, and bigger transport during La Niña (see Vranes et al. 2002, and references therein). We constructed the interannual variability of the ITF, making the ITF to vary according to ENSO phase. We took the mean ITF equal to 10 Sv, which agrees with observations. Warm and cold episodes were defined by the threshold ±0.5°C for the Oceanic Niño Index (ONI) 3-month running mean of ERSST.v2 SST (Smith and Reynolds 2004) anomalies in the Niño-3.4 region based on the 1971–2000 base period. We scaled the monthly ITF transport according to the ENSO phase and strength, and then found the mean ITF transport for each year. Then we ran the model with the ITF varying according to this artificial cycle. Figure 17 shows the resulting difference in the interannual variability of the heat transport as the difference between the variable ITF run and the main run. As could be seen from Fig. 17a the equatorial annually averaged values of the heat
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**Fig. 16.** Annual cycle of the heat transport. ITF run minus main run. The most noticeable changes occur to the south of 10°S, where a substantial decrease in the northward heat transport is seen.

![Figure 17](image17.png)

**Fig. 17.** Time series of the annually averaged heat transport for the ITF run minus main run. (a) Annual means of the heat balance of the NIO (ITF run – main run). The equatorial annually averaged values of the heat transport could change by as much as ±0.5 PW as a result of the addition of the ITF. (b) Annually averaged meridional oceanic heat transport. The enhanced southward transport occurs in the southern Indian Ocean, to the south of 10°S. (c) Anomalies of the annually averaged meridional oceanic heat transport (ITF run – main run).
transport could change by as much as $\pm 0.5$ PW as a result of the addition of the ITF. Figure 17b shows that the addition of the ITF produces an additional band of negative heat transport, which corresponds to the enhanced southward transport. The enhanced southward transport occurs in the southern Indian Ocean, to the south of $10^\circ S$. Figure 17c shows the difference of the heat transport anomalies between the variable ITF run and the main run. The change of the heat transport anomalies due to the inclusion of the ITF is as big as the interannual anomalies of the heat transport variability in the southernmost part of the ocean. We note that for some years the difference is seen in the entire ocean south of the equator; this is especially noticeable for the years 1972, 1988, 1997. Figure 18 shows the power spectrum of the equatorial time series with the addition of the ITF, showing that the main frequencies of the interannual variability of the northern part of the ocean, including the broadband biennial signal, are not affected by the presence of the ITF.

On interannual time scales the meridional heat transport often changes simultaneously at all latitudes. This finding is consistent with Jayne and Marotzke (2001) who found that interannual variations of the heat transport are coherent over large meridional extents for the World Ocean. The biennial signal is present across the central part of the Indian Ocean. The correlation patterns obtained for the years of the homogeneous negative or positive meridional heat transport across the whole Indian Ocean suggest that there are some broad-scale mechanisms that govern the heat transport anomalies in the opposite ways for positive and negative years. Loschnigg and Webster (2000) and Webster et al. (2002b) found similar patterns of interannual variability of the Indian Ocean heat transport. We found that the heat transport and Ekman transport are highly correlated over much of the ocean. At 0.8, the correlation is especially high in the 5-day time series suggesting that heat transport anomalies could be explained by the Ekman transport anomalies on intraseasonal time scales.
scales, and partially explained by the Ekman transport anomalies on the interannual time scales.

Ekman theory, however, is not valid at the equator where we found the highest correlation between the years with negative and positive heat transport anomalies. Two different theories have been suggested recently for the cross-equatorial flow. Both theories take into account that the annual-mean component of the zonal wind stress is predominantly antisymmetric about the equator. Miyama et al. (2003) suggested that the surface cross-equatorial flow is driven by the annual-mean component of the zonal wind stress. Jayne and Marotzke (2001) argued that the Ekman transport does not need to be defined at the equator because as the Coriolis force vanishes there, the flow is carried across the equator by continuity and direct pressure gradient forcing. Both theories agree that the cross-equatorial heat transport will be close to Ekman transport on both sides of the equator. However, Jayne and Marotzke (2001) also point out, that the poorest agreement is in the tropical Indian Ocean. The possible reason for that could be that the strong meridional winds there tend to suppress the heat transport (Bryan 1982).

The current study has demonstrated the importance of intraseasonal and interannual variability of the meridional heat transport in the Indian Ocean, and outlined main patterns of the temporal and spatial variability of the heat transport. Further investigation of the intraseasonal variability of the heat transport is needed to gain a better insight into the mechanisms affecting the variability.
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