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ABSTRACT

Observed changes in climate of the U.S. Pacific Northwest since the early twentieth century were examined using four different datasets. Annual mean temperature increased by approximately 0.6°–0.8°C from 1901 to 2012, with corroborating indicators including a lengthened freeze-free season, increased temperature of the coldest night of the year, and increased growing-season potential evapotranspiration. Seasonal temperature trends over shorter time scales (<50 yr) were variable. Despite increased warming rates in most seasons over the last half century, nonsignificant cooling was observed during spring from 1980 to 2012. Observations show a long-term increase in spring precipitation; however, decreased summer and autumn precipitation and increased potential evapotranspiration have resulted in larger climatic water deficits over the past four decades. A bootstrapped multiple linear regression model was used to better resolve the temporal heterogeneity of seasonal temperature and precipitation trends and to apportion trends to internal climate variability, solar variability, volcanic aerosols, and anthropogenic forcing. The El Niño–Southern Oscillation and the Pacific–North American pattern were the primary modulators of seasonal temperature trends on multidecadal time scales: solar and volcanic forcing were nonsignificant predictors and contributed weakly to observed trends. Anthropogenic forcing was a significant predictor of, and the leading contributor to, long-term warming; natural factors alone fail to explain the observed warming. Conversely, poor model skill for seasonal precipitation suggests that other factors need to be considered to understand the sources of seasonal precipitation trends.

1. Introduction

A variety of lines of evidence support the conclusions that global mean surface temperature has increased during the past half century and that anthropogenic drivers are largely responsible for the warming (Trenberth et al. 2007; Alexander et al. 2013). Global mean surface temperature is the most widely cited indicator of climate change and is directly tied to changes in the global energy budget. However, local-to-regional changes in temperature are more varied owing to regional influences of internal climate variability (e.g., Deser et al. 2012; Pierce et al. 2008). As climate impacts are manifested at local and regional scales, it is important to discern between natural or unforced variability and anthropogenic forcing. Likewise, a thorough understanding of apportioning these factors is vital for framing regional climate projections in the context of natural variability.

Observed changes in regional temperature are generally a result of internal climate variability and anthropogenic radiative change, with the drivers playing complementary or competing roles (e.g., Wallace et al. 2012). Internal climate variability as manifested through preferred modes of atmospheric circulation and decadal sea surface temperature variability have modulated temperature trends globally (e.g., Thompson et al. 2009; Foster and Rahmstorf 2011) and regionally, including western North America during the cool season (e.g., Wang et al. 2009; Abatzoglou and Redmond 2007; Abatzoglou 2011). Internal climate variability will continue to modify the pace of regional climate change, potentially obscuring anthropogenic-forced regional change for the next several
decades (e.g., Deser et al. 2012) and is a significant source of uncertainty for near-term regional climate projections (Hawkins and Sutton 2011).

Although mean annual temperature is the most cited global indicator of climate change, seasonal temperature and precipitation at regional scales provide more salient links to climate impacts that may be otherwise masked in mean annual temperature. A prime example pertaining to the Pacific Northwest (PNW) of the United States is the influence of winter and spring temperature to a suite of hydrologic impacts in snowmelt-driven watersheds (e.g., Mote et al. 2005). Likewise, teleconnections associated with internal climate variability have distinct seasonal controls on regional climate that contribute to climate impacts. Biophysically and socially relevant climate derivatives, including the length of the freeze-free season, annual temperature extremes, and growing-season potential evapotranspiration, all of which can be linked to seasonal climate, often provide a more direct link to climate impacts than annual or seasonal temperature and precipitation and are readily accessible climate information for scientific communication (e.g., Betts 2011).

Formal attribution of regional climate change remains more challenging owing to the regional manifestation of internal climate variability, aerosols, and land surface interactions (e.g., Stott et al. 2010; Deser et al. 2012). Bonfils et al. (2008) showed that late winter–early spring trends in temperature and hydrologically relevant temperature metrics over the western United States were attributable to net anthropogenic forcings rather than natural variability (i.e., internal climate variability and solar and volcanic variability). A simpler approach of filtering out the influences of natural climate variability is through the use of multiple linear regression (MLR). Lean and Rind (2008) used MLR of El Niño–Southern Oscillation (ENSO), solar activity, and volcanic and anthropogenic influences to explain spatial patterns of annual mean surface temperature change. They showed that a linear combination of these four factors accounted for over three-quarters of the variance of global mean annual surface temperature from 1889 to 2006 and, moreover, that warming due to anthropogenic forcing was an order of magnitude greater than net warming due to the remaining factors. Foster and Rahmstorf (2011) applied a similar approach to linearly disaggregate natural influences on global averaged surface and lower-tropospheric annual temperature since 1979. They showed that removing the estimated linear effects of solar, volcanic, and ENSO variability better isolated the signal of planetary warming and elucidated a warming signal on shorter time scales (~30 yr) that was otherwise masked by the combination of nonanthropogenic factors.

Mote (2003) showed that temperatures in the PNW increased 0.7–0.9°C during the twentieth century and that precipitation increased primarily during spring and summer. He showed that roughly 30% of the warming during winter from 1920 to 2000 could be explained by internal climate variability represented by the North Pacific index. Although no explicit attempt was made to identify the causal connection to anthropogenic radiative forcing, Mote and Salathé (2010) examined 20 Coupled Model Intercomparison Project phase 3 (CMIP3) climate model simulations of the twentieth century driven by observed greenhouse gas concentrations and found that most models simulated regional temperature trends consistent with observations.

In this paper, we update and improve upon the work of Mote (2003) by examining observed seasonal trends in temperature and precipitation for the PNW, in addition to a set of biophysically and socially relevant metrics across a variety of time scales. Moreover, we extend the methods of Lean and Rind (2008) and Foster and Rahmstorf (2011) to regional and seasonal scales in order to better understand the sources of observed temperature and precipitation trends in the PNW and the extent to which they can be explained through natural variability and anthropogenic forcing. Improved comprehension of factors responsible for seasonal temperature trends may help resolve the asymmetry of observed seasonal trends and their manifestation on mean annual temperature trends (e.g., Cohen et al. 2012).

2. Data and methods

The PNW is defined here as encompassing the landmass of the contiguous United States north of 42°N west of 110°W, comprising the states of Oregon, Washington, and Idaho as well as western Montana and extreme northwestern Wyoming. We used four observational datasets to better assess uncertainty of changes in the observational record: (i) daily and monthly maximum and minimum temperature and precipitation from 141 stations in the U.S. Historical Climate Network, version 2.5 (USHCN v2.5) (Menne et al. 2009); (ii) gridded monthly temperature and precipitation from the Parameter-Elevation Regressions on Independent Slopes Model (PRISM) (Daly et al. 2008); (iii) gridded monthly temperature and precipitation data from Climatic Research Unit (CRU) TS3.21 dataset (Harris et al. 2013); and (iv) monthly temperature from the U. S. climate division dataset from the National Climatic Data Center (NCDC) and monthly precipitation from the U.S. climate division dataset adjusted for inhomogeneities (McRoberts and Nielsen-Gammon 2011). The latter three datasets were considered for the time period 1901–2012.
Although station observations extend back prior to 1920, Mote (2003) showed that the number of reporting USHCN stations increased from a few before 1900 to a near complete set by 1925. We therefore restricted our station analysis to the period 1920–2012. Months with more than five missing days were considered “missing,” as were seasons or years with any missing months. Monthly temperature data for the USHCN v2.5 are subjected to a series of checks designed to remove nonclimatic effects on each station’s temperature time series, including climate inhomogeneities (e.g., changes in observational methods and/or location) and urbanization. Estimates are also made for missing data using neighboring station observations. No adjustments for climate inhomogeneities are made for precipitation or for daily data. Prior studies have shown that subregional-scale (<100 km) changes in climate can be a response to land-use changes and dynamical processes and may be of different magnitudes and direction compared to regional-scale changes in the presence of complex topography. Thus, we examined trends at individual stations to contextualize regional trends, as the primary focus of this study is on regional-scale (~1000 km) changes in climate, rather than the details of localized change.

Time series of monthly regional temperature and precipitation from PRISM and CRU were constructed by taking the areal mean of gridded data (30-arc-s horizontal resolution for PRISM, and 0.5° resolution for CRU). Regional averaged data from NCDC divisional data were constructed using area-weighted polygons of all climate divisions in Washington, Oregon, and Idaho and climate division 1 and 2 in Montana. These datasets are not independent, but rather all draw on different combinations of station observations in aggregating to coarser scales, different methods to adjust for nonclimatic changes in station data, and different quality control procedures. Rather than relying on a single regional dataset, we considered the structural uncertainty inherent with dataset development (e.g., Morice et al. 2012) to resolve the sensitivity of our results to the choice of observational dataset. We considered trends in calendar year mean temperature, water year cumulative precipitation, and standard climatological seasons of winter [December–February (DJF)], spring [March–May (MAM)], summer [June–August (JJA)], and fall [September–November (SON)].

We considered several additional metrics to supplement the analysis of seasonal temperature and precipitation: (i) the last date in spring (March–June) and first date in autumn (July–November) with daily minimum temperatures below 0°C, that is, the length of the freeze-free season (number of days between the last spring freeze and first autumn freeze), (ii) the absolute minimum temperature each winter (November–March) and absolute maximum temperature each summer (June–September), (iii) growing-season (freeze free) reference evapotranspiration (ETo), and (iv) annual climatic water deficit. For all metrics, stations missing more than 20% of observations during a given recording period were excluded.

Daily ETo was estimated using the Penman–Monteith equation (Allen et al. 1998), climatological downward shortwave radiation and wind speeds from phase 2 of the North American Land Data Assimilation System (NLDAS-2) (Mitchell et al. 2004), and retrospective temperature and estimated vapor pressure deficit from USHCN observations. Daily mean dewpoint temperature was estimated by subtracting monthly mean dewpoint depression (minimum temperature minus dewpoint temperature) bilinearly interpolated from PRISM from observed daily minimum temperature for each station. Daily vapor pressure deficit was then estimated from mean dewpoint temperature and daily maximum and minimum temperature following Jensen et al. (1990). Daily ETo was set to 0 outside of the freeze-free season to account for reduced water demand and reduced transpiration during the cool season. A modified Thornthwaite water balance model (Willmott et al. 1985; updated by Dobrowski et al. 2013) that incorporates monthly temperature, precipitation, and ETo was run at monthly time steps with standard 150-mm soil water holding capacity to model monthly climate water deficit. We define climatic water deficit as unmet atmospheric demand, or the difference between ETo and actual evapotranspiration for a reference crop.

Trends were computed using a linear least squares regression for datasets that had complete data for at least 75% of each time period considered. Statistical significance ($p < 0.05$) was determined by computing the standard error of the trend estimate, where temporal autocorrelation is taken into account by adjusting the degrees of freedom (Santer et al. 2000). Trend analyses often represent a trade-off between long-term data with sparse spatial coverage or more complete spatial coverage over limited durations (e.g., Liebmann et al. 2010). To investigate the suitability of linear fits in depicting observed changes, linear trends were computed using varying starting years of 1901 and staggered every 10 years from 1910 to 1980, with the ending year defined by the last year of observations (2012).

We followed the general approach of Lean and Rind (2008, 2009) and Foster and Rahmstorf (2011) in performing MLR for regional seasonal temperature and precipitation by considering five forcing factors: (i) ENSO, (ii) the Pacific–North American (PNA) pattern, (iii) solar
variability, (iv) volcanic aerosols, and (v) anthropogenic radiative forcing. Details of the datasets used to represent these factors are provided in the appendix.

We performed MLR analysis separately for each season, recognizing that the balance of factors may change with the seasons. Only concurrent relationships between seasonal forcings and temperature were examined. We chose this approach over optimizing lag relationships as done in Lean and Rind (2008) and Foster and Rahmstorf (2011) with global mean temperature, given the potential problems of overfitting and challenges in dynamically explaining lag responses to these forcings. Multiple linear regression is best suited for orthogonal predictors, such as with principal component analysis; however, the predictors in this study were not orthogonal, particularly PNA and ENSO. To avoid problems resulting from collinearity of PNA with ENSO, we used the partial correlation of PNA for a fixed multivariate El Niño index (MEI). This was accomplished by subtracting a linear regression of MEI to the PNA from the PNA index, resulting in a residual PNA (PNAr) that is uncorrelated to MEI. We used the PNAr and the MEI, rather than vice versa, given the well-documented dynamical links between the boundary forcing of tropical SST forcing associated with ENSO and PNA phase (e.g., Horel and Wallace 1981). Altering the order of operations by using the raw PNA and a residual MEI (uncorrelated to PNA) had no net influence of the combined modes of natural variability on our study, although it resulted in stronger relationships to PNA and weaker relationships to the residual MEI. However, collinearity between other predictors was still present and is discussed further.

A bootstrapping procedure with replacement was used to increase the robustness of modeled relationships and to compute confidence intervals for our relationships. The MLR was run 1000 times by randomly selecting 112 years with replacement yielding 1000 different model realizations for each season. We calculated residuals of the observed time series minus the MLR as well as residuals of the observed time series minus the MLR where the coefficients for anthropogenic forcing were set to 0. This analysis was done separately for the three regional datasets. Results are reported by pooling the MLR results; however, significant differences in MLR between datasets are noted.

3. Results

a. Regional averages

Regional annual mean temperature (Fig. 1a) shows long-term warming modulated by interdecadal variability with relatively cool periods 1910–25 and 1945–60 and relatively warm periods around 1940 and since the mid-1980s. The warmest year in the region was 1934, but the warmest 10-yr period was 1998–2007, with very few years since 1980 that had below-average annual mean temperatures. Linear trends in annual mean temperature from 1901 to 2012 were between 0.056°C and 0.076°C decade⁻¹, with larger warming found in the CRU dataset. Differences among the three regional datasets were largest (but still small) prior to 1920 when the number of station observations was most limiting. The CRU data were cooler than PRISM and NCDC over the 1900–30 time period and, hence, had a larger long-term warming trend over the period of record, particularly for the first half of the twentieth century; however, linear trends estimated from the different datasets varied by less than 30% generally. Observations show an accelerated warming rate with linear trends for the 1970–2012 and 1980–2012 time periods of approximately 0.2°C decade⁻¹ (Fig. 1b), similar to that seen globally (e.g., Trenberth et al. 2007, p. 253) and in other regions (e.g., Cordero et al. 2011). Structural differences between these datasets do not appear to significantly alter long-term temperature trends for the PNW. Regional mean temperature was correlated with global mean surface temperature on interannual
Warming trends were found in every season and time period except for spring 1980–2012, although statistically significant increases were observed in less than half of the time periods considered. The negative, albeit nonsignificant, temperature trend in spring from 1980 to 2012 is a consequence of several cool springs from 2008 to 2011 following a prolonged period of warm springs in the mid-1980s to mid-1990s, the latter of which was partially a result of low-frequency climate variability (Abatzoglou and Redmond 2007). With the exception of spring, recent seasonal temperature trends (starting in 1970 or 1980) were over twice as large as those from 1901–2012.

Regional water year precipitation (Fig. 2a) was predominantly below the twentieth-century average prior to 1945 and primarily above since then. On the decadal scale, the 1920s and 1930s were warm and dry, and the 1990s were warm and wet. The predominance of dry years (and multidecadal drought in the 1920s to 1930s) before 1945 results in a positive trend for water-year precipitation starting in years before 1940, whereas linear trends estimated from 1940 onward are negative (Fig. 2b). However, trends in water-year precipitation were not significant for any time periods considered. The quasi-decadal fluctuations in water-year precipitation are reflected in seasonal precipitation trends, which aside from spring were not statistically significant and rather varied (Fig. 2b). By contrast, spring precipitation exhibited positive trends over all time periods considered, including statistically significant increases of approximately 2%–5% decade$^{-1}$ for time periods starting in 1901 through 1960 and ending in 2012. It should be noted that average spring precipitation during the last 4 yr in the observational record (2009–12) was more than 30% above twentieth-century normals. Excluding these years from the trend analysis results in a moderated, but still significant, long-term increase over the period of record.

**b. Individual stations**

Linear trends of maximum and minimum seasonal temperature for individual stations (1920–2012) elucidate the widespread nature of observed changes corroborating regional trends (Fig. 3). Although station trends were not spatially uniform, statistically significant increases in annual mean temperature were observed in a large majority of stations for trends for time periods commencing from 1940 to 1970 for maximum temperature and all time periods except 1980–2012 for minimum temperature, with additional heterogeneity in seasonal trends (Fig. 4). By contrast, typically only 5%–15% of stations had negative trends irrespective of starting period, reiterating the results of Mote (2003). Similar to previous global and regional studies, minimum temperatures increased more than maximum temperature from 1920 to 2012, whereas increases in maximum and minimum temperature were comparable for the last half century (e.g., Vose et al. 2005; Cordero et al. 2011).

Many stations showed a significant long-term decrease in diurnal temperature range (DTR), most notably in spring and summer (Figs. 3, 4). However, modest increases in station-averaged DTR were noted for 1970–2012 and 1980–2012 in both summer and autumn concurrent with decreased precipitation during these seasons. Diurnal temperature range during JJA and SON was moderately negatively correlated to seasonal precipitation (median correlation $r = -0.41$ and $r = -0.54$ in JJA and SON, respectively). This covariability between DTR and precipitation likely arises through dynamical (e.g., midlatitude quasi-stationary waves) and thermodynamic mechanisms (e.g., cloud cover and soil moisture).

Statistically significant positive trends in maximum and minimum temperature were observed in 35% and 45% of all stations and time periods considered, respectively. With the exception of spring, trends estimated for the most recent two time periods (i.e., 1970–2012, 1980–2012) were typically the largest of any time span considered with more than 0.3°C decade$^{-1}$ warming observed for seasonal mean maximum temperature in summer and autumn from 1980 to 2012. Spring 1980–2012 was the only season that showed regionally
averaged cooling over any time period; this is seen both in the regionally averaged trends (Fig. 1) and in the fraction of stations with significant cooling versus those with significant warming.

Trends in precipitation were more heterogeneous in space and time (Fig. 5). Approximately 28% (5%) of stations observed significant increases (decreases) in water-year precipitation from 1920 to 2012, whereas approximately 1% (11%) of stations observed increases (decreases) in precipitation from 1980 to 2012. The overall paucity of stations reporting statistically significant trends in either direction for time periods commencing in 1940 or later suggest that interannual-to-decadal variability in precipitation (see also Fig. 2) exceeds any longer-term signal; this result is broadly consistent with other studies showing mixed trends in precipitation at similar latitudes (e.g., Groisman et al. 2004; Zhang et al. 2007). Trends in seasonal precipitation were generally varied, with less than 20% of stations in any given season exhibiting significant trends of the same sign. The primary exception was spring when positive trends of 2%–3% decade$^{-1}$ were seen across many of the stations and for most periods of analysis.

An analogous examination of trends in the absolute maximum temperature per calendar year and absolute minimum temperature per water year is shown in Fig. 6. Trends for the absolute maximum temperature were comparable in magnitude to annual mean maximum temperature for periods from 1950 onward, but are heterogeneous, similar to trends in annual absolute maxima observed globally (e.g., Karl et al. 1991). By contrast, trends in absolute minimum temperature exhibited strong positive trends, including in excess of 1°C decade$^{-1}$ for 1970–2012 and 1980–2012. Increases in absolute minimum temperature are consistent with updated U.S. Department of Agriculture Plant Hardiness Zone Maps (Daly et al. 2012). While not explicitly examined in this study, Bumbaco et al. (2013) found that the frequency of nighttime minimum temperatures exceeding the 99th percentile for June–September increased substantially in western Washington and Oregon since 1901, whereas trends in the frequency of maximum temperatures exceeding the 99th percentile were not apparent.

Linear trends in the dates of the last spring freeze, first autumn freeze, and length of the freeze-free season provide additional support of pervasive warming across the PNW (Fig. 6). The date of the last spring freeze has advanced by, on average, 9 days since 1950, while the date of the first autumn freeze has been delayed by a comparable number of days since 1950. Collectively, these changes have resulted in an extension of the freeze-free

![Figure 3. Summary of station linear trends (°C decade$^{-1}$) in (top) maximum, (middle) minimum, and (bottom) diurnal temperature range for (from left to right) winter (DJF), spring (MAM), summer (JJA), and autumn (SON) for the period 1920–2012. Significant ($p < 0.05$) trends are denoted by the large circles; trends that were not significant are denoted by smaller squares.](image)
FIG. 4. Regional summary of the distribution of linear trends of maximum temperature, minimum temperature, and diurnal temperature range from 141 USHCN stations in the PNW. The x axis shows trends estimated for different periods of record ending in 2012 and beginning in 1920, incrementing every 10 yr through 1980. The light gray envelope encapsulates the 10th to 90th percentile of trends, the darker gray envelope shows the interquartile range, and the bold black line shows the median trend. The red and blue circles denote the percent of stations that observed significant positive and negative trends, respectively; both the area of the circle and its vertical displacement indicate this percentage.
season, or growing season by an average of approximately two weeks over the last four decades. Following trends in seasonal temperature, no significant changes in the date of the last spring freeze have been observed from 1980 to 2012, whereas there has been continued delay in the date of the first autumn freeze. These results are similar to analyses by Pederson et al. (2010), who reported significant increases in the number of days per year above freezing in western Montana.

Growing-season (freeze-free season) ETo exhibited a significant positive trend across multiple temporal windows with a median trend of 7–13 mm decade$^{-1}$ for time periods from 1950 onward (Fig. 7). This increase was associated with both an increase in the growing-season length, as depicted in Fig. 6, and increased vapor pressure deficit from July to September. Despite no long-term change in climatic water deficit for time periods commencing in the 1920s and 1930s (Dobrowski et al. 2013), declines in summer and autumn precipitation concomitant with increased summer ETo resulted in increased deficit in over 90% of all reporting stations and a regional median trend of about 20 mm decade$^{-1}$ from 1980 to 2012.

---

**Fig. 5.** (left) Summary of linear trends of seasonal precipitation (percent per decade) in (from top to bottom) winter (DJF), spring (MAM), summer (JJA), and autumn (SON) for the period 1920–2012. Significant ($p < 0.05$) trends are denoted by the large circles; trends that were not significant are denoted by smaller squares. (right) As in Fig. 4, but for seasonal precipitation trends with brown and blue circles denoting the percent of stations that observed significant decreases and increases in precipitation, respectively.
c. Multiple linear regression

MLR models explained between 22% and 54% of the interannual variance in seasonal temperature (Table 1). Pearson correlation coefficients between seasonal temperature and the five different forcings illustrate the strong relationships between seasonal temperature and internal climate variability manifested through ENSO and PNAr and weaker relationships to solar variability and volcanic aerosols (Fig. 8). Correlations to anthropogenic forcing were significant at $p < 0.05$ for all seasons except autumn,
as expected given the overall lower observed trend for autumn.

Corresponding linear regressions to internal climate variability (combined ENSO and PNA), volcanic, solar, and anthropogenic forcing over the 1901–2012 time period illustrate the magnitude of variability in seasonal temperature linearly imposed through these factors (Fig. 8). Internal climate variability was most pronounced during DJF with interannual contributions up to 2.5°C, less pronounced in MAM and SON and least in JJA. Solar and volcanic forcing were not significant contributors, except solar forcing during DJF and JJA that featured regional temperature variations of ~0.3°C ($p < 0.1$). The large error bars associated with volcanic aerosols were a consequence of a limited sample size of significant volcanic forcing events, restricting any statistical conclusions on the role of volcanic aerosols on regional temperature. Regressions to anthropogenic forcing showed a long-term warming trend of approximately 0.45°C–0.75°C over the 112-yr period of record, mostly since 1960.

Estimated linear trends in seasonal temperatures associated with the forcings are shown in Fig. 9 for three time periods. Long-term increases in temperature of around 0.04°C–0.07°C decade$^{-1}$ were primarily associated with anthropogenic forcing, as shown by the fact that the residual after excluding all natural and anthropogenic forcings are, in general, statistically different from zero and similar to the observed trends, and the trends modulated on multidecadal time scales by internal variability and, to a lesser extent, solar variability (Table 1). The influence of internal variability contributed more substantially to multidecadal trends, including time periods

![Fig. 7. As in Fig. 6, but for growing-season potential evapotranspiration (PET) and annual climatic water deficit. Note that brown colors represent increased PET and climatic water deficit.](image)

### Table 1. Seasonal PNW temperature trends for 1901–2012, $R^2$ of multiple linear regression, and regression coefficients. Values shown represent the median of the 1000 MLR models developed for each of the three observational datasets. Statistical significance at $p < 0.1$ and $p < 0.05$ is denoted when MLR models had the same sign for 90% and 95% of the models, respectively. Trends from observations were computed using the average anomalies from the three observational datasets. Values were rounded to the nearest hundredth. Obs is observation, Anthro is anthropogenic forcing, and Internal is combined MEI and PNAr.

<table>
<thead>
<tr>
<th>Season</th>
<th>Trend (°C decade$^{-1}$)</th>
<th>Obs</th>
<th>Anthro</th>
<th>Internal</th>
<th>Volcano</th>
<th>Solar</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJF</td>
<td>0.12**</td>
<td>0.07**</td>
<td>0.02**</td>
<td>0</td>
<td>0.02*</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>MAM</td>
<td>0.04*</td>
<td>0.04*</td>
<td>0.02**</td>
<td>0</td>
<td>0</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>JJA</td>
<td>0.07**</td>
<td>0.06**</td>
<td>0</td>
<td>0.01*</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SON</td>
<td>0.02*</td>
<td>0.04**</td>
<td>−0.01**</td>
<td>0</td>
<td>0</td>
<td>0.54</td>
<td></td>
</tr>
</tbody>
</table>

* $p < 0.10$.

** $p < 0.05$. 
explicitly shown commencing in 1950 and 1980. For example, low-frequency variability in ENSO and PNAr compounded anthropogenic warming during DJF and MAM from 1950 to 2012 by up to an additional 0.1°C decade$^{-1}$ and, conversely, ameliorated regional warming in MAM from 1980 to 2012 by 0.2°C decade$^{-1}$, largely explaining the negative trend in that season shown in Fig. 1. Trends in the residuals upon removal of the linear contribution from natural forcings were positive and statistically indistinguishable from trends attributed to anthropogenic forcing in most seasonal combinations considered.

Relationships between predictors and regional temperature were generally consistent across the three data-sets examined. The primary exception was the larger signal attributed to solar forcing using CRU. Overall, the long-term (1901–2012) linear trend in seasonal temperature contributed by solar forcing in the MLR was approximately 0.005°C decade$^{-1}$ larger for CRU than for PRISM or NCDC. This stronger relationship is realized by the larger increase in CRU temperature during the first half of the twentieth century, coincident with increased solar forcing. Consequently, MLR models with CRU exhibit heightened sensitivity to solar forcing across all time periods considered.

Modeled MLR results for regional precipitation were substantially weaker than for temperature and explained between 5% and 13% of the interannual variance in seasonal precipitation (Table 2, Fig. 10). The MEI was negatively correlated to precipitation in both autumn and winter, consistent with results from prior work (e.g., Ropelewski and Halpert 1986). The PNAr was negatively correlated to autumn precipitation, and volcanic aerosol was positively correlated to summer precipitation. While the statistical relationship between volcanic aerosol and summer precipitation in the PNW was significant, mechanisms through which global volcanic aerosol loading influence summer precipitation in the PNW are lacking. Correlations to anthropogenic forcing were only significant for spring, consistent with the observed positive trend in spring precipitation over the period of record.

Estimated linear trends in seasonal precipitation associated with the forcings are shown in Fig. 11 for three time periods. Anthropogenic contributions were not statistically distinguishable from zero for any of the time periods except in spring for all three time periods. The relationship between anthropogenic forcing and spring precipitation is of the same sign as the modeled response of anthropogenic forcing on both winter and spring, as
realized through 27 models contributing to phase 5 of the CMIP (CMIP5). The models project an average 12% increase in regional December–May precipitation for 2071–2100 under the Representative Concentration Pathway 8.5 experiment compared to twentieth-century runs over the last half of the twentieth century, with increases noted in 25 of the 27 models. However, in simulations of the twentieth century, no significant trends in spring precipitation were found using a broader set of 41 CMIP5 climate models (95% confidence interval of the mean: 2.0.7% to 1.1%, Rupp et al. 2013). We reran the MLR models by excluding the first 50 years of record that included the multidecadal drought of the 1920s and 1930s. Results (not shown) failed to identify any significant signal attributable to anthropogenic forcing in any season. Conversely, MLR models for temperature run over the same time period further strengthened relationships between anthropogenic forcing and seasonal temperature increase. The overall poor model skill

![Figure 9](image)

**Fig. 9.** Linear trend contribution of seasonal temperature (°C decade⁻¹) from internal variability of MEI and PNA (NAT), volcanic aerosols (VOL), solar forcing (SOL), residual after excluding all natural contributions (RES1), anthropogenic forcing (ANT), and residual after excluding natural and anthropogenic contributions (RES2) for three time spans: 1901–2012, 1950–2012, and 1980–2012. The boxplots show the 95% confidence interval, interquartile range, and median of bootstrapped linear trend by the light shading, dark shading, and solid line, respectively. Linear trends estimated from the three observational data are represented by symbols near the bottom of the plot.

<table>
<thead>
<tr>
<th>Season</th>
<th>Trend (% decade⁻¹)</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJF</td>
<td>Obs: 0.2</td>
<td>Anthro: -0.2</td>
</tr>
<tr>
<td>MAM</td>
<td>1.8**</td>
<td>2.0**</td>
</tr>
<tr>
<td>JJA</td>
<td>1.3</td>
<td>0.4</td>
</tr>
<tr>
<td>SON</td>
<td>0</td>
<td>-0.1</td>
</tr>
</tbody>
</table>

* p < 0.10.
** p < 0.05.
for regional precipitation suggests that additional facets of climate variability need to be considered in understanding sources of long-term precipitation changes.

Determining the true magnitude of the anthropogenic forcing on seasonal temperature and precipitation is complicated by the collinearity to other predictors over the entire period of record (Table 3). The long-term correlation of anthropogenic radiative forcing and solar variability is problematic for MLR. The result is that we cannot fully separate and isolate anthropogenic forcing using a linear regression approach. Moreover, MLR is a simple statistical approach that fails to account for the various physical processes. Two additional approaches were used to assess potential problems with our conclusions: (i) develop bootstrapped MLR using data only from 1951 to 2012 when solar variability and anthropogenic forcing were uncorrelated and (ii) develop bootstrapped MLR over the entire time period but exclude any resampled combination of years with collinearity between predictors ($p < 0.05$). Our overall conclusions were robust to these additional experiments for MLR temperature models. Likewise, different choices in the construction of predictors (e.g., using the operational MEI from 1950 to 2012 rather than just from 2006 to 2012) were found to weakly alter the relative influence of multidecadal trends attributable to natural variability over the past half century, but did not influence the overall conclusions of our study.

### 4. Conclusions

Widespread seasonal warming trends from the early twentieth century through present have been observed in the Pacific Northwest of the United States and are further reflected by a longer freeze-free season and increased temperature of the coldest night each winter. More generally, we document a history of changes in regional temperature during the twentieth century similar to that seen globally, including rapid warming in the 1980s and 1990s and ambiguous short-term trends since 2000 linked to internal variability in the tropical Pacific (e.g., Lean and Rind 2009; Easterling and Wehner

---

**Fig. 10.** As in Fig. 8, but for seasonal precipitation (% decade $^{-1}$).
Seasonal temperature trends exhibited long-term warming with multidecadal variability, with the sole exception being nonsignificant cooling during spring from 1980 to 2012. Despite long-term decreases in diurnal temperature range (1920–2012), maximum and minimum temperatures increased at similar rates since 1950, similar to results noted earlier for the globe (Vose et al. 2005). Trends in seasonal precipitation were more heterogeneous, particularly for time periods commencing after the multidecadal drought in the 1920s and 1930s. However, longer growing seasons have increased ETo across the region and resulted in increased climatic water deficits over the past four decades.

A variety of global and regional forcings have influenced the evolution of seasonal temperature and precipitation in the PNW over the past century, as demonstrated through our MLR analysis. Anthropogenic forcing, primarily from documented changes in well-mixed greenhouse gases, contributed to regional warming across all seasons at comparable rates (0.035–0.07°C decade⁻¹ from 1901 to 2012). Furthermore, the two leading modes of internal climate variability pertinent to the region, namely, ENSO and PNA, reinforced or counteracted effects of anthropogenic forcing on seasonal temperature trends at multidecadal time scales. Most notably, ENSO and the PNA appear to have hastened the pace of regional warming during DJF and MAM since the mid-twentieth century while buffering warming during SON (e.g., Abatzoglou and Redmond 2007). By contrast, natural variability contributed to the recent (1980–2012) cooling during MAM and masked anthropogenic regional warming similar to that seen on global scales over short (<20 yr) time periods (Foster and Rahmstorf 2011). Solar variability and volcanic aerosols did not exhibit...
a statistically significant signal on regional temperature trends over the period of record. The residuals of seasonal temperature upon removing the linear influences of natural forcings showed consistent warming trends across the four seasons. The temperature trends in the residuals are within the confidence interval of trends associated with anthropogenic forcing and modeled temperature trends averaged over the region from 41 CMIP5 climate models run using twentieth-century forcings (95% confidence interval of the mean +0.035°C to +0.092°C decade⁻¹, Rupp et al. 2013). These results suggest that regional warming is consistent with anthropogenic radiative forcing and inconsistent with other factors considered in this study and similar to the findings of related studies (e.g., Wang et al. 2009).

Compared to the analysis of Lean and Rind (2008), in which these predictors explained 75% of mean annual global temperature variability using MLR, our analysis explained only 24%–54% of the interannual variance in regional temperature variability, likely an attribute of disaggregation to regional and seasonal time scales. At the decadal time scale, MLR models explained between 58% and 78% of variability in observed seasonal temperature. Additional forcings that were not considered include (i) large-scale modes of climate variability aside from ENSO and PNA, (ii) regional land-use change, and (iii) land surface feedbacks associated with snow cover or soil moisture anomalies. The Pacific decadal oscillation (PDO) has often been implicated in PNW climate variability. We did not include the PDO as a separate predictor in the results presented here because Newman (2007) showed the PDO to be a low-frequency mid-latitude response of ENSO that is not statistically independent from ENSO. To further test this hypothesis we reran the MLR analysis by including the PDO residual (after excluding the influence of MEI and PNA) in addition to MEI and PNA. The conclusions of our study were largely unchanged: MLR models that included the PDO had seasonal temperature trends over the periods considered that were generally within 0.01°C decade⁻¹ of models that did not include the PDO.

Structural uncertainty in regional datasets did not alter the main conclusions of our analysis. The use of varied datasets and the introduction of bootstrap resampling help provide confidence intervals in our MLR model. However, the use of a simple linear model overlooks any nonlinear interactions among forcings and assumes a stationary influence through time. That is, this approach falters if, for example, changes in the character of ENSO are a consequence of rising greenhouse gases. Of the remaining unexplained variance, we find negative correlations between the residual of temperature and regional precipitation during MAM (r = −0.45) and JJA (r = −0.52) when MLR accounts for the least amount of variance explained. This covariability between regional temperature and precipitation occurs during the two seasons when solar radiation is highest, consistent with thermodynamic relationships that link precipitation and temperature (increased cloud cover, snow cover, and soil moisture) in addition to larger-scale synoptic patterns that dynamically couple temperature and precipitation. The weaker attribution of increases in spring temperature to anthropogenic forcing over the 1901–2012 period (p < 0.1) may be partially due to the coincident long-term increase in spring precipitation.

Regional precipitation trends were varied and exhibited multidecadal variability weakly explained by the forcings considered. Long-term increases in spring precipitation are generally consistent with climate modeling results. However, the magnitude of change attributed to anthropogenic forcing in our exercise appears significantly larger than CMIP5 model projections to anthropogenic forcing experiments over the twenty-first century. Furthermore, we find that MLR results for regional precipitation were not robust to different time periods considered and highlight the need for additional facets of natural climate variability not considered in our analysis to resolve this discrepancy (e.g., Hoerling et al. 2010).

### Table 3. Average Pearson correlation coefficients for predictor variables by season for the period 1901–2012 calculated from bootstrapped data. Statistical significance is denoted at p < 0.1 and p < 0.05 by one and two asterisks, respectively.

<table>
<thead>
<tr>
<th>MEI</th>
<th>PNAr</th>
<th>Volcano</th>
<th>Solar</th>
<th>Anthro</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>D</strong></td>
<td><strong>J</strong></td>
<td><strong>F</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PNAr</td>
<td>0.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volcano</td>
<td>0.26**</td>
<td>−0.07</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Solar</td>
<td>0.05</td>
<td>0.04</td>
<td>0.08</td>
<td>0.24**</td>
</tr>
<tr>
<td>Anthro</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.31**</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td><strong>A</strong></td>
<td><strong>M</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PNAr</td>
<td>0.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volcano</td>
<td>0.28**</td>
<td>−0.09</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Solar</td>
<td>0.12*</td>
<td>0.05</td>
<td>0.07</td>
<td>1</td>
</tr>
<tr>
<td>Anthro</td>
<td>0.07</td>
<td>0.14*</td>
<td>0.05</td>
<td>0.2**</td>
</tr>
<tr>
<td><strong>J</strong></td>
<td><strong>J</strong></td>
<td><strong>A</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PNAr</td>
<td>0.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volcano</td>
<td>0.21*</td>
<td>−0.12**</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Solar</td>
<td>0.13*</td>
<td>−0.03</td>
<td>0.03</td>
<td>1</td>
</tr>
<tr>
<td>Anthro</td>
<td>0.22**</td>
<td>0.04</td>
<td>0.05</td>
<td>0.15*</td>
</tr>
<tr>
<td><strong>S</strong></td>
<td><strong>O</strong></td>
<td><strong>N</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PNAr</td>
<td>0.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volcano</td>
<td>0.14*</td>
<td>−0.06</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Solar</td>
<td>0.01</td>
<td>−0.08</td>
<td>0.07</td>
<td>1</td>
</tr>
<tr>
<td>Anthro</td>
<td>0.07</td>
<td>−0.09</td>
<td>0.07</td>
<td>0.17**</td>
</tr>
</tbody>
</table>
Climate variability has played and will continue to play a significant role in the pace of climate change at regional and seasonal scales. There remains significant uncertainty concerning the role of anthropogenic forcing on climate variability and their teleconnections (e.g., Stevenson 2012). Irrespective of anthropogenically forced changes in large-scale climate modes, internal climate variability is expected to be a prime contributor to uncertainty in near-term climate projections at regional scales for the next several decades by exacerbating or ameliorating anthropogenic forcing (e.g., Hawkins and Sutton 2011), particularly in areas like the Pacific Northwest (Deser et al. 2012).
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APPENDIX

Variables Used in Multiple Linear Regression

To represent ENSO, we investigated several approaches and then selected the extended Multivariate El Niño Index (MEI) from 1900 to 2005 (Wolter and Timlin 2011) and the operational MEI from 2006 to 2012. A linear model of the extended MEI using the operational MEI over the period of common data (1950–2005) was used to adjust the post-2005 data for consistency across datasets. The monthly PNA index was calculated using the modified pointwise method (Wallace and Gutzler 1981) using monthly detrended 500-hPa geopotential height anomalies (1871–2011) from twentieth-century reanalysis (Compo et al. 2011) and National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) Reanalysis 1 from 1948 to 2012. A linear model of the PNA derived from the twentieth-century reanalysis using the PNA derived from NCEP–NCAR Reanalysis 1 (1948–2012) over the period of common data (1948–2011) was used to adjust monthly PNA indices for 2012. We chose to detrend 500-hPa height anomalies prior to calculating the PNA index given its similarity to the cold ocean–warm land pattern (Wallace et al. 1995) in the Pacific–North American sector that projects onto an anthropogenic forcing response (Broccoli et al. 1998).

It is unclear to what extent exogenous forcing has influenced internal climate variability. However, given the interest in avoiding collinearity in predictors and challenges in separating radiative versus dynamical changes in natural climate variability, our choice to detrend data prior to MLR is consistent with prior studies (Thompson et al. 2009).

Annual mean total solar irradiance (TSI) for 1901–2012 from Wang et al. (2005) (http://lasp.colorado.edu/lisird/tsi/historical_tsi.html, downloaded 2 August 2013) was augmented with Physikalisch-Meteorologisches Observatorium Davos (PMOD) TSI composite from 1978 to 2012. We chose to use the PMOD composite over the contemporary time period as it better adheres to observed sunspot numbers over the past two decades and the minima in solar activity during solar cycle 23 relative to complementary TSI estimates (Frohlich 2012). A linear model of TSI using PMOD data over the period of common data (1978–2012) was used to adjust PMOD estimates from 1978 to 2012 to the longer term TSI data. TSI data from Wang et al. (2005) were used from 1901 to 1977. Volcanic aerosols were represented by monthly-mean optical thickness of global stratospheric aerosols provided by the NASA Goddard Institute for Space Sciences (http://data.giss.nasa.gov/modelforce/strataer/, downloaded 2 August 2013). Historical total anthropogenic radiative forcings used in the representative concentration pathway (RCP) datasets of Meinshausen et al. (2011) were used from 1900 to 2005 and represent the sum of radiative forcing by well-mixed greenhouse gases, ozone, tropospheric aerosols, and land use and snow albedo changes. Anthropogenic radiative forcing from RCP6.0 was used in the absence of directly comparable anthropogenic radiative forcing estimates from 2006 to 2012. Our results are largely unchanged using alternative RCP pathways from 2006 to 2012.
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