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ABSTRACT

The Atmospheric Infrared Sounder (AIRS) level-1b radiances have been shown to be well calibrated (−0.3 K or higher) and have little secular drift (−4 mK yr⁻¹) since operation started in September 2002. This paper investigates the linear trends of 10 years (2003–12) of AIRS global-mean radiances in the CO₂ ν₂ band that are sensitive to emissions from the stratosphere (stratospheric channels). AIRS lower-stratospheric channels have a cooling trend of no more than 0.23 K decade⁻¹ whereas the midstratospheric channels consistently show a statistically significant cooling trend as large as 0.58 K decade⁻¹. The 95% confidence interval for the trend is −0.20 K decade⁻¹. Two sets of synthetic AIRS radiances are computed using the principal component–based radiative transfer model (PCRTM), one based on a free-running GFDL Atmospheric Model, version 3 (AM3), over the same period and one based on ERA-Interim. The GFDL AM3 simulations overestimate the cooling trends in the mid- to upper-stratospheric channels but slightly under-estimate them in the lower-stratospheric channels. The synthetic radiances based on ERA-Interim, however, have statistically significant positive trends at virtually all stratospheric channels. This confirms the challenge to the GCM modeling and reanalysis community to create a better simulation or assimilation of the stratospheric climate. It is shown that the linear trends in AIRS radiances can be reproduced to a large extent by the spectral radiative kernel technique and the trends from the AIRS L2 temperature retrievals and from the change of CO₂. This suggests a closure between AIRS L1 radiances and L2 retrievals and the potential merit of AIRS data in studies of stratosphere changes.

1. Introduction

Stratospheric cooling over last several decades, especially its relation with global warming, has been extensively studied using both observations and numerical models. The observational datasets used in such trend studies include radiosonde observations as well as microwave observations from multiple satellites, namely the MSU (Microwave Sounding Unit), AMSU (Advanced Microwave Sounding Unit), and SSU (Stratospheric Sounding Unit). These observations inevitably suffer from various issues such as the calibration of radiometers, the drift of orbits, and the stability of instruments. The cooling trend is detectable from such satellite observations, although considerable uncertainties still exist in the estimation of magnitudes (Ramaswamy et al. 2001; Seidel et al. 2011; Thompson et al. 2012, and references therein). A large amount of effort then had to be invested in making these datasets into climate-quality data records, as discussed by Zou et al. (2006) and Zou and Wang (2009, 2010, 2011) and the RSS (Remote Sensing Systems) team (Mears and Wentz 2009; Mears et al. 2011). Climate model simulations are also useful in such studies, especially for the detection and attribution studies (e.g., Shine et al. 2003; Ramaswamy et al. 2006; Forster et al. 2011). Reanalyses, on the other hand, suffer from issues such as data inhomogeneities and time-dependent biases in observation...
systems, making them not well suited for trend analysis of the stratospheric temperature (Thorne and Vose 2010).

A potentially valuable dataset for investigating stratospheric temperature trend and variability is the Atmospheric Infrared Sounder (AIRS) aboard NASA’s Aqua satellite launched in 2002 (Pagano et al. 2003; Aumann et al. 2003; Chahine et al. 2006). The AIRS L1b (level 1b) radiances have been shown to be well calibrated and have little secular drift since it started to record hyperspectral radiances in September 2002 (Aumann and Pagano 2008). Given the rich information contained in the AIRS spectrum, more than a decade of global observations with dense sampling patterns, and the good performance in calibration and stability, some meaningful questions can be investigated using the AIRS data, including the following:

1) Can any statistically significant linear trends be detected already from certain AIRS channels that are sensitive to absorptions and emissions in the stratosphere (hereafter, for brevity, referred as stratospheric channels)? Note this is about the linear trend during the period of AIRS observation. Such a linear trend might be attributed to not only anthropogenic climate change but also decadal climate variability (e.g., stratospheric temperature variability due to solar cycle).

2) Are such statistically significant trends, if they exist, consistent with the trends of AIRS L2 (level 2) retrievals? In another word, as far as the trend is concerned, does a closure exist between AIRS L1 and L2 data products, at least in terms of globally averaged quantities?

3) Can free-running climate models forced by observed sea surface temperatures (SSTs) and CO2 concentrations over the same period reproduce the trends in AIRS stratospheric channels? How about reanalysis?

This study is motivated by above questions and we carry out both data analysis and model simulations to investigate these questions. The rest of the paper is arranged as follows. Section 2 describes AIRS L1b calibrated radiances and L2 retrievals, the GFDL CM3 model, and the ERA-Interim reanalysis data, as well as the spectral radiative kernels. The linear trends of brightness temperatures of stratospheric channels in the CO2 ν2 band are shown and discussed in section 3. Section 4 presents conclusions and further discussion.

2. AIRS data and its processing, forward model, and synthetic AIRS radiances

We have processed and archived 10-yr AIRS data from January 2003 to December 2012. As a comparison, synthetic AIRS radiances are simulated using two datasets as input to a radiative transfer model: one is simulations by a free-running Geophysical Fluid Dynamics Laboratory (GFDL) AM3 model forced by the observed SST over the same period, and the other is the European Centre for Medium-Range Weather Forecasts (ECMWF) interim reanalysis (ERA-Interim). This section will introduce the data processing of AIRS radiances, the GFDL AM3 model and ERA-Interim, as well as the radiative transfer tools used in following sections.

a. AIRS measurements and L1b data processing

AIRS is a grating spectrometer with 2378 channels. The spectral coverage is from 3.7 to 15.4 μm with gaps in between. Its resolving power (Δ/δλ) is 1200, that is, ~0.5 cm⁻¹ spectral resolution in the CO2 ν2 fundamental band (also known as the 15-μm band). The initial in-flight calibrations estimated a radiometric accuracy of 0.3 K or higher for a target with 250-K brightness temperature (Pagano et al. 2003), as well as a spectral accuracy better than 0.5% of the full width at half maximum of each channel (Gaiser et al. 2003). Aumann et al. (2006) estimated the calibration accuracy to be better than 0.2 K and the stability to be better than 16 mK yr⁻¹. Aumann and Pagano (2008) updated the stability estimate to ~4 mK yr⁻¹. AIRS collects ~3 million spectra per day and can achieve global coverage within 2 days. It has been operating since September 2002. Such accuracy, stability, dense spatial coverage, and long-term record from one single instrument makes AIRS radiances an attractive dataset in the studies of stratospheric variability and trend.

In this study we examine 10 years of AIRS L1b calibrated radiances from January 2003 to December 2012. Following Huang and Yung (2005), we apply quality controls to each AIRS spectrum to detect abnormal channels. For each AIRS scanning cycle, the AIRS spectra within ±5° scanning angle (cos5° = 0.996) are averaged and deemed as a nadir-view spectrum. Such nadir-view spectra are then averaged onto 2.5° longitude by 2° latitude grid boxes. The averaging onto the grid boxes is done separately for the descending node and the ascending node. Then for every 16 days (i.e., the repeating period for the Aqua satellite) of observations, results of the descending node and ascending node are equally averaged to attain a 16-day average. By doing this, we can minimize any sampling disparity between the ascending and descending nodes. Figure 1 shows the number of qualified spectra used for average in each grid box for the entire year of 2004. The sampling is essentially uniform for each latitude band within ±81°, beyond which there is no AIRS nadir-view observation. The number of observations increases considerably as the sun-synchronous satellite Aqua approaches its north and south boundaries. This is why the numbers of
qualified spectra in 81°–79°S and 79°–81°N latitudinal bands are much larger than the rest.

We focus on global-mean spectra. Moreover, we only focus on channels in the CO$_2$ 15-μm band that are most sensitive to the stratospheric absorption and emission. 50 AIRS channels between 662.5 and 674.9 cm$^{-1}$ are chosen because the peaks of their weighting functions (i.e., the derivation of their transmission function with respect to the pressure) are located in the stratosphere (between 1 and 100 hPa). These channels are affected little by the variations of the tropospheric clouds. We do not choose channels in the CO$_2$ $v_3$ fundamental band because they can be affected by solar radiation in addition to thermal emission and absorption, and non-local thermodynamic equilibrium (LTE) effects sometimes have to be taken into account (DeSouza-Machado et al. 2007). As an example, Fig. 2 shows time series of such global-mean brightness temperature anomalies (deseasonalized deviations from long-term global means) of two stratospheric channels used in our analysis. One channel, 666.02 cm$^{-1}$, is sensitive to the absorption and emission in the lower stratosphere, and the other channel 667.78 cm$^{-1}$, is sensitive to the midstratospheric absorption and emission. After the 10-yr mean seasonal cycle is removed, interannual variation can be clearly seen from Fig. 2, especially for the time series of the lower stratospheric channel (Fig. 2a).

b. Synthetic AIRS radiances

In parallel to the AIRS radiance observations, we analyze synthetic AIRS radiances computed using a state-of-the-art radiance simulator (Chen et al. 2013) based on the principal component–based radiative transfer model (PCRTM; Liu et al. 2006). The PCRTM is a fast and accurate radiative transfer model that has been widely used in hyperspectral sounding community. Chen et al. (2013) developed a radiance simulator based on the PCRTM, which is tailored for climate model output as well as reanalysis data and is able to take subgrid variability of clouds into account. More details can be found in Chen et al. (2013).

We generate two sets of synthetic AIRS radiance datasets. One is based on 6-hourly output from a GFDL AM3 model run forced by the observed SST from 2003 to 2012. The AM3 model (Donner et al. 2011) is the latest atmospheric GCM developed by the GFDL. The horizontal resolution is 2.5° longitude by 2° latitude, and it consists of 48 vertical levels with the top at 0.01 hPa. It has 25 levels in the stratosphere and includes online chemistry in both stratosphere and troposphere. The second set of synthetic AIRS radiance is based on the 6-hourly ERA-Interim reanalysis data (Dee et al. 2011). ERA-Interim is the latest reanalysis from the ECMWF. It assimilates a subset of manually selected and quality controlled clear-sky AIRS radiances at up to 210 channels for a typical...
cloud-free scene over ocean (Dee et al. 2011; McNally et al. 2006). To save the computational cost, the ERA-Interim data are averaged onto a horizontal resolution of 1.5° latitude by 1.5° longitude. ERA-interim has 60 vertical layers with 24 layers in the stratosphere. For both cases, the temperature, humidity, ozone, and cloud profiles are linearly interpolated onto the AIRS trajectories, and then fed into the radiance simulator to generate the AIRS radiances. Then such synthetic AIRS radiances are averaged and processed in the same way as the observed AIRS radiances. CO₂ is assumed to be uniformly mixed and the values are taken from monthly-mean observations compiled by the NOAA Earth System Research Laboratory (Tans and Keeling 2011). The blue and red lines in Fig. 2 show the global-mean radiance anomalies from the synthetic AIRS radiances based on GFDL AM3 model simulation and the ERA-Interim reanalysis, respectively.

c. Trends estimated using the spectral radiative kernel techniques

To carry out the “closure” study mentioned in section 1, we will need to compute the trends of synthetic radiances based on the AIRS L2 retrievals. Since the focus here is the global-mean radiances and their trends, we adopt a spectral radiative kernel approach for this investigation. Specifically, the brightness temperature (BT) of a given channel ν at the top of atmosphere (TOA) can be written as the function of atmospheric parameters: $BT_\nu = f_\nu (T_s, T_a, H_2O, CO_2, \ldots)$ and the deviation of the BT from its long-term time-invariant mean state can be expressed as

$$\Delta BT_\nu = \frac{\partial f_\nu}{\partial T_s} \Delta T_s + \sum_i \frac{\partial f_\nu}{\partial T_a^i} \Delta T_a^i + \sum_i \frac{\partial f_\nu}{\partial H_2O^i} \Delta H_2O^i + \frac{\partial f_\nu}{\partial CO_2} \Delta CO_2 + \text{Residual}.$$  

(1)

Its time derivative can be written as

$$\frac{\partial}{\partial t} \Delta BT_\nu = \frac{\partial f_\nu}{\partial T_s} \Delta T_s + \sum_i \frac{\partial f_\nu}{\partial T_a^i} \Delta T_a^i + \sum_i \frac{\partial f_\nu}{\partial H_2O^i} \Delta H_2O^i + \frac{\partial f_\nu}{\partial CO_2} \Delta CO_2 + \text{Residual},$$  

(2)

Fig. 2. Time series of global-mean brightness temperature anomalies of two channels: (a) 666.02 cm⁻¹ (weighting function peaks at ~66 hPa) and (b) 667.78 cm⁻¹ (weighting function peaks at ~2 hPa). Black line is AIRS observation. Red and blue lines show the synthetic AIRS radiance based on ERA-Interim reanalysis data and the GFDL AM3 simulation, respectively.
where $\Delta$ is the deviation from the mean state (i.e., anomaly) and $\Delta_t$ is the first-order derivation with respect to time and $\partial f/\partial X$ is the radiative kernel; $T_a$ and $T_s$ denote air temperature and surface temperature, respectively. Superscript $i$ refers to the $i$th layer in the atmosphere. $\text{H}_2\text{O}$ and $\text{CO}_2$ refer to the mixing ratios of water vapor and carbon dioxide, respectively. According to Eq. (2), linear trends of temperatures and trace gas mixing ratios can be used to estimate the corresponding trend of BT at an AIRS stratospheric channel as long as the spectral radiative kernel kernels, $\partial f/\partial X$, are available.

We follow the approach in Huang et al. (2014) to construct the spectral radiative kernel. Specifically, the spectral radiative kernels are computed using the PCRTM-based radiance simulator for each ERA-Interim grid box; then they are weighted by the cosines of their latitudes and averaged to obtain a set of global-mean radiative kernels. Figure 3a shows the global-mean spectral radiative kernels with respect to air temperatures, CO$_2$ and H$_2$O mixing ratios at different pressure levels. Figure 3a and 3b clearly show that the AIRS stratospheric channels examined in this study have little sensitivity to temperatures and CO$_2$ concentrations below 200 hPa. Figure 3c reconfirms that stratospheric water vapor variations contribute little to the radiance variations in the stratospheric channels within the CO$_2$ 15-$\mu$m band. For 1 ppmv variation of H$_2$O, it can only cause $\approx 1.67 \times 10^{-3}$ K or less change of brightness temperature in the stratospheric channels examined here, which is only $\approx 1.2\%$ or less of the change caused by 1 ppmv variation of CO$_2$. Moreover, eight years of Microwave Limb Sounder (MLS) measurements (EOS MLS Science Team 2011) indicate that the year-to-year variation of global-mean H$_2$O mixing ratio between 0.7 and 3.3 hPa is no more than 0.2 ppmv. No statistical significant trends are derivable from the 8 years of MLS data (Nedoluha et al. 2013). Thus, the contribution of water vapor long-term change to the trends of BTs is negligible and we will ignore it in the following discussion.
As for the trends of geophysical parameters in Eq. (2), the temperature trend is derived using AIRS L2 temperature retrievals (Chahine et al. 2006). The AIRS L2 temperature retrievals are based on cloud-cleared AIRS radiances and globally averaged linearly variable CO2 climatology with time throughout the atmosphere. The forward radiative transfer model used in retrieval is different from the radiative transfer model used in this study. Similar to the data processing of AIRS radiances, we average the AIRS L2 temperature retrievals onto 2.5° longitude by 2° latitude grid boxes and then get the monthly-mean temperature profiles on the global scale. L2 temperature retrievals have 28 vertical levels between 1100 and 0.1 hPa with a horizontal resolution of ~45 km. Intensive validation of the AIRS retrievals showed that AIRS retrieval achieves about 1-K root-mean-square (RMS) accuracy over ocean and about 1.7-K RMS accuracy over land (Fetzer et al. 2003; Chahine et al. 2006). CO2 is assumed to be uniformly mixed over the atmosphere and the monthly-mean concentration of CO2 is based on the measurements from NOAA Earth System Research Laboratory (Tans and Keeling 2011). Based on the assumptions and the measurements, the linear increment trend of well-mixed CO2 is 1.95 ppmv yr\(^{-1}\) throughout the entire atmosphere. With the radiative kernels and linear trends of temperatures and CO2 mixing ratios derived, we can use Eq. (2) to calculate linear trends of the brightness temperatures to the first-order approximation, and then compare them with those derived directly from the AIRS L1 radiance records. This is the closure study referred to in section 1.

3. Results
a. Linear trend analysis

The linear trend of the time series of brightness temperature of each stratospheric channel is estimated in following ways: first the mean value is subtracted from the time series and then the time series is deseasonalized by removing the mean seasonal cycle. Finally, the trend is estimated by linear regression. The uncertainty associated with the trend is estimated with the autocorrelation time scale taken into account (Weatherhead et al. 1998).

Figure 4 shows the peaks of weighting functions of the 50 stratospheric channels used in this study, which indicates the pressure level to which the radiance in each channel is most sensitive. The peaks are all in the stratosphere between 100 and 1 hPa. Figure 5 plots the linear trends of the 50 channels derived from AIRS observations with respect to the peak pressure level of their weighting functions. Note that this is for a convenient way of visualizing the results and the ordinate is not the pressure coordinate. The counterparts derived from the synthetic AIRS radiances based on the GFDL AM3 simulation and the ERA-Interim reanalysis are
shown in the same figure as well. The AIRS channels with peaks above 47 hPa all show statistically significant cooling trends. Furthermore, the higher the peak is, the larger the cooling trend generally is. Between 47 and 30 hPa, BT cooling trend is about 0.1–0.25 K decade \(^{-1}\). Above 10 hPa, the cooling trend is as large as 0.5–0.6 K decade \(^{-1}\).

Below 47 hPa, the trend is generally negative at about \(-0.1\) K decade \(^{-1}\) but statistically insignificant. Similar trend tendencies are captured by the free-running GFDL AM3 simulation except that the model overestimates the cooling trends above 15 hPa. In contrast, results based on ERA-Interim show statistically significant positive trends in virtually all the stratospheric channels. This could be related to the time-dependent warm biases in the ERA-interim reanalysis data (Dee et al. 2011). Since it is not expected for the meteorological reanalysis to have accurate representation of the secular trend in the stratosphere, we do not investigate the cause of the positive trends of ERA-Interim further.

Given the presence of natural variability, one inescapable question to explore is this: How long it would take for a trend signal to emerge in the presence of natural variability. We estimate the minimum time for detecting secular trend out of the BT time series of the 50 AIRS stratospheric channels using a formula proposed by Leroy et al. (2008b):

\[
n = \left[ \frac{12 \sigma^2}{m_{\text{est}}^2 \sigma_{\text{var}}^2 \tau_{\text{var}}} \right]^{1/3} (1 + f^2)^{1/3},
\]

where \(n\) is the time needed to detect a trend signal, \(m_{\text{est}}\) is the trend to be detected, \(s\) is the signal-to-noise ratio \((m_{\text{est}}/\delta m_{\text{est}})\), \(\tau_{\text{var}}\) is the correlation time of natural variability, \(\sigma_{\text{var}}\) is defined as the standard deviation of the dataset, and \(f\) is the measurement uncertainty. We set \(s = 5\), the same value used in Leroy et al. (2008b); \(f\) is set to zero in our estimation. Given the AIRS radiometric uncertainty is \(-0.3\) K for a 250-K BT target, and \(f\) is \(-0.0012\), which justifies our choice of simply assuming \(f = 0\). The natural variability is obtained from the simulated synthetic AIRS radiance based on the output from a 500-yr control run by the GFDL most recent coupled GCM, the CM3 (Donner et al. 2011). For the stratospheric channels examined here, the natural variability ranges from 0.05 to 0.3 K and the correlation time of natural variability, as defined in Leroy et al. (2008b), varies from 2 to 20 years. Using above information, we compute \(n\) for each channel and the results are shown in Fig. 6. The estimated time for trend detection is less than 10 years for all the channels except 666.27 cm\(^{-1}\) (weighting function peaks at 77.24 hPa) and 666.52 cm\(^{-1}\) (weighting function peaks at 66.13 hPa). Although such
estimate is based on modeled natural variability and correlation time scale from one particular GCM simulation. Figs. 6a and 6b suggest that statistical significant trends can be derived within a 10-yr time frame for most channels examined here. This is consistent with what is shown in Fig. 5.

b. Closure study using radiative kernel technique

As described in section 2d, we use the linear trends of air temperature and CO$_2$ at all pressure levels together with precomputed spectral radiative kernels to compute the trend in each AIRS stratospheric channel (black line in Fig. 7), as

---

**Fig. 6.** (a) Time for trend detection in the presence of natural variability for each AIRS stratospheric channel examined here. The natural variability is derived from 500 years of the GFDL CM3 runs and the signal-to-noise ratio is set to 5. (b) As in (a), except that the time for trend detection is plotted with respect to the peak of the weighting function of each the AIRS stratospheric channel.

**Fig. 7.** The BT linear trends derived from AIRS radiance time series are shown as red stars with 95% confidence interval (vertical ticked red line). The BT linear trends estimated using the global-mean spectral radiative kernels and linear trends of surface CO$_2$ observations and AIRS L2 retrieved temperatures are shown as black stars with 95% confidence interval (yellow shades). The individual contributions of air temperature (blue circles) and CO$_2$ (green circles) to the estimated BT trends are shown as well. Two vertical black dashed lines denote the spectral region where the observed and estimated BT trends differ the most.
well as the contribution of air temperature and CO$_2$ to such trends, respectively (blue and green lines in Fig. 7). The trends from actual AIRS radiance time series are plotted in red. The estimated trend using air temperature and CO$_2$ linear trends falls within 95% confidence interval of the actual AIRS trends for all the stratospheric channels examined here. The good agreement suggests that the AIRS L2 retrievals and surface observations of CO$_2$ mixing ratio can largely reproduce the BT trends derived from the AIRS L1b radiance time series. The largest discrepancies between actual and computed trends are seen between $668$–$670$ cm$^{-1}$, that is, on the Q branch of the CO$_2$ $\nu_2$ band, where observed BT trends are out of the 95% confidence intervals of the estimated trends using Eq. (2). A couple of possible reasons for the discrepancies in this spectral range are the following:

1) The linear approximation employed in Eq. (2) is not enough to explain the actual trends. The nonlinear terms should be taken into account.
2) There is uncertainty associated with the construction of spectral radiative kernel used in Fig. 7 (e.g., choices of months and years of the input atmospheric profiles, etc.).

As for the first reason, the previous study by Chen et al. (2013) has shown that, at least for the globally average radiances, the linear approximation is a valid approximation for the frequencies examined in this study. As for the second reason, we use following method to quantify the uncertainties associated with the construction of the spectral radiative kernel. We recompute the linear trend in BT using the zonal-mean spectral radiative kernels of an individual month instead of annual and global-mean spectral radiative kernels. Specifically, the zonal-mean spectral radiative kernels and zonal-mean temperature anomalies are used to estimate the zonal trend of BT for every $2^\circ$ latitude bin, then such zonal-mean BT trend is weighted by the area and averaged to obtain the global-mean BT trend. We construct such zonal-mean kernels based on 12 months of ERA-Interim reanalysis and 12 months of free-running GFDL CM3 simulations, respectively. By doing so, we have 24 estimates of the BT trends in total, which are then used as a measure of uncertainty associated with the construction of the kernels. The results are shown in Fig. 8. Note the spreads in Fig. 8 are solely due to different kernels used in the estimates; the uncertainty of the trends in the AIRS L2 temperature retrievals (the orange shades on Fig. 7) is not included here. It can be seen that the uncertainty due to different ways of constructing spectral radiative kernels has little impact on the final results and cannot be a major reason for the discrepancies between the observed

![Fig. 8. The BT trends from actual AIRS radiance time series (red) and the BT trends estimated using global-mean spectral radiative kernel in Eq. (2) (black). Gray lines are the global BT trends estimated using 24 different sets of zonal- and monthly-mean spectral radiative kernels for every $2^\circ$ latitude bin; 12 sets are from the GFDL CM3 simulations and the rest from ERA-Interim. Between the dashed lines is the spectral region we are interested in.](image-url)
and estimated BT trends in the stratosphere channels shown in Fig. 7.

Although there are discrepancies in some spectral regions, Figs. 7 and 8 show large consistency between the observed trends based on the AIRS L1b radiances and their counterparts based on the AIRS L2 retrievals and spectral radiative kernels. As far as the global average is concerned, they show that the secular trends of AIRS L1b radiances and L2 temperature retrievals are consistent with each other.

4. Conclusions and discussion

Motivated by the excellent performance of AIRS instrument, we compile 10-yr (2003–12) AIRS L1b radiances and estimate the linear trends of global-mean radiances at 50 stratospheric channels in the CO$_2$ ν$_2$ band. For comparison, two sets of synthetic AIRS radiances at these channels are simulated using two different inputs: simulation from a free-running GFDL AM3 model and the ERA-Interim reanalysis. While the results based on the GFDL AM3 model can agree with the observed trends to some extent, the trends based on ERA-Interim have opposite signs compared to the observed ones. This reaffirms that cautions must be taken in the use of reanalysis stratospheric data in the study of trends and variability over multiple years.

Employing the radiative kernel technique, we show that the secular linear trends of the AIRS L1b radiances in these channels can be largely reproduced using AIRS L2 retrievals and surface observations of CO$_2$ mixing ratios. Although there are discrepancies around ∼668–670 cm$^{-1}$ between the L1b trends and the trends based on the L2 retrievals, the general agreements are satisfactory. The discrepancies around ∼668–670 cm$^{-1}$ could be due to other reasons, such as the modeling of CO$_2$ line mixing within this band, undetected spectral shift over such long period, or the breakdown of linearity assumption needed for the radiative kernel analysis.

This study is focused on the conventional linear trend analysis from the actual AIRS radiances. As shown in Fig. 6, the detection of trends in the presence of natural variability can be achieved at many channels using 10 years or less of data. This suggests that formal detection and attribution studies might be possible using the 10+ years of the AIRS L1 radiances, such as the optimal spectral fingerprinting technique in Leroy et al. (2008a). Observationally, careful examinations are warranted to ensure the long-term performance of the AIRS instruments, especially for the possible drift of radiometric or spectral calibrations. On the other side, spectral fingerprints need to be constructed correctly in such detection and attribution studies. One particular challenge would be how to take the actual solar variation into account, as the 11-yr solar cycle can likely affect the stratospheric temperatures (Coughlin and Tung 2004).

Besides the global-mean trend analysis, the AIRS data can also be used to study the zonal-mean trends in each latitude or climate zone. An example is given in Fig. 9.
which shows the trends of tropical-mean (30°S–30°N) brightness temperatures in the stratospheric channels. Negative brightness temperature trends in the upper-stratospheric channels are comparable to those of global-mean results in Fig. 5. The trends in the lower-stratospheric channels are slightly positive, opposite to the negative global-mean trends in Fig. 5. This suggests that the extratropics must have negative brightness temperature trends in the lower-stratospheric channels. As for the tropical-mean trends, the GFDL CM3 simulated results agree with AIRS observations within 95% confidence intervals virtually for all the channels. Such latitudinal dependence of brightness temperature trends can potentially help us further understand the observed and simulated meridional circulation change in the stratosphere. Such topics would be the focuses of our follow-up studies.
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