Water Balance in the Amazon Basin from a Land Surface Model Ensemble
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ABSTRACT

Despite recent advances in land surface modeling and remote sensing, estimates of the global water budget are still fairly uncertain. This study aims to evaluate the water budget of the Amazon basin based on several state-of-the-art land surface model (LSM) outputs. Water budget variables (terrestrial water storage TWS, evapotranspiration ET, surface runoff R, and base flow B) are evaluated at the basin scale using both remote sensing and in situ data. Meteorological forcings at a 3-hourly time step and 1° spatial resolution were used to run 14 LSMS. Precipitation datasets that have been rescaled to match monthly Global Precipitation Climatology Project (GPCP) and Global Precipitation Climatology Centre (GPCC) datasets and the daily Hydrologie du Bassin de l’Amazone (HYBAM) dataset were used to perform three experiments. The Hydrological Modeling and Analysis Platform (HyMAP) river routing scheme was forced with R and B and simulated discharges are compared against observations at 165 gauges. Simulated ET and TWS are compared against FLUXNET and MOD16A2 evapotranspiration datasets and Gravity Recovery and Climate Experiment (GRACE) TWS estimates in two subcatchments of main tributaries (Madeira and Negro Rivers). At the basin scale, simulated ET ranges from 2.39 to 3.26 mm day\(^{-1}\) and a low spatial correlation between ET and precipitation indicates that evapotranspiration does not depend on water availability over most of the basin. Results also show that other simulated water budget components vary significantly as a function of both the LSM and precipitation dataset, but simulated TWS generally agrees with GRACE estimates at the basin scale. The best water budget simulations resulted from experiments using HYBAM, mostly explained by a denser rainfall gauge network and the rescaling at a finer temporal scale.

1. Introduction

Several modeling attempts have been conducted trying to improve the simulation of water and energy cycles at several temporal and spatial scales worldwide. These attempts take into account different modeling approaches and meteorological forcings, resulting in contrasting water balance estimates. The accuracy of the water budget simulated by land surface models (LSMs) is highly dependent on data availability and quality (meteorological forcings, soil type, and land cover), initial conditions, and how adapted or simplified the
representation of physical processes are for a specific location. The intercomparison of LSMs has been performed through several international projects and initiatives and has guided the improvement of current models and the development of new ones. For easier evaluation and comparison, LSMs are often run in the so-called offline mode, which means that these models are run uncoupled from an atmospheric model and are therefore driven using prescribed atmospheric forcing derived either from in situ or satellite observations, atmospheric model outputs, or the combination of these three sources. Intercomparison projects such as the Project for the Intercomparison of Land-surface Parameterization Schemes (PILPS) and its different phases [refer to Henderson-Sellers et al. (1995), Wood et al. (1998), and other numerous publications], the Global Soil Wetness Project phase 1 (GSWP-1: Dirmeyer et al. 1999) and phase 2 (GSWP-2: Dirmeyer et al. 2006), the Rhône aggregation LSM intercomparison project (Boone et al. 2004), the African Monsoon Multidisciplinary Analyses (AMMA) Land Surface Model Intercomparison Project (ALMIP; Boone et al. 2009a,b), and the Hydrological Cycle in Mediterranean Experiment (HyMeX; Drobinski et al. 2014), among others, have increased the understanding of LSMs and led to many model improvements. A comprehensive description of past LSM intercomparison projects can be found in van den Hurk et al. (2011).

Other studies and initiatives have shown that routing runoff simulations and comparing them against observed streamflow can be a useful way to evaluate the large-scale water budget simulated by LSMs (Yamazaki et al. 2011; Decharme et al. 2012; Guimberteau et al. 2012; Li et al. 2013; Getirana et al. 2014). The evaluation can be performed in terms of both the timing and amount of simulated runoff. The inaccurate representation of physical processes in LSMs involving soil moisture, evapotranspiration, and snow-melt may result in differences between observed and simulated streamflows. Other sources of error in streamflow simulations include inaccuracies in the forcing data, involving the density of rainfall gauging stations, when provided by in situ observations (e.g., Oki et al. 1999; Ducharne et al. 2003; Xavier et al. 2005), and inaccuracies in the river routing schemes (RRSs) themselves. Comparing simulated and observed streamflows can be an efficient way to assess precipitation datasets. Such evaluations using LSMs or hydrological models coupled with an RRS have been already carried out at different spatial and temporal scales (Yilmaz et al. 2005; Wilk et al. 2006; Voisin et al. 2008; Getirana et al. 2011b).

This study builds upon the aforementioned initiatives and efforts, and, on the basis of satellite and ground-based data, seeks for a better understanding of the large-scale water budget in the Amazon basin. The Amazon is the largest basin in the world with an area of approximately 6 million km², and it contributes to about 15%–20% of the freshwater transported to the oceans (Richey et al. 1986). Although the number of hydrological modeling attempts in the basin has increased in past decades (e.g., Vorosmarty et al. 1989; Costa and Foley 1997; Coe et al. 2002; Marengo 2005; Beighley et al. 2009; Paiva et al. 2013a; Guimberteau et al. 2014), evapotranspiration and total runoff estimates are still diverging, mostly caused by different formulations representing physical processes. In an atmospheric modeling perspective, such divergences at the basin scale can largely affect the regional climate, exchanges at the land surface and the ocean salinity, and temperature at the river’s mouth (e.g., Gedney et al. 2004; Alkama et al. 2008; Durand et al. 2011; Decharme et al. 2012).

The hydrological regime of the Amazon basin is influenced by the climatology of both the Northern and Southern Hemispheres, with the precipitation peaks generally occurring between April and June in the Northern Hemisphere and between December and March in the Southern Hemisphere. In this sense, in order to better understand the large-scale hydrological heterogeneities within the basin, the water budgets of two main Amazon River tributaries were also evaluated in this study: the Negro River, draining the northern region, and the Madeira River, draining the southern region. Four key hydrological variables (evapotranspiration ET, surface runoff R, base flow B, and terrestrial water storage change dS) simulated by 14 LSMs are evaluated within the 1989–2008 period. Because of the highly heterogeneous formulations for representing groundwater, including different soil depths and, in some cases, absence of water table in the different LSMs considered in this study, this variable is not evaluated in this study. However, a detailed description of how groundwater impacts the water cycle modeling in the Amazon basin is described in Miguez-Macho and Fan (2012a,b). The spatial and temporal distributions of precipitation fields have an important role in the water budget, and evaluating their impacts on hydrological processes in the Amazon basin is another objective of this study. In this sense, three ground-based precipitation products were used to force LSMs, totaling 42 realizations. This paper is organized as follows. Section 2 gives a brief description of LSMs and meteorological forcings (including the precipitation datasets) used in the experiments, section 3 describes the evaluation procedure and datasets used in the evaluation, section 4 presents and discusses the results obtained, and
section 5 ends the paper by presenting the conclusions from the study.

2. Land surface models, forcings, and setup

In this section, the LSMs considered in the comparison are listed and changes among different versions are briefly described. Also, the meteorological forcings, including the different precipitation datasets used in the experiments, are presented, and the modeling setup is defined.

a. Land surface models

LSMs compute the land surface response to the near-surface atmospheric conditions forcing, estimating the surface water and energy fluxes and the temporal evolution of soil temperature, moisture content, and snowpack conditions. At the interface with the atmosphere, each grid box is divided into fractions (tiles) to describe the land surface heterogeneities. In this study, some models are not using tiles, so for them, the number of tiles is one. The maximum number of tiles depends on the LSM and land surface parameters used in the run. Usually, the gridbox surface fluxes are calculated separately for each tile, leading to a separate solution of the surface energy balance equation and the skin temperature. The latter represents the interface between the soil and the atmosphere. Below the surface, the vertical transfer of water and energy is performed using vertical layers to represent soil temperature and moisture.

A total of 14 LSMs were considered in the intercomparison. The set is composed of three versions of both Noah and Tiled European Centre for Medium-Range Weather Forecasts (ECMWF) Scheme for Surface Exchange over Land (TESSEL) and two versions of both Community Land Model (CLM) and Organizing Carbon and Hydrology in Dynamic Ecosystems (ORCHIDEE). Finally, there was one version of Mosaic; Interactions between Soil, Biosphere, and Atmosphere (ISBA); Variable Infiltration Capacity (VIC); and the Simplified Simple Biosphere Model, version 2 (SSiB2). Each LSM has its own specifications that can be found in numerous references in the literature (some of them are listed in Table 1). Therefore, only the main differences among versions or configurations of the same LSM are described below, that is, Noah, TESSEL,
CLM, and ORCHIDEE. For all the models, Table 1 provides information about the institute where the LSM runs were performed, recent references, and model setup, including soil and land cover parameters used by each one.

1) NOAH

Three Noah LSM versions were used in this study: Noah271, Noah32, and Noah33. These versions are currently found in the latest Land Information System (LIS; Kumar et al. 2006) release (LIS7) and were run within the system. The version 271 of Noah is the first unified community version (Ek et al. 2003) as a result of an effort promoted by the Environmental Modeling Center (EMC) of the National Centers for Environmental Prediction (NCEP) and collaborators. Improvements have been continuously implemented in Noah ever since. Major improvements from 271 to 32 include modifications in the roughness length over snow-covered surfaces, use of the Livneh scheme in the snow albedo treatment, fairly significant changes in the glacial ice treatment, and dependence of potential evapotranspiration on the Richardson number. The main improvement from version 32 to 33 is the activation of a time-varying roughness length.

2) CLM

The Community Land Model (Oleson et al. 2004) is the land component of the Community Earth System Model (CESM; Vertenstein et al. 2012; Gent et al. 2011) hosted at the National Center for Atmospheric Research (NCAR). The model consists of components that simulate processes such as biogeophysics, the hydrological cycle, biogeochemistry, and vegetation dynamics. This study evaluates version 2 (CLM2; Bonan et al. 2002) and version 4 (CLM4; Lawrence et al. 2011). The decision to include CLM2 in this comparison is based on the fact that outputs from this LSM currently compose the Global Land Data Assimilation System (GLDAS; Rödell et al. 2004).

From CLM2 to CLM4, all important processes including the parameterization of multilayer snow, frozen water, interception, soil water limitation to latent heat, and higher aerodynamic resistances to heat exchange from ground are preserved, and some processes have since been improved upon based on recent scientific advances in the understanding and representation of land surface processes. State-of-the-art soil hydrology and snow process are introduced. The ground column is extended to ~50-m depth by adding five additional ground layers (10 soil layers and 5 bedrock layers). Other new parameterizations involved the canopy integration, the canopy interception, the permafrost dynamics, the soil water availability, the soil evaporation, and the groundwater model for determining water table depth (see Niu et al. 2007). A new runoff model based on the TOPMODEL concept (Beven and Kirkby 1979) was also introduced, but Li et al. (2011) pointed out that this new scheme tends to produce unrealistic subsurface runoff and could be enhanced with more generalizable implementations. All the changes added to the portioning of the evapotranspiration into transpiration; soil and canopy evaporation; the incorporation of snowpack heating; and metamorphism resulting in more reasonable snow cover, cooler and better soil temperatures in organic-rich soils, and greater river discharge compared to the previous version of the CLM [more details can be found in Lawrence et al. (2011)].

3) TESSEL

Three model configurations were used in this study: TESSEL, CTESSEL (land carbon), and HTESSEL (hydrology). HTESSEL is the current operational land surface scheme used at ECMWF for the medium-to long-range forecasts differing from TESSEL (van den Hurk et al. 2000; Viterbo and Beljaars 1995) in several components detailed in Balsamo et al. (2011): 1) revised formulation for soil hydrological conductivity and diffusivity (spatially variable according to a global soil texture map) and surface runoff (based on the variable infiltration (Balsamo et al. 2009), 2) revised snow hydrology (snow density and liquid water content; Dutra et al. 2010), 3) vegetation seasonality by prescribing a leaf area index (LAI) monthly climatology (Boussetta et al. 2013a), and 4) revision of bare ground evaporation (Albergel et al. 2012). CTESSEL shares the same configuration as HTESSEL, but a new plant physiological approach (photosynthesis–conductance) is used to compute the stomatal conductance for water vapor transpiration (Boussetta et al. 2013b), while HTESSEL used the Jarvis formulation (Jarvis 1976). All model configurations use the same prescribed albedo climatology. As for the LAI, TESSEL uses constant values according to the vegetation type and HTESSEL and CTESSEL use a prescribed LAI climatology.

4) ORCHIDEE

The ORCHIDEE (Krinner et al. 2005) LSM is the land component of the L’Institut Pierre-Simon Laplace (IPSL) coupled climate model. We compare two versions of this model, ORCH-2L and ORCH-11L, which both describe a 2-m soil but use a different parameterization of soil hydrological processes. ORCH-2L uses a two-layer bucket-type approach (Ducoudré et al. 1993), in which two soil layers are linked by an internal
diffusion flux (Ducharne et al. 1998). As in the bucket scheme of Manabe (1969), no bottom drainage is allowed, and runoff is only produced when total soil moisture reaches the maximum capacity (300 kg m\(^{-2}\) over all land points). This total runoff is arbitrarily partitioned into 95% base flow and 5% surface runoff for feeding the routing scheme (section 3a). In contrast, ORCH-11L uses a physically based approach (De Rosnay et al. 2002; Campoy et al. 2013). The soil column is divided into 11 layers of increasing thickness with depth, to solve the nonsaturated vertical soil water flow (Richards equation), assuming gravitational drainage at the bottom. The Mualem–van Genuchten model (Mualem 1976; van Genuchten 1980) is used to describe the soil hydraulic properties as a function of water content, with parameters that depend on soil texture. Surface runoff results from an infiltration excess mechanism, where infiltration follows Green and Ampt (1911) using a time-splitting procedure (D’Orgeval et al. 2008).

b. Meteorological forcings

The meteorological dataset used as forcing for the LSMs is provided by Princeton University on a 3-hourly time step and at a 1° spatial resolution (Sheffield et al. 2006) for the 1979–2008 period. This dataset is based on the NCEP–NCAR reanalysis. Sheffield et al. (2006) carried out corrections of the systematic biases in the 6-hourly NCEP–NCAR reanalysis via hybridization with global monthly gridded observations. In addition, the precipitation was disaggregated in both space and time at 1° spatial resolution via statistical downscaling and at 3-hourly time step using information from the 3-hourly Tropical Rainfall Measuring Mission (TRMM) dataset.

c. Precipitation

To evaluate the impacts of rainfall on water budget simulations, the 3-hourly precipitation from Sheffield et al. (2006) was rescaled to match the daily or monthly precipitation values given by three datasets. They are 1) the monthly Global Precipitation Climatology Centre (GPCC) Full Data Reanalysis, version 6 (Schneider et al. 2014); 2) the monthly Global Precipitation Climatology Project (GPCP), version 2.2 (Adler et al. 2003); and 3) the daily Observatoire de Recherche en Environnement–Hydrologie du Bassin de l’Amazone (ORE-HYBAM; Guimberteau et al. 2012), hereafter called HYBAM. The three precipitation datasets are based on in situ observations over the continents, and they were preferred over other products because of the longer temporal availability. The HYBAM dataset uniquely covers the Amazon basin and is a result of a collaboration involving all the countries composing the region, where a large number of rain gauges has been used to represent the precipitation field over the basin. The first version of this dataset was presented at the monthly time step in Espinoza Villar et al. (2009). The daily version was firstly introduced and used in a hydrological modeling attempt in Guimberteau et al. (2012). Technical information about the original precipitation datasets is listed in Table 2, and a detailed description of how they were generated can be found in their respective references given above.

The rescaling process, which led to three different meteorological forcings, is classical to meteorological hybridization techniques and follows Guo et al. (2006). It is based on the coefficient \( k_\tau \), computed at each lower temporal resolution (daily or monthly) time step \( \tau \), and defined as

\[
k_\tau = \frac{P_{\text{inr}}}{\sum_{i=1}^{n} P_{ri}},
\]

where \( P_{\text{inr}} \) (mm) stands for the lower temporal resolution precipitation at \( \tau \), \( p \) (mm) represents the 3-hourly precipitation, and \( n \) is the number of 3-h intervals.
within a day or month. The rescaling consists of multiplying the 3-hourly precipitation rates within each time step \( t \) by the respective coefficient \( k_t \). The process is repeated for each grid cell.

According to Fig. 1, the spatial distribution of precipitation datasets averaged for the 1989–2008 period shows similar patterns within the basin with slight differences in northwestern Amazon, where HYBAM presents a larger area with higher precipitation rates. Wet sites located at the equator and along the eastern Andes, previously described in the literature (Killeen et al. 2007; Espinoza Villar et al. 2009), with mean annual precipitation above 3500 mm (9.6 mm day\(^{-1}\)) and up to 7000 mm (19.2 mm day\(^{-1}\)), are also represented in all datasets. Because of the lower spatial resolution and use of a reduced number of rain gauge stations in comparison to HYBAM, GPCP underestimates the high precipitation in some of these sites. The mean precipitation for the entire basin ranges from 6.0 (GPCC and HYBAM) to 6.1 mm day\(^{-1}\) (GPCP), which is in agreement with previous estimates found in the literature using different datasets (e.g., Costa and Foley 1998; Espinoza Villar et al. 2009). The Negro River basin (northern region) has higher precipitation rates, ranging from 7.1 to 7.3 mm day\(^{-1}\), depending on the dataset, while rates in the Madeira River basin (southern region) vary from 4.9 to 5.1 mm day\(^{-1}\). According to Fig. 2a, yearly rates of spatially averaged precipitation also agree over time, clearly indicating dry and wet years, although differences as high as 100 mm yr\(^{-1}\) can arise in wet years (e.g., 2000 and 2006). Intraseasonal rates of the three precipitation datasets generally agree (Fig. 2b), with humid and dry seasons occurring in January–March and July–September, respectively.

d. Model setup

To keep coherency in all experiments, a default model setup was defined and used in LSM runs. In this sense, except for the soil and land cover parameters, which are those inherent to each model, LSMs were run from 1979 to 2008 at the 30-min time step and \( 1^\circ \times 1^\circ \) spatial resolution globally using GPCC and GPCP datasets and for the Amazon basin using the HYBAM dataset. The first 10 years of simulation were set for model spinup in this comparison and were not considered in the evaluation. Results presented in Rodell et al. (2005) indicate that such periods of spinup are long enough for LSM variables (soil water storage, soil temperature, and water-table depth) to reach equilibrium. However, some LSMs used longer periods. Both ORCHIDEE versions were spun up repeating the first year for six times and CLM4 repeating the 30 years for 20 times until the state variables reached equilibrium (see full list of LSMs and setup in Table 1). The latter often requires long spinup to generate initial state variables (soil water storage, soil temperature, and water-table depth) consistent with each forcing dataset. The resulting state variables are then used as the initial conditions for the final model run.

3. Evaluation procedure and datasets

a. Surface runoff and base flow

Simulated total runoff (TR; \( R + B \)) is evaluated by means of simulated streamflows derived from the Hydrological Modeling and Analysis Platform (HyMAP; Getirana et al. 2012). HyMAP is a global-scale river routing scheme capable of simulating water discharge, flow velocity, depth, and storage in both rivers and floodplains, among other hydrological variables. The surface runoff and base flow generated by LSMs are routed using a kinematic wave formulation through a prescribed river network to oceans or inland seas. Both the spatial resolution and internal computational time step are flexible. The model is composed of four
modules accounting for 1) the surface runoff and base flow time delays, 2) flow routing in river channels, 3) flow routing in floodplains, and 4) evaporation from open water surfaces. In this study, the spatial resolution is 0.25°, and the internal computational time step was set as 15 min and outputs provided at a daily time step. Lowland topography and river network characteristics such as river length and slope are prescribed on a subgrid-scale basis using the upscaling method described by Yamazaki et al. (2009). The fine-resolution flow direction map is given by the 1-km-resolution Global Drainage Basin Database (GDBD; Masutomi et al. 2009). The flow routing in both rivers and floodplains provides a heterogeneous spatiotemporal distribution of flow velocities within the river floodplain network. Since the objective is to evaluate the water budget simulated by the LSMs, HyMAP was run without the fourth module, that is, it does not account for evaporation from open water surfaces. In this sense, the LSM water budget was preserved. Getirana et al. (2012) have shown that the average differential evaporation from floodplains in the Amazon basin is around 0.02 mm day\(^{-1}\), corresponding to less than 1% of the mean ET rate in the basin. However, arid regions subjected to monsoon regimes, such as the Parana and Niger River basins, may benefit from the use of this module, as suggested by Decharme et al. (2012). The latter authors showed that considering floodplains can significantly increase the evapotranspiration over those areas. HyMAP is fully described and evaluated in Getirana et al. (2012) and applications over the Amazon basin can be found in the literature (Mouffe et al. 2012; Getirana et al. 2013; Getirana and Peters-Lidard 2013).

To force HyMAP, \( R \) and \( B \) are used. This results in spatially distributed streamflows over the studied area. The evaluation of simulated streamflows is performed for the 1989–2008 period using daily observations at 165 gauging stations provided by the Brazilian Water Agency [Agencia Nacional de Águas (ANA)]. Selected gauging stations have at least one year of observations within the studied period and drainage areas \( A \) larger than 1000 km\(^2\).

The accuracy of streamflow simulations was determined by using three performance coefficients: the Nash–Sutcliffe coefficient (NS), the relative volume error of streamflows \( \text{RE} \), and the delay index DI (days). DI is used to measure errors related to time delay between simulated and observed hydrographs. The coefficient is computed using the cross-correlation function \( R_{xy} = f(m) \) from simulated \( x \) and observed \( y \) time series, where DI equals the value of the time lag \( m \) when \( R_{xy} \) is maximum (Paiva et al. 2013b). NS and \( \text{RE} \) are represented by the equations below:

\[
\text{NS} = 1 - \frac{\sum_{t=1}^{nt} (y_t - x_t)^2}{\sum_{t=1}^{nt} (y_t - \bar{y})^2} \tag{2}
\]

and

\[
\text{RE} = \frac{\sum_{t=1}^{nt} x_t - \sum_{t=1}^{nt} y_t}{\sum_{t=1}^{nt} y_t}, \tag{3}
\]

where \( t \) is the time step and \( nt \) is the number of days with observed data. NS ranges from \(-\infty \) to 1, where 1 is the optimal case and zero is when simulations represent the mean of the observed values. \( \text{RE} \) varies from \(-1 \) to \(+\infty \), where zero is the optimal case. One can obtain \( \text{RE} \) values in percentage by multiplying them by 100. While NS and DI are partially impacted by the RRS accuracy, \( \text{RE} \) for long time series only evaluates how the total runoff produced by LSMs is under- or overestimated in comparison to observations, outlining how mean simulated and observed streamflows agree along the period studied.

Fig. 2. (a) Annual and (b) mean monthly precipitation rates from the three datasets for 1989–2008.
b. Total water storage change

Simulated $dS$ was evaluated against data derived from the Gravity Recovery and Climate Experiment (GRACE) mission. Over land surfaces, GRACE data quantify anomalies (deviations from the long-term mean) of terrestrial water storage (TWS), including the water stored in surface (rivers, floodplains, and lakes) and subsurface (soil moisture and groundwater) reservoirs, water on the leaves, and snow. When analyzing GRACE data, there is a trade-off between spatial resolution and accuracy, such that 150 000 km$^2$ is the approximate minimum area that can be resolved before errors overwhelm the signal (Rowlands et al. 2005; Swenson et al. 2006). Its accuracy has been estimated as about 7 mm in equivalent water height, when averaged over areas larger than about 400 000 km$^2$, and the errors increase as the area decreases (Swenson et al. 2003). Both the Negro (~700 000 km$^2$) and Madeira (~1 350 000 km$^2$) River basins are large enough to be evaluated with GRACE TWS estimates.

In this study, we used the latest GRACE-based TWS dataset release 05 (RL05; Landerer and Swenson 2012) of the Center for Space Research (CSR), Jet Propulsion Laboratory (JPL), and GeoForschungsZentrum (GFZ) solutions. These solutions are smoothed using a 200-km half-width Gaussian filter and provided on a 1/8 global grid and monthly time step. The RL05 product is available for 2003–13 (with the mean value of 2004–09 removed). TWS changes [or $dS$ (mm)] were evaluated for the 2003–08 period and could be estimated within a catchment by using the continuity equation adapted for watersheds (Getirana et al. 2011a):

$$\frac{dS}{dt}(t) = P(t) - ET(t) - Q(t),$$

where $S$ (mm) stands for the total water storage in the watershed. Variables $P$ (mm month$^{-1}$), ET (mm month$^{-1}$), and $Q$ (mm month$^{-1}$) are the precipitation, evapotranspiration, and river outflow (as simulated by HyMAP and converted from m$^3$ s$^{-1}$ to mm month$^{-1}$) at the catchment outlet, respectively. Variable $t$ is time and each variable was cumulated to the monthly time step, following GRACE time intervals. Daily $Q$ was computed by HyMAP using $R$ and $B$ as forcings and averaged for the same time intervals. GRACE-based $dS$ is derived from the difference between $S$ estimates at the current $(t)$ and the previous $(t - 1)$ time step. Variable $dS$ was quantitatively evaluated using NS, the correlation coefficient $r$, and the ratio of standard deviations of simulated and GRACE-based $dS$ $s_x/s_y$. The latter allows one to compare the amplitudes of simulated $dS$ time series against GRACE-based estimates, where values above 1 mean that the LSM overestimates the amplitude.

c. Evapotranspiration

Simulated ET rates were evaluated using two monthly global-scale products: the satellite-based MOD16 (Mu et al. 2011) and the ground-based FLUXNET database (http://fluxnet.ornl.gov/). MOD16 estimates evapotranspiration by combining observations of land use and cover from the Moderate Resolution Imaging Spectroradiometer (MODIS; Justice et al. 2002), LAI, albedo, and fraction of photosynthetically active radiation, with air temperature $T_a$, downward solar radiation $R_s$, and actual vapor pressure deficit $e_a$ from reanalysis data. The MOD16 algorithm is based on the Penman–Monteith equation, and the product used in this study is the MOD16A2, which is available at 0.5° spatial resolution and monthly time step from 2000 to 2012. Based on MOD16A2 for the 13 years of available data, the mean ET over the Amazon basin is 3.22 mm day$^{-1}$.

The FLUXNET database is composed of regional and global analysis of observations from over 500
micrometeorological tower sites using eddy covariance methods to measure the exchanges of carbon dioxide (CO₂), water vapor, and energy between terrestrial ecosystems and the atmosphere. In this study, we used the latent heat flux product presented in Jung et al. (2009), provided on a 0.5° global grid and monthly time step from 1982 to 2008. A total of 178 tower sites passed quality control and were used to create the global grid. The latent heat flux was converted into ET (mm day⁻¹) in order to be compared against LSM outputs. Even if tower sites are sparsely distributed in some regions, the ground-based FLUXNET database is considered herein as an alternative dataset. According to FLUXNET estimates, the mean ET over the Amazon basin for the 27 years of available data is 3.13 mm day⁻¹. Monthly ET rates derived from LSMs were averaged for three basins (Amazon, Madeira, and Negro River basins) from 2000 to 2008 and were evaluated against both datasets using RE and r.

4. Results and discussion

a. Surface runoff and base flow

The spatial distribution of TR averaged for the whole set of LSMs, as shown in Fig. 3, presents similar patterns as those observed in the precipitation datasets. High TR rates occur in the northwestern Amazon basin over the equator and some wet sites along the Andes, coinciding with the precipitation fields described above. To evaluate how LSMs represent the repartition of long-term precipitation at the large scale, Fig. 4 shows scatterplots of TR and ET rates simulated in each experiment for the Negro, Madeira, and Amazon River basins. Average TR over the entire basin varies from 2.78 to 3.73 mm day⁻¹, as a function of the LSM and precipitation dataset used. Overall, experiments using GPCP resulted in higher TR rates in the Amazon basin (3.35 mm day⁻¹), followed by GPCC (3.22 mm day⁻¹) and HYBAM (3.09 mm day⁻¹). In the Madeira and Negro River basins, TR rates vary from 1.84 (Mosaic–HYBAM) to 2.85 mm day⁻¹ (SSiB2–GPCP) and from 3.74 (Noah32–HYBAM) to 4.88 mm day⁻¹ (CTESSEL–GPCP), respectively.

Except for CLM2 runs, B is higher than R in all experiments, suggesting that river flow at the Amazon basin scale is mostly controlled by the groundwater slow flow (see Fig. 5). The average B rate is 2.4 mm day⁻¹ (representing 77% of TR and 39% of P) against 0.7 mm day⁻¹ for R (representing 23% of TR and 12% of P). The TR repartition shows a slight higher dissimilarity over the Negro River basin, where mean B (3.3 mm day⁻¹) and R (0.8 mm day⁻¹) correspond, respectively, to 80% and 20% of TR. TESSEL is a particular case, generating surface runoff only when soil is totally saturated. This is explained by the fact that this model does not represent subgrid-scale runoff generation. In this sense, R derived from TESSEL is approximately zero.

As mentioned above, R and B were converted into streamflow along the river network using HyMAP, allowing the comparison against in situ observations at 165 gauges within the Amazon basin. Daily streamflows were individually evaluated at three gauging stations (Óbidos, Faz. Vista Alegre, and Serrinha stations; see locations in Fig. 6) and then at the basin scale, using the entire set of stations. To test how LSMs simulate the
water budget at the basin scale, simulated streamflows at the Óbidos station (the closest gauge to the mouth of the Amazon River, draining about 4.67 × 10^6 km^2) are compared against observations. Figure 7 shows 7 years (2000–06) of daily in situ observations at Óbidos and simulated streamflows from HyMAP forced with R and B derived from the 14 LSMs using the three precipitation datasets (GPCC, GPCP, and HYBAM), and their respective performance coefficients. The best overall NS was 0.92, obtained with ISBA using HYBAM. This experiment also had very good DI and RE values of 3 days and 4%, respectively. These results outperform those obtained in previous studies using ISBA coupled with both the Total Runoff Integrating Pathways (TRIP; Oki and Sud 1998) RRS, as presented in Decharme et al. (2012), and HyMAP (Getirana et al. 2012). The improved result in comparison to the latter study is explained by the use of the HYBAM dataset, which provides a better spatial and temporal distribution of precipitation over the basin because of the larger set of rain gauge stations used to develop this product. Performance coefficients at Óbidos also show improvements in comparison to other preceding modeling attempts using various hydrological–hydrodynamics schemes presented in the literature (e.g., Coe et al. 2002, 2008; Beighley et al. 2009; Yamazaki et al. 2011; Paiva et al. 2013a). High NS values (≥0.80) were obtained with some combinations of LSMs and precipitation datasets, such as all experiments of Noah32, Noah33, Mosaic and VIC, Noah271, TESSEL and ISBA (GPCC and HYBAM), HTESSEL, and ORCH-11L (HYBAM). These

![Fig. 5. Monthly climatology of selected hydrological variables (P, R, B, and ET) for the entire Amazon basin.](image-url)

![Fig. 6. Geographic location of streamflow gauges used in this study and selected ones (identified by the numbers) mentioned in the text. The numbers represent Óbidos (1), Faz. Vista Alegre (5), Serrinha (21), Pimenteiras (58), and Cabixi stations (161).](image-url)
FIG. 7. Daily hydrographs at Óbidos station (represented by the number 1 in Fig. 6; 10^3 m^3 s^-1). The NS coefficient, DI, and RE are shown for 1989–2008.
FIG. 8. As in Fig. 7, but for Faz. Vista Alegre station (represented by the number 5 in Fig. 6).
Fig. 9. As in Fig. 7, but for Serrinha station (represented by the number 21 in Fig. 6).
experiments also resulted in low RE values, varying from −7% to 8%. HYBAM had the best average NS among all precipitation datasets (0.79), followed by GPCC (0.71) and GPCP (0.54). The best average NS for the three precipitation experiments was achieved using both Noah33 and ISBA (0.87). However, similar results were provided by Mosaic, Noah32, and VIC (0.86, 0.86, and 0.85, respectively).

The best RE at Óbidos was obtained with CLM4–HYBAM (0%) with long-term basinwide water budget matching observations by means of streamflows. Noah32–GPCP (−1%), TESSEL–HYBAM (−1%), and VIC–GPCC (1%) provided close results. Other good results in terms of RE, that is, RE ≤ ±10%, were obtained with all experiments using the three versions of Noah, Mosaic, CLM4, ISBA, and VIC; two experiments with TESSEL, HTESSEL, and ORCHIDEE–11L; and one with CLM2 and ORCH–2L. CTESSEL had the worst overall RE performance, overestimating streamflows in all experiments, with values varying from 11% to 24%, averaging ~18% for the three precipitation datasets. CLM2 and SSiB2 also highly overestimated streamflows, especially during peak flows. SSiB2 significantly overestimated streamflows during the low flows, as shown in Fig. 7, which can be explained by the high relative humidity in the forcing data, reaching values higher than 90% in annual mean over many areas. Evapotranspiration simulated by SSiB2 is sensitive to the humidity, contributing to its under- and overestimation of total runoff. The best overall agreement between mean observed and simulated streamflows was obtained with HYBAM, with mean absolute RE of 5%, followed by GPCC (8%) and GPCP (12%).

ORCH–11L shows improvements in comparison to the simplified version ORCH–2L. Lower TR values result in a decrease of simulated streamflows, improving RE and NS values. The best performances with ORCHIDEE were obtained with the experiment using ORCH–11L and HYBAM, resulting in NS = 0.83, DI = −8 days, and RE = 5%. The NS value is slightly better than that presented in Guimberteau et al. (2012) and can be explained by the use of different meteorological forcings and RRSs. As for the TESSEL configurations, HTESSEL–HYBAM performed better than the other TESSEL-based experiments, with NS = 0.87, DI = −9 days, and RE = 4%. However, similar results were provided by TESSEL–HYBAM, with 0.85, 13 days, and 1%, respectively. CTESSEL overestimated streamflows in both wet and dry seasons, with RE values as high as 24% (CTESSEL–GPCP). TESSEL had the lowest RE values, varying from 1% to 11%. Nonnegligible improvements are also observed between the two CLM versions. An increased ET rate over the basin observed in CLM4 reduced TR rates significantly and, as a consequence, also reduced RE values of simulated streamflows at Óbidos. One can also observe early peaks in CLM2, resulting in DI values varying from ~32 to ~28 days. Simulated streamflows at Óbidos using CLM4 outputs are in better phase with observations, with DI values between −7 and −4 days.

Results at the Faz. Vista Alegre station, located in the Madeira River and draining 1.31 million km² of the southern Amazon basin, demonstrate an overestimation of streamflows simulated by LSMs, with RE values varying from 0% (Mosaic–HYBAM) to 64% (SSiB2 with both GPCP and GPCC; see Fig. 8). The average RE value for the three experiments was also high for CLM2, with 47%. SSiB2 and CLM2 also provided the worst average NS values (−0.09 and 0.17, respectively) as a result of an overestimated streamflow. Noah32 provided the best overall water budget and simulated–observed streamflow agreement in the Madeira River basin, with an average RE of 7%. NS values reached as high as 0.86 (VIC–HYBAM). One can observe that, except for Noah271, Noah32, Mosaic, and CLM4, a flood wave delay is pronounced, evident by the negative DI values. DI values vary from negative values of −32 days (CLM2–GPCP) to positive values of 13 days (Mosaic and TESSEL, both using HYBAM). This can be explained by a long base flow time delay used in HyMAP for that basin. The LSMs that provided the best average results for the three precipitation datasets were Noah32 (NS = 0.73, RE = −7%, and absolute DI = −4 days), Mosaic (0.73, −13%, and 8 days), and VIC (0.77, −23%, and −16 days). The best overall precipitation dataset for the Madeira River basin was HYBAM.

Serrinha station is located in the northern Amazon basin, draining 294 000 km² of the Negro River basin, which is entirely located in the Northern Hemisphere. NS coefficients were generally good for all experiments, varying from 0.53 (VIC–GPCC) to 0.86 (CLM2–HYBAM) and averaging 0.66 (Fig. 9). In terms of NS coefficients for streamflows, the most appropriate LSMs for Serrinha were CLM2, ORCH–11L, and HTESSEL with average NS values of 0.77, 0.76, and 0.74, respectively. Discrepancies between mean simulated and observed streamflows at Serrinha were generally lower than those observed in the southern Amazon basin, varying from −5% (Noah32–GPCC) to 19% (CTESSEL–GPCP), with best agreement provided by Noah271, Mosaic, and TESSEL, all of them using GPCC. Except for a few experiments using GPCP and SSiB2, RE values did not exceed ±10%. In terms of NS, the three experiments performed with CLM2 had the best average value (NS = 0.77) followed by ORCH–11L (NS = 0.76). The best overall precipitation dataset for
that area is HYBAM, with average NS and RE values of 0.70 and 4%, respectively.

The efficiency of simulated streamflows can significantly vary as a function of both the drainage area and the geographical location of gauges. Figure 10 shows the distribution of NS and RE obtained in the LSM runs using HYBAM at the 165 gauges as a function of their respective drainage areas and spatially distributed within the Amazon basin. Average values of four drainage area thresholds are also presented in the figure. Based on these results, one can conclude that LSMs perform poorly in small- [gauges draining $10^3 \leq A < 10^4 \text{km}^2 (A_1)$] and medium-sized [gauges draining $10^4 \leq A < 10^5 \text{km}^2 (A_2)$] basins, with worse NS and RE values. Previous studies have reported similar conclusions that can be mainly explained by averaging out precipitation errors and lack of understanding and representation of finescale processes (e.g., Getirana et al. 2012). Simulations at $A_1$ and $A_2$ gauges have average NS lower than zero, with best value of $-0.82$ provided by ISBA for $A_1$ and $-0.08$ provided by Mosaic for $A_2$. All LSMs, except for ORCH2L, CLM2, SSiB2, and TESSEL, had positive NS values

**FIG. 10.** Performance coefficients of simulated streamflows using the HYBAM dataset for 1989–2009. (left) NS coefficients and (right) REs as functions of the drainage area (in logarithmic scale) and spatially distributed within the Amazon basin. Values in the boxes represent the average for each drainage area threshold.
at gauges draining large basins \(10^5 \leq A < 10^6 \text{ km}^2 (A_3)\], with best average performances achieved by ORCH-11L (0.37) and Mosaic (0.35). Gauges draining very large basins \(A \approx 10^6 \text{ km}^2 (A_4)\) had the best average performance, with NS varying from 0.35 (SSiB2) to 0.72 (HTESSEL and ORCH-11L). Noah271, Noah33, CTESSEL, ISBA, and VIC also performed well at \(A_4\) gauges with average NS > 0.60. Like NS results, RE has lower performances at gauges draining smaller areas, with best values of 25\% (Noah33), 28\% (Noah32), 16\% (Noah32), and 8\% (CLM4) for \(A_1, A_2, A_3,\) and \(A_4,\) respectively. Figure 11 shows scatterplots with the average NS and RE values for the four drainage area thresholds listed in Fig. 10, evidencing better results in larger areas and for experiments using the HYBAM precipitation dataset.

Additional information can be extracted from the spatial distribution of both coefficients. Most LSMs highly overestimate mean streamflows (high RE values) at gauges in the eastern side of the basin and can be explained by overestimated total runoff caused by high precipitation rates in that area. The same is observed in the experiments using GPCC and GPCP.

Negative NS values are observed in several gauges in the southeastern part of the basin using any LSM and precipitation dataset. Streamflows from selected experiments (Mosaic TESSEL and VIC forced with HYBAM) at...
Pimenteiras (Guapore River) and Cabixi (Cabixi River) stations, located in that area, are shown in Fig. 12. At Pimenteiras station, hydrographs from TESSEL (see Fig. 12a), with null $R$ and high $B$, show a delayed flood recession as a result of the long base flow time delay in HymAP, as observed at Faz. Vista Alegre station. TESSEL also has overestimated streamflows at that station ($RE = 0.20$). Mosaic (Fig. 12b) and VIC (Fig. 12c) (higher $R$ and lower $B$) can better represent flood recessions but present jagged streamflows during the rainy seasons. Mosaic underestimates the mean discharge while VIC highly overestimates peaks. Similarities are found at the Cabixi station, as shown in Figs. 12d-f. In addition, one can observe a misrepresentation of peaks due to limitations of HymAP in representing exchange of water between rivers in flat areas. This process is common in the Pantanal area, located in the south of the Amazon basin, and it was successfully simulated using a full hydrodynamic model coupled with a 2D model for floodplains (e.g., Paz et al. 2011). Results with GPCP and GPCC are generally worse, with even lower NS and higher RE values (not shown). Based on this analysis, one can conclude that the low coefficients found in that area are a combination of inaccurate forcings and poor parameterization of both LSM and RRS.

b. Total water storage change

Simulated $dS$ were computed for 6 years (2003–08) for the whole Amazon basin and two main tributaries: the Madeira and Negro River basins. Figure 13 shows $dS$ time series for the whole Amazon basin estimated by GRACE (average of the three products) and simulated by the LSMs in the three experiments. Based on available GRACE-based TWS estimates, 420 mm of water (or about 2560 km$^3$) is stored and then leaves the Amazon basin every year. In the entire basin, $dS$ has a very large seasonal cycle and, according to Table 3, model outputs generally agree with GRACE estimates. However, except for CLM2, SSiB2, and VIC, all LSMs slightly overestimate $dS/dt$ amplitudes averaged for the whole Amazon basin, with $s_x/s_y$ values as high as 1.22 (TESSEL–GPCP). All Noah versions, TESSEL, ORCH–2L, CLM4, and ISBA have average $s_x/s_y$ ratios for the three experiments $\approx 1.10$. CLM2 has the lowest $dS/dt$ amplitudes, with $s_x/s_y = 0.76$ for the experiment using HYBAM. LSMs with best average $s_x/s_y$ ratios for the three experiments are Mosaic (1.04), HTESSEL (1.06), ORCH–11L (1.04), and SSiB2 (0.96). HYBAM has the best average $s_x/s_y$ ratios (1.02), followed by GPCP (1.03) and GPCC (1.09).

NS values vary from 0.77 (CLM2–GPCP) to 0.96 (Mosaic–HYBAM and Mosaic–GPCC) and $r$ values vary from 0.88 (CLM2–GPCP) to 0.98 (Mosaic–HYBAM and TESSEL–HYBAM). The best $r$ value for the Negro River basin is 0.94, obtained with most LSMs forced with both GPCP and HYBAM, except for Mosaic, CLM4, and SSiB2, which have $r$ values between 0.88 and 0.90 in the same experiments. As for the Madeira River basin (not shown), the best value is 0.98 with most LSMs using HYBAM, except for CLM2 and VIC. NS values for the same basins vary from 0.30 to 0.87 (Negro) and from 0.73 to 0.91 (Madeira). Relatively high NS and $r$ values obtained in all experiments for the
Amazon and Madeira River basins are due to the high seasonality and the regular cycle. In this sense, the mean seasonal cycle was removed from $dS$ time series and a second analysis was performed. Figure 14 shows NS versus $r$ scatterplots from $dS$ anomalies for all experiments in the three basins. Minimum/maximum NS values for the Amazon, Madeira, and Negro River basins are $0.02/0.58$, $20.26/0.57$, and $20.36/0.61$, respectively. Values of $r$ are $0.62/0.84$, $0.47/0.87$, and $0.67/0.91$, respectively. The $dS$ anomalies in the Amazon basin are best represented by Mosaic, followed by VIC, ORCH-11L, and the three Noah versions.

Average results point to HYBAM as the most appropriate precipitation dataset for representing $dS$ over the Amazon. This dataset shows particular improvements in comparison to GPCP and GPCC over the Madeira River basin in terms of LSM performance. Over the latter basin, LSMs perform similarly, with a more homogeneous distribution of coefficients. The best NS values were obtained with VIC, ORCH-11L, and the three Noah versions.

c. Evapotranspiration

Previous modeling studies have evidenced a moderate range of mean ET estimates at different periods and scales in the Amazon basin. Mean ET values were estimated for the basin scale as 2.9–3.8 mm day$^{-1}$ by Costa and Foley (1997), 2.6–3.0 mm day$^{-1}$ by Beighley et al. (2009), 4.3 mm day$^{-1}$ by Marengo (2005), and 2.7 mm day$^{-1}$ by Paiva et al. (2013a). At the catchment scale, Getirana et al. (2010, 2011b) obtained mean ET values for the Negro River basin varying from 3.1 to 3.4 mm day$^{-1}$, and Ribeiro Neto et al. (2005) estimated 3.5 mm day$^{-1}$ for the Madeira River basin. Observations and numerical experiments performed at smaller scales in different locations within the Amazon basin determined mean ET rates of 3.76 mm day$^{-1}$ at Reserva Ducke (Shuttleworth 1988), 3.07 mm day$^{-1}$ at Reserva Biológica do Cuieiras (Malhi et al. 2002), and 3.86 mm day$^{-1}$ at Asu basin (Tomasella et al. 2008). The method adopted to calculate ET, as well as the land cover, soil types, and meteorological forcings used in the models, and the period studied have a significant impact on ET rates.

FIG. 12. Daily observed (black) and simulated (red) streamflows of experiments using HYBAM and forced with outputs from Mosaic, TESSEL, and VIC at (a)–(c) Pimenteiras and (d)–(f) Cabixi.
Fig. 13. Amazon basin $dS$ values (mm month$^{-1}$). The NS coefficient and $r$ are shown in boxes for each experiment.
TABLE 3. Std dev ratio of simulated and GRACE-based total water storage change (i.e., $s_x/s_y$) within the Amazon basin for 2003–08.

<table>
<thead>
<tr>
<th></th>
<th>GPCP</th>
<th>GPCC</th>
<th>HYBAM</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noah271</td>
<td>1.19</td>
<td>1.12</td>
<td>1.12</td>
<td>1.14</td>
</tr>
<tr>
<td>Noah32</td>
<td>1.16</td>
<td>1.09</td>
<td>1.08</td>
<td>1.11</td>
</tr>
<tr>
<td>Noah33</td>
<td>1.15</td>
<td>1.09</td>
<td>1.08</td>
<td>1.11</td>
</tr>
<tr>
<td>Mosaic</td>
<td>1.09</td>
<td>1.01</td>
<td>1.02</td>
<td>1.04</td>
</tr>
<tr>
<td>TESSEL</td>
<td>1.22</td>
<td>1.15</td>
<td>1.13</td>
<td>1.16</td>
</tr>
<tr>
<td>HTESSEL</td>
<td>1.10</td>
<td>1.05</td>
<td>1.03</td>
<td>1.06</td>
</tr>
<tr>
<td>CTERSEL</td>
<td>1.13</td>
<td>1.08</td>
<td>1.07</td>
<td>1.09</td>
</tr>
<tr>
<td>ORCH-2L</td>
<td>1.15</td>
<td>1.09</td>
<td>1.07</td>
<td>1.10</td>
</tr>
<tr>
<td>ORCH-11L</td>
<td>1.08</td>
<td>1.02</td>
<td>1.03</td>
<td>1.04</td>
</tr>
<tr>
<td>CLM2</td>
<td>0.85</td>
<td>0.78</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>CLM4</td>
<td>1.14</td>
<td>1.08</td>
<td>1.08</td>
<td>1.10</td>
</tr>
<tr>
<td>ISBA7</td>
<td>1.15</td>
<td>1.09</td>
<td>1.08</td>
<td>1.10</td>
</tr>
<tr>
<td>SSIB2</td>
<td>0.99</td>
<td>0.93</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>VIC</td>
<td>0.92</td>
<td>0.87</td>
<td>0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>Avg</td>
<td>1.09</td>
<td>1.03</td>
<td>1.02</td>
<td>1.05</td>
</tr>
</tbody>
</table>

As listed in Table 4, at the Amazon basin scale and for the 1989–2008 period, we can also show a large range of mean ET, varying from 2.39 (CTESSEL and CLM2, both with GPCC) to 3.26 mm day$^{-1}$ (Noah32–HYBAM), and averaging 2.83 mm day$^{-1}$ for the entire set of experiments. These estimates correspond to 45%–49% of the mean precipitation. Precipitation datasets had different impacts on ET estimates, depending on the LSM. Simulations forced with GPCP resulted in the lowest ET rates averaging 2.77 mm day$^{-1}$, while HYBAM provided the highest ET rates, averaging 2.94 mm day$^{-1}$, showing consistency with the streamflow biases discussed above. Some LSMs are more sensitive to changes in precipitation fields than others, which could be explained by the daily (in the case of HYBAM) and monthly (GPCP and GPCC) distribution of precipitation, impacting the evaporation of intercepted rainfall in the models. For example, mean ET rates provided by CLM2 vary 17%, from 2.39 to 2.78 mm day$^{-1}$, while Noah271 has mean ET rates varying only 2%, from 2.93 to 3.00 mm day$^{-1}$. Mean ET values range from 2.42 (CTESSEL–GPCC) to 3.40 mm day$^{-1}$ (Noah32–HYBAM) in the Negro River basin, averaging 41% of the precipitation. In the Madeira River basin, ET varies from 2.11 (SSIB2–GPCC) to 3.22 mm day$^{-1}$ (Mosaic–HYBAM) and averages 55% of the precipitation.

Spatial patterns of ET change significantly from one LSM to another, but similar characteristics can be perceived through experiments using HYBAM, as shown in Fig. 15. Different model versions, such as Noah, TESSEL, or ORCHIDEE, show similar spatial patterns but wide-ranging rates. A west-to-east gradient is evident, with low ET rates at high altitudes near the Andes (extreme west and south), followed by a significant increase, and then a slight decrease in the central Amazon. The 11-layer ORCH-11L version (2.9 mm day$^{-1}$) presents a ~7% increase of ET when compared to ORCH-2L (2.8 mm day$^{-1}$). CLM2 and VIC substantially underestimate ET in the south, in comparison to other LSMs. The low correlation between simulated ET and $P$ spatial distributions [see Fig. 16 for ET spatial distribution averaged for each experiment (GPCP, GPCC, and HYBAM), MOD16, and FLUXNET] indicates that this hydrological variable does not depend on water availability. This has also been evidenced in a previous study over the Negro (Getirana et al. 2011b) and Amazon (Guimberteau et al. 2012) River basins.

Based on the ET mean seasonal cycle computed for the 2000–08 period, corresponding to the intersection over time when all datasets are available (see Fig. 17), one can observe that most models provide the lowest ET rates in May and peak in October. Exceptions are CLM2, SSIB2, and VIC, with later ET recessions and peaks occurring in June–October and November–December, respectively. The VIC version used in this study has three soil layers in a single soil column at a grid. The second layer is the main soil moisture storage and the third layer provides moisture for base flow. They were both adjusted during the calibration process to result in routed streamflow that satisfactorily match observations at large basin scale. Based on the time series of daily precipitation, evapotranspiration, surface runoff, and base flow for the 2000–08 period (not shown), VIC–GPCP shows that a large portion of $P$ is partitioned into surface runoff and base flow during the dry period, which can be explained by the fact that the second and third layers are too shallow and too thick, respectively, leading to less soil moisture available for evapotranspiration during the same period.

MOD16A2 evidences an earlier season, with the lowest ET (2.91 mm day$^{-1}$) occurring in April and peak (3.57 mm day$^{-1}$) in August. Except for Noah32 (3.19–3.28 mm day$^{-1}$) and Mosaic (2.90–3.21 mm day$^{-1}$), LSMs underestimate mean ET rates in comparison to the MOD16A2 product (3.22 mm day$^{-1}$). As shown in Fig. 18, average correlations between simulated ET and MOD16A2 for the whole Amazon basin vary from ~0.37 (VIC–GPCC) to 0.67 (ORCH-11L using GPCP). In contrast, the same LSMs with high $r$ values also present high RE, with values between ~30% and ~10%. All Noah versions, Mosaic, CLM4, and VIC have the best RE values in at least one of the three experiments. CLM4 has the best combination of $r$ (0.60) and RE (−8%), when compared against MOD16A2. Nevertheless, results vary according to the region. Noah32–HYBAM better matches MOD16A2 ($r = 0.72$
and RE = −6%) in the Madeira River basin and ISBA–GCP (r = 0.71 and RE = 0) in the Negro River basin. On the other hand, LSM outputs present a better agreement with FLUXNET. The average recession and peak of FLUXNET for the Amazon basin occur in June (2.89 mm day$^{-1}$) and in October (3.32 mm day$^{-1}$), respectively (Fig. 17). The $r$ values are positive in all experiments, varying from 0.35 (ISBA–GPCC) to 0.83 (SSiB2–GPCP; see Fig. 19). A higher number of LSMs (all Noah versions, Mosaic, CLM4, and VIC) present RE values lower than 10%, when compared against FLUXNET. Based on these results, the experiment Mosaic–HYBAM has the best performance, combining a high $r$ (0.78) with low RE (−2%). Similar results are obtained for the Madeira River basin. As for the Negro River basin, a few LSM outputs resulted in negative or near to zero $r$ values in one or more experiments (CTESSEL, TESSEL, CLM2, and SSiB2), indicating a large spatial variability in the reliability of datasets. Overall, HYBAM experiments have higher $r$ and lower RE.

5. Concluding remarks

This paper compares and evaluates the capability of 14 LSMs to simulate the large-scale water budget in the Amazon basin using both remote sensing and in situ data. To assess the impacts of precipitation on the water budget, three experiments were performed with each LSM using different ground-based precipitation datasets (GPCP, GPCC, and HYBAM), totaling 42 realizations. Four water budget variables were evaluated in this context: the total water storage change (i.e., $dS$), evapotranspiration (i.e., ET), surface runoff (i.e., $R$),
and base flow (i.e., \( B \)). Simulated \( dS \) was compared against three GRACE products, ET against both the satellite-based MOD16A2 and ground-based FLUXNET products, and TR against observed streamflows at 165 gauging stations. The HyMAP RR5 was used to convert \( R \) and \( B \) into streamflow. LSMs performed differently in the sequence of analyses. ISBA had the best performance for streamflows at Óbidos and, except for TESSEL, ORCH-2L, CLM2, CLM4, and SSiB2, all the LSMs provided overall good streamflows at the basin scale. In particular, CLM2 and SSiB2 presented limitations in reproducing streamflows, which can be explained by errors with respect to the simulation of ET. Results show that streamflows simulated at larger scales perform better than at smaller scales. This is mostly due to error compensations occurring in smaller catchments, related to scale issues, forcing errors, and inaccurate parameterizations. This study has also evidenced limitations in the representation of streamflows in the southern Amazon basin that can be due to an overestimation of base flow by certain LSMs and/or a poor parameterization of HyMAP, and limited representation of physical processes. These limitations should be addressed in further studies. It has also been shown that spatial distribution of simulated total runoff is correlated to the precipitation patterns. On the other hand, the low correlation between spatially distributed ET and \( P \) shows that evapotranspiration does not depend on water availability within the basin. As for \( dS \), at the Amazon basin scale, most LSMs provided \( dS \) time series consistent with GRACE estimates, with relatively high NS and \( r \) coefficients. When \( dS \) anomalies are evaluated for the entire Amazon basin, Mosaic shows the best overall results, while CLM2, CLM4, and SSiB2 present inferior performance coefficients in comparison to other models. In particular, the overestimated runoff from SSiB2 is mostly

### Table 4. Mean ET (mm day\(^{-1}\)) in the Amazon basin computed by the LSMs for 1989–2008 (except when indicated). The mean precipitation is also provided.

<table>
<thead>
<tr>
<th></th>
<th>GPCP</th>
<th>GPCC</th>
<th>HYBAM</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation</td>
<td>6.14</td>
<td>5.99</td>
<td>6.03</td>
<td>6.05</td>
</tr>
<tr>
<td>Noah 271</td>
<td>2.96</td>
<td>2.93</td>
<td>3.00</td>
<td>2.96</td>
</tr>
<tr>
<td>Noah 32</td>
<td>3.17</td>
<td>3.15</td>
<td>3.26</td>
<td>3.19</td>
</tr>
<tr>
<td>Noah 33</td>
<td>3.09</td>
<td>3.07</td>
<td>3.15</td>
<td>3.10</td>
</tr>
<tr>
<td>Mosaic</td>
<td>2.90</td>
<td>2.88</td>
<td>3.17</td>
<td>2.98</td>
</tr>
<tr>
<td>TESSEL</td>
<td>2.76</td>
<td>2.72</td>
<td>2.94</td>
<td>2.81</td>
</tr>
<tr>
<td>HTESSEL</td>
<td>2.64</td>
<td>2.61</td>
<td>2.84</td>
<td>2.70</td>
</tr>
<tr>
<td>CTESSEL</td>
<td>2.41</td>
<td>2.39</td>
<td>2.65</td>
<td>2.48</td>
</tr>
<tr>
<td>ORCH-2L</td>
<td>2.61</td>
<td>2.60</td>
<td>2.76</td>
<td>2.66</td>
</tr>
<tr>
<td>ORCH-11L</td>
<td>2.75</td>
<td>2.74</td>
<td>2.94</td>
<td>2.81</td>
</tr>
<tr>
<td>CLM2</td>
<td>2.43</td>
<td>2.39</td>
<td>2.78</td>
<td>2.53</td>
</tr>
<tr>
<td>CLM4</td>
<td>3.00</td>
<td>2.98</td>
<td>3.01</td>
<td>3.00</td>
</tr>
<tr>
<td>ISBA</td>
<td>2.81</td>
<td>2.77</td>
<td>2.88</td>
<td>2.82</td>
</tr>
<tr>
<td>SSiB2</td>
<td>2.68</td>
<td>2.66</td>
<td>2.72</td>
<td>2.69</td>
</tr>
<tr>
<td>VIC</td>
<td>2.90</td>
<td>2.86</td>
<td>3.03</td>
<td>2.93</td>
</tr>
<tr>
<td>Avg</td>
<td>2.79</td>
<td>2.77</td>
<td>2.94</td>
<td>2.83</td>
</tr>
</tbody>
</table>

![Fig. 15. Average ET for 1989–2008 from experiments using the HYBAM precipitation dataset.](image-url)
due to the high relative humidity in the forcing data. The evapotranspiration simulated by SSiB2 is sensitive to the humidity, and some empirical adjustments on issue were performed. As a result, evaporation is significantly underestimated in some periods and locations, contributing to the runoff overestimation. Other models do not use specified humidity, avoiding this issue.

Another outcome of this study is a supplementary estimate of the Amazon water budget from using state-of-the-art in situ–based precipitation datasets and an ensemble of LSMs. It has been revealed that there is a significant uncertainty in evapotranspiration. In particular, a substantial difference between the evapotranspiration provided by both LSMs and estimates from satellite and ground-based products was found, in both the spatial distribution and time series of averaged rates within different regions. When compared against MOD16A2, Noah32, Noah33, Mosaic, ORCH-11L, and CLM4 provided the most accurate ET monthly time series at the Amazon basin scale. Different results were obtained for the Negro and Madeira River basins, but the Noah versions generally had better performances in these different regions. Comparisons against FLUXNET revealed that this dataset agrees better with simulated ET, with higher correlations and lower RE. The spatial and temporal disagreement among simulated ET strengthens the need for further efforts toward a better representation of ET in the Amazon basin, since the evapotranspiration is key in hydro-meteorological studies and the interface between the atmosphere and land surface. In this sense, projects focusing on the acquisition of in situ data should be intensified in unequipped areas in order to provide ways to properly

![Figure 16: Spatial distribution of ET estimates (mm day$^{-1}$) over the Amazon basin averaged for the three experiments (GPCP, GPCC, and HYBAM), MOD16, and FLUXNET for 2000-08.](image)

![Figure 17: Monthly climatology of ET (mm day$^{-1}$) derived for 2000-08, for which all datasets are available.](image)
evaluate and improve existing LSM parameterizations. For example, this study suggests that CTESSEL underestimates evapotranspiration, which has not been extensively evaluated. Model intercomparisons along with different observational datasets can provide guidance to model improvements.

Despite the differences found among LSM water budgets, the analyses performed in this study could show that experiments using the HYBAM precipitation dataset provided the most accurate representation of the water budget in the Amazon basin. Results using this dataset had the best performances with all LSMs in most comparisons. This demonstrates that efforts in obtaining in situ data in the framework of international collaborations should be intensified with the objective of providing better estimates of precipitation fields in remote and unequipped areas. It also shows that daily distribution can play an important role in the calculation of evapotranspiration, particularly in LSMs representing rainfall interception, as previously demonstrated in Guimberteau et al. (2012). In this sense, a more detailed evaluation of impacts of rainfall on evapotranspiration simulations with and without rainfall interception is recommended for future works.

The intercomparison performed in this study was based on a relatively short list of LSMs, considering the number of models being currently developed worldwide. In this sense, the classification of most appropriated LSMs to simulate the large-scale water budget in the Amazon basin should be considered taking into account that our current list is not extensive. Also, this study focused on the evaluation of large-scale hydrological processes represented by LSMs rather than
on the full evaluation of both water and energy budgets at smaller spatial scales. Based on comparisons of different LSM versions/configurations (see the cases of TESSEL and ORCHIDEE versions), one can conclude that representing physical processes in a higher level of complexity substantially improves the representation of selected hydrological processes. This conclusion is specially based on the results obtained for the set of streamflow simulations where more complex versions/configurations (HTESSEL, CTESSEL, and ORCH-11L) derived performance coefficients at gauges higher than simpler ones (TESSEL and ORCH-2L). A recent evaluation of the two ORCHIDEE versions over the Amazon basin has found similar results (Guimberteau et al. 2014). Differences among the Noah versions considered in this study resulted in minor differences of the large-scale water budget in the Amazon basin. At the same time, more simplified LSMs, such as Mosaic, also had outstanding performances in comparison to the whole set of models. This is probably because of the fact that they have been through previous parameter calibrations. Other models (e.g., CLM4) essentially apply the same set of hydrologic parameters uniformly across the whole global domain. Further analyses considering energetic variables at different scales can point to reasons for these differences to occur. Regardless of these limitations, this comparison provided insights of how models simulate the spatial and temporal water availability during wet and dry seasons.
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