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ABSTRACT
Upstream interpolation with a cubic spline is used to integrate the advective terms in a two-dimensional hydrostatic primitive equation model. The model is applied to study the problems of air flow over a mountain, and sea and land breezes. Results are compared against existing numerical models and against an identical model which uses a simple upstream differencing scheme for the advective terms. It was found that under certain atmospheric conditions, where the atmosphere is being continuously forced, accurate results may be obtained near the surface even with the simple upstream scheme. Also, it is shown that a sophisticated planetary boundary layer parameterization is needed in order to obtain accurate results in both the lower and upper troposphere.

1. Introduction

Upstream interpolation with a cubic spline as a technique to integrate the advective equation is incorporated into the University of Virginia two-dimensional primitive equation model [the last published version is reported in Mahrer and Pielke (1977b)]. This technique was investigated by Purnell (1976) and was shown to be extremely accurate in conserving both phase and amplitude.

Cubic polynomial splines have been used previously for numerical weather forecasting by Price and MacPherson (1973) to fit spatial variations of a dependent variable in a space-centered integration scheme. However, according to Purnell (1976) their method can cause undesirable growth of short-wave noise if used without dissipation for a nonlinear problem. In this paper we followed Purnell's suggestion and applied the scheme using upstream interpolation, and thereby avoid the problems encountered by Price and MacPherson. One of the purposes of this study is to compare the present version of the model with our past version which used the upstream differencing scheme to approximate the advective terms. The upstream technique has been criticized by many investigators because of its inherent computational dissipation. On the other hand, many researchers have used this scheme successfully and their results compare favorably with observations. Examples of such efforts include Neumann and Mahrer (1971) in the study of sea and land breezes in Israel, Pielke (1974) in his study of the sea breeze over south Florida, Mahrer and Pielke (1976) in the study of the air flow over Barbados, and Colton (1976) in the forecasts of orographic rainfall over the Sierra Nevada in California.

In this paper the model is applied to the study of air flow over an idealized mountain and a sea and land breeze situation. The following specific cases are studied:

- Air flow over 10 m high bell-shaped hill (in order to compare with linear theory);
- Air flow over 1 km high bell-shaped mountain;
- Sea and land breezes along a flat coastline.

2. Basic equations

The basic two-dimensional equations used in this study, which are identical to those used in our earlier studies (Mahrer and Pielke 1975, 1976, 1977a,b), were transformed from a Cartesian coordinate system \((x, y, z)\) by the transformation

\[ z^* = \frac{z - z_0}{s - s_0} \]

The governing equations of motion, heat, moisture and continuity in the \(z^*\) coordinate system are as
3. Boundary layer

The surface layer formulation is based on Businger’s (1973) equations, while the top of the planetary boundary layer is calculated according to Deardorff’s (1974) technique. Vertical turbulent mixing within the planetary boundary layer is simulated using an eddy exchange coefficient profile. The parameterization scheme is described in more detail in Pielke and Mahler (1975).

4. Surface energy balance and shortwave and longwave radiation

The surface energy balance equation and the short- and long-wave radiation formulation are described in detail in Mahler and Pielke (1977a,b).

5. Numerical aspects

a. The cubic spline

The advective terms are evaluated by upstream interpolation with a cubic spline technique which has been shown by Purnell (1976) to be extremely accurate in terms of amplitude and phase preservation.

A cubic spline $s_D$ is a function that has a piecewise continuous second derivative and is defined as a cubic polynomial in each grid interval $x_{i-1} \leq x \leq x_i$. By applying the continuity restraint, we obtain (Ahligberg et al., 1967) a system of $N$ simultaneous linear algebraic equations for the slopes of the spline $m_i$ at nodes $x_i$ for $i = 1, \ldots, N$.

The equations for a variable grid size are as follows:

$$\lambda_i m_{i-1} + 2m_i + \mu_i m_{i+1} = 3\frac{\phi_i - \phi_{i-1}}{h_i} + 3\mu_i \frac{\phi_{i+1} - \phi_i}{h_i},$$

$$2m_1 + m_2 = 3\frac{\phi_2 - \phi_1}{h_2},$$

$$m_{N-1} + 2m_N = 3\frac{\phi_N - \phi_{N-1}}{h_N},$$

where $\phi_i$ is the dependent variable and

$$h_i = x_i - x_{i-1},$$

$$\lambda_i = \frac{h_{i+1}}{h_i + h_{i+1}}, \quad \mu_i = 1 - \lambda_i,$$

where $i = 1$ and $i = N$ are the boundary points.

In terms of $m_i$, the cubic spline in the interval...
\[ s_\Delta(x) = m_{i-1} \frac{(x_i-x)(x-x_{i-1})}{h_i^2} - m_i \frac{(x-x_{i-1})(x_i-x)}{h_i^2} \]
\[ + \phi_{i-1} \frac{(x_i-x)^2[2(x-x_{i-1})+h_i]}{h_i^3} \]
\[ + \phi_i \frac{(x-x_{i-1})^2[2(x_i-x)+h_i]}{h_i^3}. \]  

Following Purnell (1976) the integration scheme for the advective terms will be
\[ \phi^{n+1} = s^2_\Delta (x + \alpha \Delta x), \]
where \( \alpha = U(\Delta t/\Delta x) \). That is, to evaluate the change of a dependent variable due to advection we go upstream a distance of \( \Delta x \) from the grid point of interest.

Substituting \( x_i - \alpha \) for \( x \) in (12) we obtain for \( U \geq 0 \), after some simple algebraic manipulations,
\[ \phi^{n+1} = \phi^n - m_i \alpha + [3(\phi_{i-1} - \phi_i) + 2m_i + m_{i-1}] \alpha^2 \]
\[ - [m_i + m_{i-1} + 2(\phi_{i-1} - \phi_i)] \alpha^3. \]

For \( U < 0 \) the spline is evaluated between the points \( i \) and \( i+1 \) and we replace \( x \) with \( x_i + \alpha \) in an equivalent expression to (12), and obtain
\[ \phi^{n+1} = \phi^n + m_i \alpha - [3(\phi_i - \phi_{i+1}) + 2m_i + m_{i+1}] \alpha^2 \]
\[ + [m_i + m_{i+1} + 2(\phi_i - \phi_{i+1})] \alpha^3. \]

In evaluating the splines for the two-dimensional equation we use the splitting method. That is, the splines are evaluated separately for each direction, and applied so that
\[ \phi^{n+1} = T_x(\phi^n), \]
\[ \phi^{n+1} = T_z(\phi^{n+1}). \]

Here \( T_x \) and \( T_z \) are the spatial differencing operators for the spline technique in the \( x \) and \( z \) directions, respectively.

b. Vertical diffusion

The vertical diffusion terms for a variable grid interval are approximated by
\[ \frac{\partial}{\partial x} \frac{\partial \phi}{\partial x} = k_{j+1} \left[ \frac{\alpha(\phi_{j+1} - \phi_j) + \beta(\phi_{j+1}^n - \phi_j^{n+1})}{(s_{j+1} - s_j)(s_{j+1} - s_j)} \right] \]
\[ - k_{j-1} \left[ \frac{\alpha(\phi_j - \phi_{j-1}) + \beta(\phi_j^{n+1} - \phi_{j-1}^n)}{(s_j - s_{j-1})(s_j - s_{j-1})} \right], \]
where the superscript \( n \) refers to the time step, subscript \( j \) to the grid point, and \( \alpha \) and \( \beta \) are constants \((\alpha + \beta = 1)\). This approximation is unconditionally stable if \( \beta \geq \frac{1}{2} \).

With \( \alpha = \beta = 0.5 \), Eq. (13) becomes the commonly used Crank-Nicholson scheme, which, as shown by Paegle et al. (1976), requires a small time step in order to produce accurate results. However, by selecting \( \beta = 0.75 \) and \( \alpha = 0.25 \) they obtained almost identical solutions with a time step 30 times larger. In order to verify their result, we reran our one-dimensional model (Pielke and Mahrer, 1975) for the Wangara Day 33 experiment with \( \beta = 0.75, \alpha = 0.25 \) and a time step of 120 s. As seen in Figs. 1a and 1b the predicted vertical profile of the potential temperature using the new form agrees to within 0.1°C with the explicit approximation which used a variable time step as small as 2 s. The semi-implicit form given by (13) executes about 17 times faster than the explicit representation.

c. Grid structure

The staggered horizontal and vertical grid is identical to the one described by Pielke (1974). The model has been run with \( 30 \times 12 \) grid points with a constant horizontal grid spacing of 7.5 km. The vertical grid spacing is variable with grid points at heights of 0, 5, 15, 100, 300, 700, 1200, 2000, 3000, 4000, 5000 and 6000 m for the sea and land breeze experiment, and 0, 30, 100, 500, 1000, 2250, 3500, 4750, 6000, 7250, 8500 and 10 000 m for the mountain runs. For several of the mountain experiments eight levels with spacings of 1250 m were added above 10 km. The time step of the integration was 90 s for the sea breeze experiments and 22.5 s for the air flow over mountain experiments. In the soil layer we used 11 levels with a constant grid spacing of 5 cm.

6. Boundary conditions

The boundary conditions at \( z^* = 0 \) are given by
\[ q = F_w q_{sat} + (1 - F_w) q(1), \]
\[ u = v = w = 0, \]
while
\[ u = U_0, \quad v = V_0, \quad w^* = 0 \]
\[ \pi = \pi(\delta) - g(\delta - \delta) / \left[ \beta(s) + \frac{1}{2} \gamma_{top}(s - \delta) \right] \]
\[ q(s) = \text{constant} \]
on \( z^* = s \). The variable \( F_w \) is a measure of surface wetness, \( q(1) \) is the specific humidity at the first layer, and \( \gamma_{top} \) is the potential temperature lapse rate at the top of the model.

At the lateral boundaries we used a zero gradient boundary condition for the \( v, u, \theta, \pi, s \) and \( q \) fields, while \( w \) was set to zero. We did not experience any problems with these boundary conditions even in the linear mountain experiment (Section 7b) in which no diffusion was included. This is probably due to the strong dissipation of the spline in the short wavelengths \( 2\pi < 3\Delta x \) (see Table 1).

At the initial time the potential temperature and specific humidity were prescribed, while the velocity profile was calculated as reported by Mahrer and
Fig. 1. Vertical profiles of the potential temperature for Wangara Day 33 with (a) the implicit scheme ($\beta=0.75$) and (b) the explicit scheme ($\beta=0$).

Pielke (1976). When topography was present, the equations are initially in approximate computational balance as discussed in Mahrer and Pielke (1977b, p. 1154).

Fig. 2. The initial Gauss function, and its shape and position after it was advected 10 and 15 grid points, and just before and after it reached the boundary for the constant boundary condition.

7. Results

The performance of the cubic spline interpolation method has been tested several ways in our model. The first method involves integrating the one-dimensional linear advection equation, which is given by

$$\frac{\partial \phi}{\partial t} + U \frac{\partial \phi}{\partial x} = 0.$$ 

Using the spline technique, a Gaussian function of the form

$$\phi = 100 \exp\left[-0.25(x-x_0)^2\right]$$

centered at $x_0=10$ in a 30 grid point mesh is advected toward a boundary with (i) a constant boundary condition and, (ii) a gradient boundary condition. The

Fig. 3. As in Fig. 2 but for the zero gradient boundary condition.
Courant number \( \alpha = U_0(\Delta t/\Delta x) \) in these experiments was set at 0.2. Figs. 2 and 3 show the initial Gaussian function, its shape and position after it was advected 10 and 15 grid points, and just before and after it reached the boundary, for both the constant and gradient boundary conditions. The Gaussian remains almost perfectly symmetrical in both experiments with only a slight reduction in its amplitude (6.8\%) after being advected 15 grid intervals. After the Gaussian crossed the boundary only comparatively low-amplitude reflected disturbances remained even with the constant boundary condition. The maximum reflected amplitude was 14\% for the constant boundary condition and 7.1\% for the gradient boundary condition. This disturbance disappeared completely after about five more time steps.

The two-dimensional linear advection equation

\[
\frac{\partial \phi}{\partial t} + U_0 \frac{\partial \phi}{\partial x} + W_0 \frac{\partial \phi}{\partial z} = 0
\]

is tested in the model using a constant grid interval and a gradient boundary condition in both the \( x \) and \( z \) directions. In this example a two-dimensional Gaussian centered at grid point (10,4) with a maximum amplitude of 100 is advected along the diagonal. The Courant numbers are 0.2 in the \( x \) direction and 0.1 in the \( z \) direction. Fig. 4 shows the initial Gaussian and its shape and amplitude at several stages of the run. The results show a reduction by 11\% from the maximum amplitude after being advected 14 horizontal grid points and 7 vertical grid points. The shape as seen in the figure is well preserved and the noise level throughout the whole run was less than 2\%.

Purnell (1976) has tested the performance of the spline method in a two-dimensional rotating cone experiment similar to the tests performed by Crowley (1968) and Orszag (1971). He concluded that the spline interpolation scheme on a 32 by 32 mesh gives results which are at least as good as those obtained with a fourth-order Arakawa scheme on a 64 by 64 mesh. Tables 1 and 2 (prepared by Dr. J. Klemp of NCAR) show the amplitude and phase errors as a function of Courant number and wavelength. As can be seen from the tables the phase and amplitude errors for wavelengths equal to or larger than 4\( \Delta x \) are less than 4.5\% and 1.5\%, respectively, in one time step. This compares with phase errors as large as 35\% for 4\( \Delta x \) waves in the amplitude-conserving leapfrog scheme which is widely used.

**a. Comparison with analytic solution**

In order to demonstrate that the model is capable of predicting airflow over a mountain correctly, we performed an experiment similar to the one reported by

---

**Table 1. Amplitude of the spline technique eigenvalue (expressed as the ratio between the numerical and the correct amplitudes). Table courtesy of Dr. J. Klemp of NCAR.**

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2( \Delta x )</td>
<td>1.0</td>
<td>0.860</td>
<td>0.840</td>
<td>0.731</td>
<td>0.689</td>
<td>0.687</td>
<td>0.689</td>
<td>0.731</td>
<td>0.840</td>
<td>0.860</td>
<td>1.0</td>
</tr>
<tr>
<td>3( \Delta x )</td>
<td>1.0</td>
<td>0.891</td>
<td>0.890</td>
<td>0.889</td>
<td>0.889</td>
<td>0.889</td>
<td>0.889</td>
<td>0.890</td>
<td>0.891</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>4( \Delta x )</td>
<td>1.0</td>
<td>0.999</td>
<td>0.988</td>
<td>0.985</td>
<td>0.985</td>
<td>0.985</td>
<td>0.985</td>
<td>0.985</td>
<td>0.988</td>
<td>0.999</td>
<td>1.0</td>
</tr>
<tr>
<td>5( \Delta x )</td>
<td>1.0</td>
<td>0.997</td>
<td>0.994</td>
<td>0.994</td>
<td>0.994</td>
<td>0.994</td>
<td>0.994</td>
<td>0.994</td>
<td>0.994</td>
<td>0.997</td>
<td>1.0</td>
</tr>
<tr>
<td>6( \Delta x )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>8( \Delta x )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>10( \Delta x )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>
Klemp and Lilly (1978). As suggested by Klemp and Lilly (1978), eight vertical levels were added at the top of the model, in which the horizontal diffusivity increases with height, in order to absorb reflections from the top. The form of the horizontal smoothing in the absorbing layer is

$$\tilde{\phi}_i = (1-b)\phi_i + \frac{1}{2}b(\phi_{i+1} + \phi_{i-1}),$$

where $b$ increases linearly from zero at the bottom of the absorbing layer ($z_b$) to 0.5 at the top of this layer ($z_r$); $b$ is thus given as

$$b = \frac{z^* - z_b}{z_r - z_b}.$$

The maximum value of $b$ with $\Delta t = 22.5$ and $\Delta x = 7.5$ km is equivalent to a horizontal diffusion coefficient with a value of $K = 6.2 \times 10^6$ m² s⁻¹ and for an $8\Delta x$ wave corresponds to Klemp and Lilly's nondimensional $V$ (=$K\mu$/$\partial$) of 3.3. We apply the smoother every time step on the $u$ and $\theta$ fields.

In the following experiment, which is equivalent to the experiment presented by Klemp and Lilly, we study the air flow over a 10 m bell-shaped mountain. The atmosphere is initially isothermal and has a horizontal wind speed of 20 m s⁻¹. The surface layer has been eliminated and a free slip bottom boundary was applied. Fig. 5 shows the potential temperature field (perturbations have been amplified by a factor of 50 for visualization purposes) after 12 h which corresponds to a dimensionless time of 28.8. Klemp and Lilly (1978) have shown that this time is sufficient to obtain a steady-state solution. The good agreement between the analytic and the numerical solution [both Klemp and Lilly's (Fig. 7 of their paper) and ours] is an encouraging validation of the accuracy of the model.

Fig. 6 shows the vertical profile of the horizontally integrated momentum flux

$$M = \int_{-146 \text{ km}}^{146 \text{ km}} \rho u \mu' \text{d}x$$

in an $x-z$ coordinate system when the upstream and spline techniques were each used to perform this experi-ment. With the spline scheme the momentum flux is almost constant within the inviscid layer, as obtained by Klemp and Lilly (1978), while with upstream the momentum flux decreases rapidly with height. However, at the 1 km level the results are very close. This suggests that, when only the lower level circulation is of interest and reflection from the tropopause or other layers in the atmosphere is minimal, the upstream approximation of the advective terms may be an economical way to dissipate upward propagating energy without resorting to a dissipation layer at the top of the model.

b. Air flow over a mountain

To test the mesoscale model for large-amplitude cases where nonlinear terms have a significant effect, we reproduced Klemp and Lilly's (1978, p. 93) experiment with a 1 km bell-shaped mountain. The atmosphere consists of a uniform troposphere extending up to 10 km in which the lapse rate is a constant $-6$°C km⁻¹ and an isothermal stratosphere above. The horizontal wind is initially set at 20 m s⁻¹, with a free slip bottom boundary. A constant horizontal eddy diffusion of

\[ \text{Fig. 5. Potential temperature field (perturbations have been amplified by a factor of 50) after 12 h for the 10 m mountains. Contour interval is 4 K. The geostrophic wind is 20 m s}^{-1} \text{ from 270°.} \]
$K_H = 1 \times 10^4 \text{ m}^2 \text{ s}^{-1}$ is applied to the $u$ field in order to maintain nonlinear stability. Figs. 7a and 7b show the $u$ component and potential temperature fields after 12 h of integration (only the lower 10 km are shown). The well-known structure of a strong mountain wave, similar to Klemp and Lilly's 1978 result (Fig. 10 in their paper), is reproduced. The results of this experiment show that the model is capable of simulating mountain waves when an absorbing layer is included. Figs. 8a and 8b show the $u$ component and potential temperature fields for the same experiment but with the upstream differencing scheme for the advective terms, and without explicit diffusion in the upper absorbing layer. As seen from the figures the results are very similar in the first 5 km. For example, the maximum horizontal wind at a height of 2.5 km is 29.6 m s$^{-1}$ with spline, while with upstream it is 27.3 m s$^{-1}$. Above that level the solutions diverge from one another.

c. The effect of the surface boundary layer

The following experiment is identical in all respects to the first experiment of the previous section except that the free slip surface boundary condition is replaced by the boundary layer parameterization technique mentioned in Section 3. The $u$ component of velocity and the potential temperature fields are shown in Figs. 9a and 9b. Comparing these figures to Figs. 7a and 7b shows that the planetary boundary layer has a significant influence on the wind and temperature fields even at higher elevations. As expected, the surface winds are much weaker in this case due to friction. For example, the 50 and 100 m winds are reduced by up to 10 m s$^{-1}$. At higher levels the winds differ by about 1–4 m s$^{-1}$, with the upper level minimum being at a height of over 9 km instead of 7 km as in Fig. 7a. This suggests that in order to simulate air flow over mountains correctly a realistic planetary boundary layer is necessary. Attempts to simulate real data cases without such a layer will lead to significant errors.

The effect of omitting the absorbing layer and increasing, the horizontal eddy diffusion in the entire domain (to $K = 5 \times 10^6 \text{ m}^2 \text{ s}^{-1}$), and retaining the planetary boundary layer is illustrated in Figs. 10a and 10b. In this case the solution near the ground is similar to that in Figs. 9a and 9b, although large differences are apparent higher up.
spline. On the other hand, if the interest is in the lowest levels of the troposphere, our results suggest such a layer can be neglected, and the computational scheme need not be so precise.

d. Sea breeze experiment

The upstream differencing scheme is widely used for simulating the sea and land breeze phenomena (e.g., Estoque, 1961; Neumann and Mahrer, 1973, 1974; Pielke, 1974; Mahrer and Pielke, 1977b).

On the other hand, many investigators (e.g., Physick, 1976; Pearson, 1974), use non-dissipative schemes which have been thought to be more accurate for this problem. These schemes, however, are more difficult to implement and somewhat more expensive to use.

In the next set of experiments we will show that for sea breeze problems over flat terrain in which the fields change slowly with time relative to the time step, forward upstream differencing is a satisfactory solution.

Fig. 8. As in Fig. 7 except with upstream differencing of the advection terms.

The results of these experiments suggest that under many atmospheric conditions accurate results may be obtained near the surface with a damping scheme (like upstream), without the use of an absorbing layer when the solution is being continuously forced. At higher levels, however, a damping layer is required in order to obtain accurate results. Such a layer although necessary under certain atmospheric situations is not economical in three-dimensional models where one is limited by computer storage and execution time. Therefore, the decision to include a damping layer in physically realistic simulations depends on the dominant atmospheric response as well as the levels of interest in the atmosphere. A simulation of the upper tropospheric flow field over high mountains in strong synoptic flow, for example, requires an upper absorbing layer and a computational scheme such as the interpolated cubic

Fig. 9. As in Fig. 7 except when the planetary boundary layer parameterization is included.
boundary layer was initially set at 1.0 m s\(^{-1}\). To control aliasing we adopted a very selective low-pass filter rather than use a horizontal exchange coefficient formulation. The filter was suggested by Paul Long (personal communication), and is of the form

\[(1-\delta)\phi_{i+1} + (1+\delta)\phi_i + (1-\delta)\phi_{i-1} = \phi_{i+1} + \phi_{i-1} + 2\phi_i,\]

where \(\phi\) is the field to be smoothed and \(\phi\) the smoothed field. This filter completely eliminates the \(2\Delta x\) waves with each application, while its smoothing effect on the other wavelengths is a function of \(\delta\). The smoothed field can be related to the original field by

\[\phi = \frac{1}{1 + \delta \tan^2(\lambda/2)},\]

where \(\lambda\) is the wavenumber.

Fig. 10. As in Fig. 9 but without an absorbing layer and with increased explicit diffusion.

technique. For problems of this sort, the more sophisticated difference schemes add little information. To show this we have performed two identical experiments one with upstream and the other with the interpolated cubic spline technique. In these experiments we initially set the top of the model at a height of 6 km, and prescribed a uniform atmosphere with a lapse rate of \(-6.5^\circ C km^{-1}\). The horizontal wind above the planetary

| Table 3. The remaining amplitude of a wave of 2, 4, 6, 8 and 10\(\Delta x\) after one application of (14) for values of \(\delta\) from 0.01 to 1.0 |
|---|---|---|---|---|---|
| Wavelength & 0.01 & 0.05 & 0.1 & 0.25 & 1 |
| 2\(\Delta x\) & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 |
| 4\(\Delta x\) & 0.9901 & 0.9524 & 0.9091 & 0.8000 & 0.500 |
| 6\(\Delta x\) & 0.9967 & 0.9836 & 0.9677 & 0.9231 & 0.750 |
| 8\(\Delta x\) & 0.9983 & 0.9915 & 0.9831 & 0.9589 & 0.8536 |
| 10\(\Delta x\) & 0.9989 & 0.9947 & 0.9896 & 0.9743 & 0.9045 |
Fig. 11. Vertical velocity (a) (contour interval 4 cm s$^{-1}$) horizontal velocity (b) (contour interval 1 m s$^{-1}$) and potential temperature (c) (contour interval 1 K) at 1600 LST with upstream differencing of advection terms. Geostrophic wind of 1 m s$^{-1}$ from 270°.

The response function for one application of Long's filter is given in Table 3. For $\delta \leq 0.1$ there is little damping of waves larger than six grid intervals, while for $\delta = 1$ this filter is equivalent to a 1–2–1 smoother.

The resultant potential temperature, $u$ component of the velocity and vertical velocity fields for the upstream and cubic spline at 1600 LST are shown in Figs. 11 and 12, respectively. As illustrated in the figures the results are almost identical with slightly smoothed fields in the upstream case.

Since upstream differencing introduces a computational diffusion coefficient proportional to the velocity

and approximately equal to

$$\nu = \frac{1}{2} u \Delta x (1 - u \Delta t / \Delta x),$$

we reran the above experiment with an initial horizontal wind of 7.5 m s$^{-1}$. As seen from Figs. 13 and 14, which are for upstream and spline, respectively, the results are almost identical despite the stronger large scale flow. Therefore, both the upstream differencing approximation and the interpolated spline technique are well-suited for use in sea breeze simulations.

These experiments, primarily performed to compare the upstream method with the interpolated spline, also permit us to make some comments relative to the difference in the intensity of the sea breeze convergence with the light (1 m s$^{-1}$) and the strong (7.5 m s$^{-1}$)
large-scale winds.\textsuperscript{1} With the light wind, the sharp
temperature contrast between the land and water
causes the development of a strong horizontal pressure
gradient which results in a tight and well-defined sea
breeze circulation, as it moves slowly inland. The
stronger large-scale wind, on the other hand, prevents
the development of such an intense pressure gradient,
since the rapid inland movement of the convergence
zone, along with the warming of the marine air as it
moves over land, prevents the development of a well-
deﬁned temperature maximum at low levels. The

\textsuperscript{1} Contrast the horizontal temperature gradient and vertical
motion ﬁelds between Figs. 12 and 14.

preference for stronger low-level convergence with
light synoptic winds may help explain the higher rainfall
totals observed over south Florida during the summer,
when the sea breeze is generated in a light synoptic
flow regime (J. Simpson, University of Virginia, and
W. Woodley, NOAA, Boulder, personal communication).

8. Conclusions

It is shown in this study that the model, when used
with the cubic spline technique and with an absorbing
layer as suggested by Klemp and Lilly (1978), correctly
predicts mountain waves at all levels. As shown by
Klemp and Lilly (1975), based on linear theory, large-amplitude responses can occur at low levels because of the partial downward reflection of mountain-induced upward propagating energy. These reflections are a result of variations in wind and temperature up to the tropopause level. Their analyses suggest that the optimal response occurs when the vertical phase shift of the wave in the troposphere is about one-half wavelength and when a low-level stable layer exists. When the atmosphere deviates appreciably from these optimal conditions, however, the downward reflection of energy becomes relatively unimportant due to the destructive reinforcement of the wave modes and to turbulent dissipation of shorter wavelength features. For these latter cases, which are by far the more common, accurate results may be obtained near the surface with a dissipative computational scheme or with a conservative scheme with explicit horizontal diffusion. This is an encouraging result when one is interested in experimenting with three-dimensional mesoscale numerical models where the interest is in the flow in the lowest few kilometers.

Our experiments also show that the incorporation of a realistic planetary boundary layer has a significant influence on the wind and temperature fields even at high altitudes, as well as near the ground. Any attempt to simulate real data cases, therefore, without a realistic boundary layer will lead to significant errors.

Simulations of the sea breeze with the upstream and the interpolated spline approximation to the advective terms showed little differences at any level for either the light or strong synoptic flows. Nonetheless, because of the superior accuracy of the spline technique and the need to simulate a wide range of mesoscale circulations, we have adopted the scheme into our three-dimensional version of the model. We plan to run the two-dimensional version of the model with and without the absorbing layer for particular problems in order to see if such a level is needed in the more costly three-dimensional simulations. Linear theory will also provide us guidance in this regard.
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APPENDIX

List of Symbols

\( c_p \) specific heat at constant pressure
\( f \) Coriolis parameter
\( F_w \) ground moisture measure
\( g \) acceleration of gravity
\( K_H \) horizontal exchange coefficient
\( K_s \) soil heat diffusivity
\( K_{m}, K^{*}, K_{s}^{*} \) vertical exchange coefficient of momentum, heat and moisture
\( \rho \) pressure
\( \rho_{0} \) reference pressure
\( q \) specific humidity
\( q_s \) surface specific humidity
\( R \) gas constant for dry air
\( s \) initial height of the material surface
\( s_{0} \) material surface top of the model
\( s_{d} \) cubic spline over a grid interval
\( T \) temperature
\( u, v, w \) east–west, north–south and vertical wind component
\( U_{0}, V_{0} \) east–west and north–south geostrophic wind
\( u^{*} \) vertical (z*) component of velocity
\( x, y, z \) Cartesian coordinates
\( z^{*} \) vertical terrain following coordinate
\( \delta \) ground elevation
\( \pi \) parameter used in Long's filter [Eq. (14)]
\( \theta \) Exner's function \([=c_{p}(\rho/\rho_{0})^{R_{1}/c_{p}}]\)
\( \gamma_{0} \) potential temperature
\( \gamma_{00} \) potential temperature lapse rate at the top of the model
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