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ABSTRACT

Global data assimilation systems for numerical weather prediction (NWP) are characterized by significant uncertainties in tropical analysis fields. Furthermore, the largest spread of global ensemble forecasts in the short range on all scales is in the tropics. The presented results suggest that these properties hold even in the perfect-model framework and the ensemble Kalman filter data assimilation with a globally homogeneous network of wind and temperature profiles. The reasons for this are discussed by using the modal analysis, which provides information about the scale dependency of analysis and forecast uncertainties and information about the efficiency of data assimilation to reduce the prior uncertainties in the balanced and inertio-gravity dynamics.

The scale-dependent representation of variance reduction of the prior ensemble by the data assimilation shows that the peak efficiency of data assimilation is on the synoptic scales in the midlatitudes that are associated with quasigeostrophic dynamics. In contrast, the variance associated with the inertia–gravity modes is less successfully reduced on all scales. A smaller information content of observations on planetary scales with respect to the synoptic scales is discussed in relation to the large-scale tropical uncertainties that current data assimilation methodologies do not address successfully. In addition, it is shown that a smaller reduction of the large-scale uncertainties in the prior state for NWP in the tropics than in the midlatitudes is influenced by the applied radius for the covariance localization.

1. Introduction

Several recent studies have shown that the short-range forecast errors in the state-of-the-art numerical weather prediction (NWP) models are largest in the tropics. This is illustrated by the standard deviation of an ensemble of 6-h forecasts initialized by an ensemble of 4D-Var analyses produced by the operational system of ECMWF on a random recent date (initial time for the forecast was 2100 UTC 15 June 2015; Fig. 1). The standard deviation of an ensemble of forecasts (also denoted spread) measures the forecast uncertainty that is maximal in the upper tropical troposphere and the lower stratosphere in Fig. 1. The analysis uncertainty looks very similar, but the amplitudes are somewhat smaller. Similar results were presented in several recent papers (Zagar et al. 2013; Cardinali et al. 2014; Žagar et al. 2015a). With a permanent maximum of analysis and forecast uncertainty in the tropical upper troposphere, it is not surprising that the description of the tropopause and stratospheric variability, which is maintained by the vertically propagating equatorial waves, is not reliable (e.g., Fujiwara et al. 2012; Podglajen et al. 2014).

At the same time, data assimilation for NWP has traditionally been focused on the reduction of the short-range forecast errors in the synoptic scales in the mid-latitude troposphere. From early on, the modeling of the background error covariance matrix, which is crucial for the success of data assimilation, has relied on the understanding that the short-range forecast errors...
are characterized by balances which govern the underlying dynamics (Daley 1991). Therefore, quasigeostrophic (QG) balance between the errors in temperature and winds has been utilized in several operational global and mesoscale NWP systems (Parrish and Derber 1992; Courtier et al. 1998; Derber and Bouttier 1999; Gustafsson et al. 2001). In the midlatitudes, this approach includes the use of balanced and unbalanced components of temperature and divergent wind increments where balance is defined for example by the linear balance equation on the sphere (Derber and Bouttier 1999). The balance can be only approximate as in the case of statistically defined coupling between streamfunction and temperature variables in the NCEP data assimilation system (Wu et al. 2002) and the balanced increments may be further changed by steps such as the incremental normal-mode procedure (Kleist et al. 2009).

In the tropics, perturbations in the geopotential field are small and they appear to be only weakly coupled to the wind field; this applies to both full dynamical fields and their forecast errors. Coupling of the forecast errors in the tropical wind field and the geopotential height was investigated in Zagar et al. (2004) and Zagar et al. (2005); they demonstrated that the apparent decoupling is a consequence of the mixture of the tropical mass–wind relationships involving a spectrum of the inertio-gravity (IG) waves in addition to the QG coupling of the equatorial Rossby waves. For example, the most important features of the large-scale tropical circulation involve the Kelvin wave, the zonally propagating mode characterized by the geostrophic coupling between the zonal wind and the meridional pressure gradient. Zagar et al. (2004, 2005) showed that the Kelvin mode, with its strong positive coupling between the geopotential height and the zonal wind, has a role to reduce a negative coupling between the mass and the zonal wind that is imposed by the QG balance at the equator. Furthermore, a new model for the tropical 4D-Var data assimilation revealed that the presence of other westward- and eastward-propagating equatorial IG modes in the background error-covariance model has a consequence of trapping the analysis increments close to the equator and of a further reduction of the mass–wind coupling in the tropics. This illustrates that tropical data assimilation presents challenges that far exceed those in the midlatitudes where the first-order description of the synoptic-scale dynamics successfully relies on a single mass–wind coupling (i.e., that of the Rossby modes).

As the global NWP models increase their resolution to about 10 km and data assimilation for mesoscale models is now applied at horizontal scales close to 1 km, the dynamical issues currently important for the tropics become equally relevant for mesoscale data assimilation. Moreover, Harlim and Majda (2013) extended the idea of involving the spectrum of IG waves in the background error term for data assimilation to the case with a full moist background covariance model and demonstrated that tropical 3D-Var assimilation with the moist covariances can recover the unobserved tropospheric humidity and precipitation rate. The issue of the tropical mass–wind coupling is even more relevant given the lack of direct wind observations in the tropics as discussed in a number of studies (e.g., Podglajen et al. 2014; Baker et al. 2014).

While the above-mentioned tropical data assimilation studies have been limited to the simplified framework and the tropical channel, the operational NWP models systematically demonstrate the forecast skill improvement associated with the improvement of the simulation of tropical variability (e.g., Vitart and Molteni 2010). This is a result of systematic improvements of the observing systems, data assimilation procedures for making these observations into the improved initial conditions (ICs) for forecasts, and improvements of the models’ physics, dynamics, and numerics (e.g., Magnusson and Källén 2013). Further advancement of NWP will depend on improvements of all these components. In particular, the model error remains a large uncertainty source in NWP; its impact on data assimilation and on the uncertainties in ICs for the medium-range forecasts.
is currently simulated by parameterizations such as the inflation of the background error covariances (e.g., Houtekamer and Mitchell 2005; Anderson 2009), the stochastically perturbed parameterized tendency (e.g., Buizza et al. 1999), and the backscatter methods (e.g., Shutts 2005, 2013).

Given the complexity of moist convection and deficiencies of the tropical data assimilation in global NWP models, one wonders about the role of the model errors in producing the observed forecast error maxima in the tropics. Furthermore, we ask whether the structure of short-term forecast errors is different in the case of the ensemble Kalman filter (EnKF) data assimilation using the flow-dependent background error covariances in contrast to the variational framework behind Fig. 1.

These questions are addressed here by carrying out a data assimilation experiment involving a perfect model and flow-dependent background error covariances. The experimental framework is the so-called observing system simulation experiment (OSSE) in which the “truth” or “nature run” is simulated by the same model used for the assimilation. This is also known as the “identical twin” OSSE experiment (e.g., Atlas 1997). By adopting the OSSE framework and the EnKF data assimilation, this study focuses on the scale-dependent information content of the wind and temperature observations in the EnKF in relation to the underlying dynamics. For this purpose, we derive a transformation of the state vector that provides diagonal background and analysis error covariance matrices and allows the scale-dependent quantification of the prior variance reduction by the assimilated observations. In particular, the perfect-model assumption facilitates discussion of the dynamical properties of data assimilation in the tropics and the role of the balanced and inertia-gravity (unbalanced) dynamics.

The paper has the following organization. Section 2 presents methodology for the quantification of the information content of observations as a function of the spatial scales and dynamical balance. The section includes a relationship between the new model and the degrees of freedom for signal and entropy reduction concepts for data assimilation. In section 3, we present the modeling framework including the global forecast model and the ensemble Kalman filter data assimilation. Properties of the short-range forecast errors produced by using a perfect-model with an EnKF are discussed in section 4. Section 5 discusses the value of observations in terms of their contribution to the reduction of the uncertainty in the state estimate. Discussion and conclusions are given in section 6.

2. Scale-dependent representation of the information content of observations in ensemble data assimilation

a. General framework

Several measures are used to compute the value of various observing systems in operational data assimilation for NWP. They compare the uncertainty of the background (prior) state as described by the probability density \( P^B(x) \) with the probability density \( P^A(x) \) representing the uncertainty of the posterior state (analysis) obtained after all the observation information has been assimilated. The assumption is that the background and the observation errors are Gaussian and that the error propagation through the model is linear so the analysis solution is also Gaussian. The analysis and background estimation errors are characterized by the analysis and background error covariance matrices, \( A \) and \( B \), respectively.

One of the measures of the information content of observations in data assimilation is the degrees of freedom for signal (DFS) metric, which is defined as (Fisher 2003; Singh et al. 2013)

\[
\text{DFS} = n - \text{trace} (B^{-1}A), \tag{1}
\]

where \( n \) denotes the dimension of the state vector \( x \). Another measure is the entropy \( \mathcal{H} \), which measures the average uncertainty with which one knows the state \( x \) of the system:

\[
\mathcal{H}(P) = \int_{\mathbb{R}^n} P(x) \ln[P(x)] \, dx. \tag{2}
\]

Its reduction due to the data assimilation, described by the difference in entropy between the prior and posterior probability densities can be shown to be (Rodgers 2000; Singh et al. 2013)

\[
S = \mathcal{H}(P^B) - \mathcal{H}(P^A) = \frac{1}{2} \ln \det(B) - \frac{1}{2} \ln \det(A) = \frac{1}{2} \ln \det(BA^{-1}). \tag{3}
\]

Being dependent on the ratio between the analysis and forecast error covariance matrices, (1)–(3) measure the forecast error reduction due to new information from the observations at time step \( t \).

Fisher (2003) showed how to compute the entropy reduction and DFS for a large variational assimilation system. He defined DFS by using a transformation \( L \) that reduces the background error covariance matrix to the identity matrix. Since the components of the new state vector are statistically independent with unit variance,
they correspond to independent degrees of freedom. Choosing the orthogonal matrix \( \mathbf{Q} \) whose columns are the eigenvectors of the symmetric matrix \( \mathbf{B}^{-1/2} \mathbf{A} \mathbf{B}^{-1/2} \), we can write \( \mathbf{Q}^T (\mathbf{B}^{-1/2} \mathbf{A} \mathbf{B}^{-1/2}) \mathbf{Q} = \mathbf{C} \), where \( \mathbf{C} \) is a diagonal matrix. The matrix \( \mathbf{L} = \mathbf{B}^{-1/2} \mathbf{Q} \) transforms the background and analysis covariance matrices to diagonal forms. The diagonal elements of the transformed matrix \( \mathbf{C} \) can be interpreted as the relative reduction in variance in each of the \( N \) statistically independent directions of the transformed state vector (i.e., as the reduction in each degree of freedom of the background error).

In the ensemble data assimilation, an estimate of the \( \mathbf{B} \) matrix from an ensemble of size \( N_{\text{ens}} \) is obtained as

\[
\mathbf{B} \approx \frac{1}{N_{\text{ens}} - 1} \sum_{i=1}^{N_{\text{ens}}} \mathbf{\Delta x}_i^B \cdot (\mathbf{\Delta x}_i^B)^T ,
\]

where the columns of \( \mathbf{\Delta x}_i^B \) are defined as the departure of individual ensemble members \( \mathbf{x}_i^B \) from the ensemble mean \( \bar{\mathbf{x}}^B \): \( \mathbf{\Delta x}_i^B = \mathbf{x}_i^B(t) - \bar{\mathbf{x}}^B(t) \).

Zupanski et al. (2007) obtained an approximate solution for the covariance matrices \( \mathbf{B} \) and \( \mathbf{A} \) by using the eigenvalues of the ensemble covariance matrix defined by (4). In this case the information content in (3) becomes

\[
S \approx \frac{1}{2} \ln \prod_{i=1}^{N_{\text{ens}}} \left( \frac{\lambda_i}{\bar{\lambda}_i} \right) = \frac{1}{2} \sum_{i=1}^{N_{\text{ens}}} \ln \left( \frac{\lambda_i}{\bar{\lambda}_i} \right) ,
\]

Here, \( \bar{\lambda}_i \) denote the nonzero eigenvalues of the ensemble covariance matrix, \( i = 1, 2, \ldots, N_{\text{ens}} \), which are obtained by solving the \( N_{\text{ens}} \times N_{\text{ens}} \) eigenvalue problem. The quality of the estimate of \( S \) by (5) depends on how well the ensemble covariance eigenvalues approximate the dominant eigenvalues of the full covariance matrices (Singh et al. 2013).

In this study, we present a solution for the matrix \( \mathbf{L} \), which transforms the background and analysis error covariance matrices to the diagonal forms and makes possible the evaluation of variance reduction by observations as a function of scale and dynamical properties.

b. Representation of the error covariance matrix

The representation of the error covariances relies on the idea that the analysis and forecast error covariances could be represented by the normal modes of the model. The assumption that the errors in different model modes are uncorrelated results in the diagonal background and analysis error covariance matrices \( \mathbf{B} \) and \( \mathbf{A} \) for which the evaluation of the prior variance reduction is straightforward. The idea was previously used for tropical data assimilation on the equatorial \( \beta \) plane by using the nonlinear shallow-water equations (Daley 1993; Zagar et al. 2004). The present formulation can be seen as the extension of the previous work to the global 3D framework. The 3D framework applies solutions for the three-dimensionally orthogonal normal-mode functions of the primitive equations on terrain-following levels in terms of the discrete spectrum of the Rossby and inertia–gravity waves and their zonally averaged states. The basic state is a state of rest with vertical temperature and stability profiles representing the model average state over the simulated period. In comparison to other orthogonal representations of modes of variability of model forecasts and forecast errors, the normal-mode function decomposition extracts physical wave modes that constitute solutions to the global linear primitive equation system. While it cannot be expected that error covariances in NWP models are described well by diagonal matrices, the application of normal modes serves well to discuss the multivariate nature of some of the leading modes, especially in the tropics.

The transformation of the ensemble covariance matrix \( \mathbf{B} \) to a diagonal matrix is obtained by a suitable transformation that applies a set of linear operators to represent the vectors \( \mathbf{\Delta x}^B \), defined in gridpoint space \((\lambda, \varphi, \sigma)\) in terms of a new control variable \( \chi(m) \). Parameters \( \lambda \), \( \varphi \), and \( \sigma \) stand for geographical longitude and latitude and the vertical level \( j \) in the sigma coordinate system, respectively. The new indices \( (k, n, m) \) represent the zonal wavenumber index, meridional mode index, and the vertical mode index of the 3D normal-mode space. The transformation is performed by using the global eigenmodes of the linearized primitive equations in the \( \sigma \) coordinates, described by the vertical eigenfunctions and a horizontal Hough function expansion (Kasahara and Puri 1981; Zagar et al. 2015b):

\[
\mathbf{x}(\lambda, \varphi, \sigma) = \sum_{m=1}^{M} \mathbf{S}_m \sum_{n=1}^{R} \sum_{k=-K}^{K} \chi_n(m) \mathbf{H}_k^\sigma(\lambda, \varphi; m) G_m(j).
\]
The Hough harmonics are denoted by \( H_n^k(m) \) and they are eigensolutions of the linearized global shallow-water equations with the depth \( D_m \). Known as the equivalent height, parameter \( D_m \) connects horizontal oscillations with the vertical structure associated with mode \( m \). The scaling matrix \( S_m \) is a \( 3 \times 3 \) diagonal matrix, which makes the input vector \( x \) dimensionless following the vertical projection. The diagonal elements are defined as \( \sqrt{gD_m} \), \( \sqrt{gD_m} \), and \( D_m \). The solution of \( H_n^k \) for discrete values of \( k, n \) is obtained by the separation of variables and the periodic boundary conditions in the longitudinal direction in the following form:

\[
H_n^k(\lambda, \varphi) = \Theta_n^k(\varphi)e^{ik\lambda} = [U_n^k(\varphi) - iV_n^k(\varphi)]Z_n^k(\varphi)T e^{ik\lambda}.
\]

The three components of the vector function \( \Theta_n^k \) describe the meridional dependence of the Hough harmonics for the zonal velocity \( U \), meridional velocity \( V \), and the geopotential height \( Z \) for each set of indices \((k, n, m)\). The orthogonality condition for \( \Theta \) is derived in many studies (e.g., Phillips 1990). Details of the representation equation (6) and its application to global data are provided in Zagar et al. (2015b) and references therein. Two kinds of oscillations, described by the expansion in (6) are known as the first kind and the second kind of Hough solutions. So-called solutions of the first kind describe high-frequency IG waves. Solutions of the second kind describe low-frequency, westward-propagating, balanced waves of Rossby–Haurwitz type, denoted BAL. Note that we earlier used “ROT” to denote balanced modes in relation to their predominantly rotational nature. However, as there is a significant rotational component in the large-scale inertia-gravity circulation in the tropics, and a small component of divergence in the balanced flow, we have changed the notation to “BAL.” The IG solutions are divided into westward- and eastward-propagating waves, denoted EIG and WIG, respectively.

The same expansion coefficients \( \chi_n^k(m) \) are used for \( \mu, \nu, \) and \( h \) because the expansion in (6) is complete as the truncation limits \((M, R, K)\) go to infinity. In practice, the zonal and meridional truncation criteria are defined by the data resolution and the vertical truncation \( M \) is limited by the number of vertical levels. The maximal number of zonal waves in (6) is denoted by \( K \), starting from \( k = 0 \) for the zonal mean state. The maximal number of meridional modes \( R \) combines equal numbers of balanced modes \( N_R \), the eastward-propagating inertia-gravity modes \( N_E \), and the westward-propagating inertia-gravity modes \( N_W \) (i.e., \( R = N_R + N_E + N_W \)). Thus, the dimension of the modal space is \( N = M \times R \times (K + 1) \). For simplicity we now introduce a single modal index \( \nu = \nu(k, n, m) \) representing a single global mode \((k, n, m)\). The orthogonality of the 3D structure functions defined in (6) can be formulated as

\[
\langle \chi_\nu \chi_j \rangle = \begin{cases} 0 & \text{if } \nu_i \neq \nu_j \\ \gamma_{\nu_i}^2 & \text{otherwise} \end{cases}.
\]

Thus, the modal variance of an eigenmode \( \chi_\nu \) is given by \( \gamma_{\nu}^2 \). The orthogonality is derived using the energy norm as discussed in Zagar et al. (2015b).

With these definitions applied, the complete transformation between the physical and modal space variables, \( \Delta x^\mu \) and \( \chi \), can be written with the help of a transformation operator \( L \) as

\[
\chi = L \Delta x^\mu, \tag{9}
\]

where

\[
L = D \Theta_n^k F \Lambda G_m. \tag{10}
\]

Here, \( G_m \) is the projection on the vertical structure functions, \( F \) is the forward Fourier transform in the zonal direction, and \( \Theta_n^k \) denotes the projection on the meridionally dependent part of the Hough harmonics whereas \( D \) stands for the normalization by the modal variance density. It is an \( N \times N \) matrix with diagonal elements \( \gamma_{\nu_i}^2 \).

The pseudoinverse of the transformation (10) can be used to move from the space of the control vector \( \chi \) to the model physical space:

\[
\Delta x^\mu = L^{-1} \chi = G_m F^{-1} \Theta_n^k D^{-1} \mathbf{T}^{-1} \chi. \tag{11}
\]

Similar to Zagar et al. (2004), we call it “pseudoinverse” because (10) should in principle also include an operator representing the three truncations: the Fourier truncation, the meridional truncation for the Hough vectors, and the vertical truncation. Since such an operator is not invertible, its pseudoinverse (denoted \( \mathbf{T}^{-1} \)) consists of filling in zeros for the truncated components.

\textbf{c. Information content of observations in modal space}

With definitions (10) and (11), the entropy reduction (3) for the control variable \( \chi \) can be written as

\[
S_\chi = \frac{1}{2} \ln \det(LB) - \frac{1}{2} \ln \det(LAL^T).
\]

\[
\approx \frac{1}{2} \ln \prod_{i=1}^{N} \left[ \gamma_{\nu_i}^2 \right] \approx \frac{1}{2} \sum_{i=1}^{N} \ln \left[ \gamma_{\nu_i}^2 \right]. \tag{12}
\]

Similarly, the expression (1) for the DFS for \( \chi \) becomes
DFS \( \chi \) = \( N - \text{trace}[\{(L^{\text{BL}})^{-1}(L^{\text{AL}})^{T}\}] \) = \( N - \sum_{\nu=1}^{N} \frac{[y^\nu_1]^2}{[y^\nu_1]^2} \). \( \text{(13)} \)

Each equation includes a summation of the variance ratio associated with individual modes of the background and analysis states. We define a modal variance reduction parameter \( I_\nu \) as a ratio between the posterior and prior variance in mode \( \nu \) as

\[ I_\nu = I_\nu^k(m) = \frac{[y^\nu_1]^2}{[y^\nu_1]^2}. \] \( \text{(14)} \)

It describes the relative information content in the observations and the prior ensemble in a spatial scale characterized by the zonal wavenumber \( k \), meridional mode \( n \), and the vertical mode \( m \). The modal index \( \nu = (k, n, m) \) can apply to the balanced, EIG, or WIG mode. For every \( \nu \), the quantity \( I_\nu \) measures the reduction of the prior variance due to new information from observations. The quantity \((1 - I_\nu)100\%\) represents the percentage of the prior variance reduced by the assimilation at the analysis step \( t \). Equations (12) and (13) are expressed in terms of \( I_\nu \) as

\[ S_\chi = \frac{1}{2} \sum_{\nu=1}^{N} \ln I_\nu^{-1} \quad \text{and} \quad \text{DFS}_\chi = N - \sum_{\nu=1}^{N} I_\nu. \] \( \text{(15)} \)

Instead of using (15), we shall represent the information content of observations by the variance reduction along different dimensions \( k, n, m \) for the three types of oscillations. The total variance reduction along the zonal, meridional, and vertical directions for the eastward-propagating inertio-gravity modes is then

\[
\begin{align*}
I_{\text{EIG}}^k &= \frac{\sum_{n=1}^{N_k} \sum_{m=1}^{M} [y^\nu_1]^2}{\sum_{n=1}^{N_k} \sum_{m=1}^{M} [y^\nu_1]^2}, \\
I_{\text{EIG}}^n &= \frac{\sum_{k=0}^{K} \sum_{m=1}^{M} [y^\nu_1]^2}{\sum_{k=0}^{K} \sum_{m=1}^{M} [y^\nu_1]^2}, \\
I_{\text{EIG}}^m &= \frac{\sum_{k=0}^{K} \sum_{n=1}^{N} [y^\nu_1]^2}{\sum_{k=0}^{K} \sum_{n=1}^{N} [y^\nu_1]^2}. \end{align*}
\] \( \text{(16)} \)

Equivalent expressions provide the variance reduction for the balanced and WIG modes. Similarly, we define the 2D quantities describing the efficiency of data assimilation along a single dimension for each type of mode:

\[
\begin{align*}
I_{\text{EIG}}^k &= \frac{\sum_{m=1}^{M} [y^\nu_1]^2}{\sum_{m=1}^{M} [y^\nu_1]^2}, \\
I_{\text{EIG}}^n &= \frac{\sum_{n=1}^{N} [y^\nu_1]^2}{\sum_{n=1}^{N} [y^\nu_1]^2}, \\
I_{\text{EIG}}^m &= \frac{\sum_{k=0}^{K} [y^\nu_1]^2}{\sum_{k=0}^{K} [y^\nu_1]^2}. \end{align*}
\] \( \text{(17)} \)

While dependent on the amount of available observations and their accuracy, we discuss the variance reduction in the light of the background uncertainty \( \mathbf{B} \), its scale dependency, and the flow dynamics. We also show that the qualitative picture of the scale dependency of the variance reduction resulting from (16) and (17) is equivalent to that obtained by evaluating (15).

3. Ensemble Kalman filter data assimilation with a perfect-model framework

The modeling framework is based on the ensemble adjustment Kalman filter system (EAFK) in DART (Anderson et al. 2009), which is applied with the global Community Atmosphere Model (CAM; Hurrell et al. 2006). The perfect-model framework provides a unique dataset for studying two important issues in data assimilation: the growth of forecast errors free of the model error component and the flow dependency of forecast errors independent of inhomogeneities of the observation network and the covariance inflation. The latter is ensured by constructing a global, nearly homogeneous network of observations of the model prognostic variables. The DART assimilation system in the perfect-model framework works well without the need for covariance inflation. The implementation of the 80-member ensemble includes the horizontal and vertical localization of Gaspari and Cohn (1999), which limits the length of spatial correlations. The impact of the localization radius on the assimilation efficiency is presented by using sensitivity experiments with varying localization radii from Lei and Anderson (2014).

a. The atmospheric model and nature run

The CAM model is an atmospheric component of the NCAR Community Earth System Model, version 1 (CESM1; Gent et al. 2011). However, the applied dynamical core based on spherical harmonics is not a standard part of the CESM system but it suits our study because of the similarity of the spectral formulation with the representation in terms of the normal-mode functions. Spectral solutions are obtained with a T85 truncation that corresponds to approximately 150-km resolution at the equator. The model physics is the so-called CAM4 physics package (Neale et al. 2013). The model is coupled to the land surface model known as
the Community Land Model (CLM; Gent et al. 2011) and prescribed sea surface temperature (SST). The SST is derived from the Hadley Centre (Hurrell et al. 2008); linearly interpolated weekly values are obtained from monthly average datasets that maintain the observed monthly means as near as possible. Time integration is Eulerian and the step is 10 min. The model vertical discretization is based on the hybrid sigma–pressure vertical coordinate and the discretization is the same as in Zagar et al. (2011); that is, 26 model levels include 8 levels above 100 hPa, 3 levels below 900 hPa, and the top model level located at about 3.7 hPa. The spectral dynamical core of CAM4 applies the second-order divergence damping in the top four model levels, its strength increasing with height.

For the nature run, we selected a year without a significant ENSO signal, 2008. In preparation for the OSSE, the atmospheric model is run continuously for 10 months starting from 1 January 2008 and the initial state is taken from the NCEP–NCAR reanalyses. The last three months of the simulated period, 1 August–31 October are used as “nature” for the simulation of observations used in the data assimilation. As the applied nonnegative matrix factorization (NMF) decomposition relies on the $\sigma$ coordinate, the first step before any projection is the interpolation of data from the hybrid levels to corresponding $\sigma$ levels.

### b. Observations and assimilation setup

The data assimilation system DART applies the serial EAKF (Anderson 2001; Anderson et al. 2009) to combine synthetic observations with an ensemble of forecasts from CAM4 to produce an ensemble of analyses. The DART/CAM (Raeder et al. 2012) has been applied for a number of studies including the localization problem (Lei and Anderson 2014).

Synthetic observations are simulated over the period August–October from model outputs 12 h apart. A special observation network with radiosonde-like wind and temperature profiles is nearly homogeneous on the sphere (Fig. 2). The number of radiosonde profiles of temperature, zonal, and meridional winds is 600 at each analysis step. The average distance between the observation points is about 920 km, which is considered sufficient for the representation of the large-scale properties of the growth of ensemble spread and the properties of data assimilation in a perfect model without inflation.

A homogeneous network ensures that the flow-dependent covariances are not influenced by the distribution of observations (although they are influenced by the observation density). At each measurement point, temperature and wind profiles are interpolated to model equivalents of observations on model levels. Observations are simulated from the nature run by adding a random error from a Gaussian distribution of zero mean and with the standard deviation equal to the prescribed observation error for different variables. The observation errors in temperature are 1 K while winds are observed with 2 m s$^{-1}$ errors. Observation errors are vertically homogeneous.

The initial 80-member prior ensemble valid at 0000 UTC 1 August 2008 is produced by advancing an ensemble created by adding negligibly small, normally distributed perturbations to the simulated temperature field. Data assimilation is performed with an 80-member ensemble at 0000 and 1200 UTC starting from 0000 UTC 1 August. The observation operator bilinearly interpolates the model values to the horizontal locations of observations. Observations are assimilated on all levels up to the model top and they influence all model state variables. The covariance inflation, which is used to increase the ensemble spread, is not applied allowing purely dynamical error covariance structures. Examination of the time mean total spread and time mean root-mean-square error of prior estimates of the synthetic observations shows that the ensemble spread and root-mean-square error (RMSE) are comparable for all observation types in all regions and at all heights (figures not shown). A comparison of the state space prior RMSE and prior ensemble spread also shows comparable magnitudes when averaged over time for all regions, variables, and
heights indicating that the assimilation system is working well without a need for multiplicative inflation. The implementation of the EAKF includes the vertical and horizontal covariance localization by Gaspari and Cohn (1999) to filter noisy background-error covariances. The half-width radius for the horizontal localization is 0.2 rad (around 1275 km) whereas the vertical localization is 300 hPa.

4. General properties of the EnKF with a perfect model in physical space

Some basic properties of our OSSE experiment are illustrated in Figs. 3–5, which present ensemble spread in 12-h forecasts and analyses. First of all, Fig. 3 shows time series of the globally integrated spread in the zonal wind variable as well as the spread in zonal wind and temperature variables at four grid points located at the model level close to 225 hPa. Two points are located in the tropics and two in the midlatitudes on the same longitude to illustrate flow-dependent properties of the spread in different regions. The longitude locations correspond to 0° and to 120°; that is, to equatorial Africa (point 1) and the western Pacific (point 2). The main characteristic of the presented curves is a large difference in the magnitude of the spread between the tropics and the midlatitudes. There are large temporal oscillations in the tropical spread on both the short range (a couple of days) and a longer time scale (2–3 weeks). Furthermore, there is no substantial difference in the amplitude of temperature spread in the tropics and midlatitudes whereas the difference in the spread of the zonal wind field is large; this applies especially for the point in the western Pacific where convection is active all the time. Figure 3 shows that it takes about 3 weeks for the system to reach a state in which the prior and posterior ensemble spread oscillate around their respective averages.

The flow-dependent properties of the prior ensemble spread are further illustrated in Fig. 4, which displays the zonal wind spread at three levels in the upper troposphere where the spread is the largest. In the midlatitudes, uncertainty in the 12-h forecast ensemble is associated with developing baroclinic systems on the midlatitude westerly flow that is seen in the eastward propagation of the ensemble spread throughout the troposphere. On the contrary, the tropical spread contains both westward- and eastward-propagation directions as well as some stationary features. The latter are best seen at the top of the intense convection over the Indian Ocean close to 100 hPa (Fig. 4a). Higher up, the spread emanating from this convective region is propagating eastward (not shown). We can also notice in Fig. 4 that the tropical spread has on average twice the amplitude of the midlatitude spread and that wide areas of tropical oceans are characterized by large forecast uncertainties.

When averaged zonally, the tropical upper troposphere spread appears as a dominant feature of our perfect-model experiment (Fig. 5). In other words, uncertainties in the global perfect-model experiment are on average very similar to those simulated by the state-of-the-art global NWP models including the model error (as presented in Fig. 1). The spread in the zonal wind field in Fig. 5a is strikingly similar to the outputs from the ECMWF model and data assimilation system shown in Zagar et al. (2013, see their Fig. 2) and in Cardinali et al. (2014, see their Fig. 3). The zonally averaged spread of the prior ensemble in Fig. 5 illustrates several properties of global dynamics. The maximum of spread in zonal wind is north of the equator over the ITCZ between 150 and 200 hPa. The spread maximum in the meridional wind is broader and stretched across the equator to the Southern Hemisphere in relation to the cross-equatorial circulation. The tropical maximum of temperature spread is found above the spread maxima.
in the wind components and there is also a large spread in temperature in the lower troposphere of high latitudes and near the model top.

Finally, we present the average difference between the posterior and prior spread divided by the prior spread for the zonal wind and temperature variables. The result, shown in Fig. 6, describes the average fractional reduction of the prior spread by the assimilated observations. Figure 6 shows that the largest information content of observations as represented by the reduction of the prior ensemble spread is in the midlatitude upper troposphere. The altitude of the maximal impact of observations is different for various state variables; the displacement of the efficiency of observations in reducing the prior spread in temperature and the zonal wind agrees with the thermal wind coupling between the mass and wind field errors. In our experiment with the homogeneous observation network, globally constant observation errors, and the perfect model, the average fractional reduction of the spread appears at least one-third smaller in the tropics than in the midlatitudes. At the same time, the errors in the prior are on average twice as large in the tropics (Figs. 3a, 4, and 5). This is due to the large forecast error growth in the tropics associated with deep convection (e.g., Reynolds et al. 1994) and significant uncertainties in the posterior ensemble (initial state; Fig. 3b).

5. Scale-dependent information content of observations

a. Time-averaged properties of the prior ensemble spread

As shown in Fig. 3 in physical space, the globally integrated ensemble spread (or variance) does not vary a
lot during the experiment after the first three weeks. If the total variance of the prior ensemble is averaged over the September–October period assigned to the three motion types, their contributions are around 60%, 20%, and 20% for the balanced, the EIG, and the WIG components, respectively. The variability is up to about 5% of the total variance, with variability in the balanced and IG modes characterized by opposite signs (not shown). The detailed investigation of the flow-dependent properties of the prior variance is a subject of a separate paper. Here we present the time-averaged properties, which are relevant for the discussion of the variance reduction by assimilation and for comparison to previous studies.

If the prior variance is integrated vertically, the resulting variance distribution along the \((k, n)\) axes is presented in Fig. 7. It shows that the maximum of the global balanced variance is in the meridional modes \(n = 1–3\) and in several zonal wavenumbers centered around \(k = 6\). This is the region of wavenumbers of the strongest wave activity in the global atmosphere associated with the baroclinic instability. The meridional mode \(n = 0\) dominates the variance for the both the EIG and WIG modes. However, the zonal scales of the maximal variance are \(k = 1\) and \(k = 4\) for the EIG and WIG modes, respectively. Different zonal scales point to different dynamical properties of the two mode types. The maximal Kelvin wave \((n = 0\ EIG\ mode)\) variance in \(k = 1\) was also obtained in previous studies by Zagar et al. (2011) and Zagar et al. (2013) and it is related to the maximal activity of the tropical Kelvin wave in this scale. The WIG mode variance is distributed across zonal wavenumbers 2–6. The relative shift in the maximal variance of forecast errors associated with the WIG modes in comparison to the EIG modes is associated with dynamical properties of forecast errors. In the tropics, the flow-dependent spread associated with the IG modes shows properties of both eastward and
westward propagation (Fig. 4). It can be more dominated by a certain direction depending on the background state. For example, in the dataset analyzed by Zagar et al. (2013) a large part of the tropical eastward-propagating spread was associated with the active phase of the MJO oscillation; correspondingly, the EIG modes dominated over WIG modes in all scales. In the mid-latitudes, a part of the spread associated with the westward-propagating developing baroclinic disturbances will project on the WIG modes. This is illustrated in Fig. 8 by showing the zonal wind spread at a level in the upper troposphere on a randomly picked date in the experiment. We can notice a global dominance of the balanced spread and a prevalence of the WIG spread over the EIG spread in the midlatitudes. In the tropics, the spread is mainly associated with the convective systems that can move in both directions (Skok et al. 2009) although the easterly component is more frequent, especially in relation to dynamics.

If the variance is also integrated meridionally, the resulting spectra present the distribution of the variance as a function of the zonal wavenumber (Fig. 9). Figure 9a shows that largest contribution to the spread is by the large scales. This figure appears very similar to figures in Zagar et al. (2013) and Cardinali et al. (2014) for the ECMWF ensemble of short-range forecasts evolving from the ensembles of independent 4D-Var analyses; it reflects the dominance of the tropical large-scale uncertainties in analyses growing into the large-scale errors from the forecast start. The balanced spread dominates over the IG spread except at the smallest scales in our model. Furthermore, the EIG spread dominates over the WIG spread on large scales up to around zonal wavenumber 8 (scale around 1700 km at the equator), in agreement with Fig. 7 and the idea of flow-dependent large-scale tropical errors associated with the Kelvin mode. In subsynoptic scales, there is a slight prevalence of the WIG spread. If the variance in each zonal wavenumber is split between the balanced and IG parts, the dominance of the balanced variance on planetary scales becomes more clearly visible (Fig. 9b). The ratio between the balanced and IG variance is at a nearly constant level of 70% and 30% for BAL and IG modes, respectively, for zonal wavenumbers 1–6 (scales larger than 2000 km in the tropics). The relative amount of balanced variance decreases to about 50% at the wavenumber 70. Overall, the distribution of the prior uncertainty in Figs. 7–9 is very similar to that in NWP systems suggesting that model error is not the dominating factor responsible for the tropical large-scale errors in the global short-range forecasts. The 2D distribution of the variance in the posterior ensemble appears very similar to that shown in Fig. 7 and the 1D curves of the posterior variance thus follow the prior variance distribution (Fig. 10). The largest difference between the prior and posterior variance can be seen in the large scales of the balanced modes.

While the prior variance distribution in Fig. 9a is similar to that in the ensemble data assimilation system of ECMWF (Zagar et al. 2013), it is rather different from the variance distribution in our earlier study (Zagar et al. 2011). The initial ensemble in Zagar et al. (2011) originated from 80 various AMIP realizations and thus contained a large spread on the planetary scales. Almost half of the ensemble spread (in both prior and posterior) remained in the zonally averaged state and
the discussion of the prior variance was split between the mean zonal state and the remaining wave variance. In the present case, small initial temperature perturbations adjust with the wind field during the first few days of the experiment through the multivariate assimilation and model dynamics. After about two weeks, the ratio between the balanced and IG variance is established at its equilibrated value and only a small part of the variance belongs to the mean state, just like in the ECMWF model.

b. Scale-dependent information content of observations

Having known the distribution of the prior ensemble variance in the perfect-model experiment, we can now discuss how the reduction of variance is related to the circulation properties. From Fig. 10 we can infer how the globally integrated variance of the 12-h forecast ensemble in each zonal wavenumber is reduced by the assimilation step. If averaged over all zonal wavenumbers, the reduction of the balanced and IG variance is about 19% and 16%, respectively, of the prior variance. While these percentages may significantly vary depending on the observation network and background errors, the average information content does not vary significantly throughout the period but it varies significantly across the scale and motion types. The remaining figures reveal the details.

We start the discussion of the information content of observations by comparing the 2D distribution of the time-averaged variance reduction subtracted from 1 in the leading vertical mode with the entropy reduction [(14) vs (15)]. Figure 11 shows that the distribution in the modal space is qualitatively the same; thus, we shall use...
the variance reduction and information content of observations as synonyms when discussing the impact of observations in the assimilation.

Figures 12 and 13 show that the information content of observations is a strongly scale-dependent quantity with large differences between the horizontal and vertical scales as well as between the balanced and IG components. The quantity presented in these figures is the one defined in (14) subtracted from one; this corresponds to the portion of the prior variance reduced by the observation information. On average, data assimilation is more efficient at reducing the prior variance in balanced modes than in the IG modes. This is especially well seen in Fig. 13, which shows the distribution of the variance reduction in three types of modes along each direction of the modal space. The information content of observations as a function of the zonal wavenumber is maximal in the synoptic scale of the balanced motions. In zonal wavenumbers 4–14 (scales between 5000 and 1400 km at the equator, and between 3500 and 1000 km at \(45^\circ\)N), the variance reduction is on average up to 29%. The peak reduction is in the zonal wavenumber 7 (around 2900 km at the equator and 2000 km at \(45^\circ\)N). From its peak at zonal wavenumber 7, the information content of observations nearly symmetrically drops to zonal wavenumbers 1 and 20, which have variance reduction around 25%. Toward the smaller scale, the variance reduction steadily reduces so that at zonal wavenumber 30 (scale around 500 km in the mid-latitudes), the efficiency of observations is about one-third smaller than its value in the peak synoptic scale. The key question to be answered is why the applied data assimilation is equally efficient at the 700-km scale as at the scale of 13000 km at the equator (observation sampling of zonal wavenumber 1 at the equator is shown in Fig. 2). We suspect that the radius of localization may be at least partly responsible for a better efficiency of assimilation at planetary scales than the synoptic scales. In section 5c we investigate to what extent this holds. The relative lack of observation content in planetary scales is confirmed in the 2D presentation of Fig. 12. The smaller information content of observations in planetary scales than in synoptic scales is found in all vertical modes. In particular, baroclinic vertical modes 6–8 are characterized by the maximal variance reduction in the synoptic zonal scales.

There is a large gap in the information content of observations for the balanced and IG modes in all scales until the zonal wavenumber around 50 (scale around 270 km at the equator) as seen in Fig. 13a. This is the scale where the amount of the variance in the prior ensemble sharply drops (Fig. 9). Furthermore, there is also a major difference between the scale distribution of the information content for the EIG and WIG modes. Both WIG and EIG curves show maximal variance reduction in zonal wavenumbers 5–10; the difference is that the curve for the WIG modes appears more similar to the balanced modes (Figs. 13a and 12c). Furthermore, the variance reduction for the WIG modes in the synoptic zonal scales and nearly all meridional modes is significantly greater than for the EIG modes (Figs. 13a,b). The difference in the variance reduction between the EIG and WIG modes is associated with dynamical properties of forecast errors as discussed earlier for the prior variance distribution in Fig. 7. Since a part of the midlatitude variance associated with the eastward-propagating developing baroclinic disturbances projects to the WIG modes, the distribution of information content of observations in Figs. 12 and 13 for the WIG modes have properties.
similar to both the balanced and the EIG component. Figure 14 illustrates this point by showing the difference between the prior spread from Fig. 8 and the posterior spread; as earlier, we notice that the spread reduction is to a larger degree associated with the WIG modes in the midlatitudes and to the EIG modes in the tropics. A comparison of Fig. 8 and Fig. 14 also illustrates the greater efficiency of data assimilation in the midlatitudes than in the tropics where the prior spread is largest.

Further dynamical aspects of the information content of observations are illustrated by presenting the variance reduction as a function of the vertical mode index (Fig. 13c). There is a large gap between the variance reduction in the balanced and IG parts for the leading two modes that have barotropic and almost barotropic structure (mode $m=2$ is barotropic in the troposphere as its only zero crossing is in the stratosphere). In the intermediate vertical modes with $m=6–8$, which have equivalent depths $D$ around 370, 250, and 160 m, respectively, the information content of observations in balanced modes has its maximal value. For the IG modes, the maximal variance reduction is in $m=7$ and in $m=10–11$, which have equivalent depths around 74 and 53 m. These are the vertical modes with baroclinic tropospheric structure that have largest amplitudes in the upper troposphere and they represent the gross error variance in the
upper tropical troposphere in all three types of modes (Figs. 12d–f).

c. Impact of the localization on the information content of observations

The Gaspari–Cohn (GC) localization has the basic purpose of removing the spurious large-scale spatial correlations during data assimilation (Houtekamer and Mitchell 2001; Anderson 2007). This process may also cause some imbalance (e.g., Mitchell et al. 2002; Kepert 2009), which, however, is not the subject of the present paper. More general methods for applying scale-dependent localization have been studied (e.g., Buehner 2012; Buehner and Shlyaeva 2015) and may be able to reduce the imbalance in analyzed fields.

Here, we address the impact of the applied half-width of the GC localization function on the relative variance reduction in the balanced and IG modes. For this purpose we apply OSSE experiments presented in Lei and Anderson (2014). Their experiments were prepared with the same observation network, observation error variances, and the same method for the generation of the initial ensemble as in the present case. The main difference in the data assimilation setup is the use of the spatially varying and time-varying state space adaptive inflation (Anderson 2009). Furthermore, a different dynamical core and a different set of physical parameterizations for the CAM model were used. For details, the reader is referred to Lei and Anderson (2014). The assimilation experiments were done for several values of the half-width of the GC function including 0.2 rad, which is used in our experiment, 0.4 rad (around 2550 km), and 0.6 rad (around 3820 km).

First we show in Fig. 15 the impact of the variance inflation on the zonally averaged variance reduction in physical space for the zonal wind component. Figure 15a can be compared to our Fig. 6a, which is based on the same half-width of the GC function to see that these two
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plots largely agree. Therefore, the other two experiments shown in Fig. 15 can be used to discuss the impact of the localization radius despite their use of inflation. They suggest that the impact of localization is significant; in particular, the 0.6-rad case, which is 3 times larger than in our simulation, provides a similar variance reduction in physical space in the tropics as in the Northern Hemisphere midlatitudes. The comparison suggests that a more broad localization improves the variance reduction in the tropics, where correlation scales are on average longer than in the midlatitudes. All three experiments are characterized by gradients near the poles that are even stronger in the temperature field (not shown). The zonally averaged spread of the prior and posterior ensemble appears similar in all experiments with a strong maximum in the upper tropical troposphere as shown in Fig. 5. A difference between the experiments is the magnitude of the spread; the experiment with the shortest radius has the largest prior spread at all levels and latitudes (not shown).

By verifying these experiments against the simulated truth, Lei and Anderson (2014) found that the experiment applying the half-width of 0.4 rad produced the posterior ensemble mean closest to the truth in the root-mean-square (rms) sense. The best performing experiment is associated with both localization radius and covariance inflation; the latter increases the spread in the case when a too broad localization radius introduces extra noise, thus reducing the accuracy of the ensemble and reducing the spread. When the localization is too narrow, not all useful information from the observations is being used, thus the rms errors would increase again. However, this argument should be seen in light of the dynamics. In the tropics, long correlations are expected in both balanced and IG modes, especially in regions away from intense convection. In contrast, midlatitude correlations are strongest in baroclinic scales where also the balanced variance is largest (Fig. 7a). As the largest amount of IG prior variance is in tropical large scales, we expect a strong impact of localization in this part of the spectrum. Extratropical baroclinic scales, with the prior variance maximum around \( k = 6 \) (Fig. 7a) should be less affected by enlarging the localization radius. However, as a major part of the prior variance is in the tropics, we expect that different properties in physical space in Fig. 15 are better illuminated in modal analysis. This is confirmed in Fig. 16, which can be compared to Fig. 13a.

First we should compare Fig. 16a with Fig. 13a, which uses the same localization radius. The difference in the variance reduction between the balanced and IG modes is much smaller in the synoptic scales and much larger in the subsynoptic scales. Another relevant difference is between the EIG and WIG modes in subsynoptic scales; the ensemble spread in WIG modes appears more reduced in Fig. 16 than in Fig. 13a. The differences are due to a different forecast model (dynamical core and physical parameterizations) and due to inflation. In spite of differences with respect to Fig. 13a, Fig. 16 suggests that the covariance inflation does not change the main fact that is motivating this comparison (i.e., a smaller variance reduction in planetary scales than in synoptic scales for both balanced and IG modes).

As the localization radius increases, the variance reduction increases in all scales but especially in the subsynoptic scales for the IG modes (Fig. 16). The variance reduction for the IG modes at zonal wavenumber 50 is more than twice as great for the 0.60-rad localization than for the 0.2-rad case. As discussed above, this is not necessarily leading to a better RMSE score. We also find in Fig. 16 a greater variance reduction for the synoptic-scale WIG modes than for the EIG modes in all cases. However, the main finding of this comparison is that the spatial scale of the peak efficiency of data assimilation in the balanced modes is not affected by the applied localization radius; the maximal variance reduction...
remains in the synoptic scales of balanced modes. This is associated with the best efficiency of data assimilation for the midlatitude Rossby waves as illustrated in Fig. 14. But, we cannot rule out the possibility that the localization significantly larger than 0.60 rad would make the curves more flat in large scales. The difference in variance reduction between the balanced and IG modes reduces with increasing radius. Increasing the radius has the largest importance for the tropics and its IG variance; the curves of variance reduction in planetary scales become nearly flat as the radius becomes larger. With the localization radius half-width equal to 0.6 rad, the variance reduction in $k = 0, 1$ IG modes exceeds that in the balanced modes. Overall, Fig. 16 confirms that the efficiency of global ensemble data assimilation in the tropics is rather sensitive to the applied localization. Error covariances have different scales in the tropics than in the midlatitudes, which should be taken into account.

6. Discussion and conclusions

This paper discussed the scale-dependent efficiency of observations to reduce the short-range forecast error variances in the ensemble Kalman filter data assimilation and the perfect-model framework. A particular motivation for the discussion was the global forecast error maximum in the tropical upper troposphere characteristic of the current NWP and ensemble prediction systems. The presented experiments that assimilated observations from a nature run simulated by the same model suggest that the observed forecast error maximum is not associated with the errors in the representation of physical processes, numerical truncation, or surface boundary conditions.

The earlier work in tropical data assimilation modeling provides a basic understanding of the relative impact of different equatorially trapped wave solutions in variational analysis in the tropics (Daley 1993; Zagar et al. 2004, 2005; Harlim and Majda 2013). In particular, it showed that the time-averaged information about the variance of tropical waves, built into the background error covariance matrix for data assimilation can provide analysis increments that appear nearly univariate even though they result from the advanced multivariate assimilation methodology. This is explained to be a consequence of complex tropical dynamics in which various IG waves, each characterized by its own coupling between the mass field and the wind field, play different roles in the coupling between convection and the horizontal motions. This is not a problem in the midlatitudes where the quasigeostrophic dynamics has successfully served as the basic framework for representing short-range errors in the NWP forecasts. Another dynamical constraint that can significantly influence the success of the EnKF data assimilation in the tropics is the fact that growth of forecast errors in the tropics occurs in all scales and in both balanced and inertio-gravity modes. Therefore, the localization of the covariances, which is successful in the midlatitudes may not be optimal for the tropics.

We discuss an important role of IG modes in tropical large-scale dynamics and associated growth of errors in forecasts by comparing analysis and forecast uncertainties in balanced and IG modes of various horizontal and vertical scales. We derive a methodology that quantifies the information content of observations that is equivalent to the degrees of freedom for signal and entropy reduction concepts for data assimilation. The application of the 3D normal-mode function decomposition facilitates the discussion of the multivariate nature of some of the leading modes of atmospheric variability, especially in the tropics where the role of large-scale IG modes such as the Kelvin waves in the initial state for NWP is still not clearly identified.

The application of the modal decomposition showed that about 40% of the prior variance in the global
forecasts is associated with the inertio-gravity modes. On large scales, the unbalanced spread is primarily associated with the tropical IG modes with the Kelvin mode dominant. With the selected setup for the EnKF assimilation, the efficiency of observations to reduce the synoptic-scale unbalanced variance was about one-third smaller than for the balanced variance. Among different planetary-scale IG modes, the Kelvin mode was analyzed the best, especially in the experiments with a larger radius of the covariance localization. This mode is characterized by the geostrophic balance between the meridional geopotential gradient and the zonal wind, a relationship one would hope to be represented by the background covariances. However, even in this case a mixture of the mass–wind couplings of tropical waves can provide univariate analysis increments because of the superposition of the positive and negative signs in different mass–wind couplings. The flow-dependent multivariate assimilation methodology, which treats the resulting mixture of mass–wind relationships, will thus not recognize the errors associated with different waves, not even on the largest scales.

The spatial distribution of analysis and forecast uncertainties, as simulated by the variance of the 80-member ensemble in the EnKF assimilation using the perfect model, is still dominated by the large dynamical errors in the tropical upper troposphere, just like in the operational NWP framework. The performed data assimilation was on average significantly less efficient in the reduction of tropical forecast uncertainties than the uncertainties in the midlatitudes. However, the efficiency of assimilated observations was significantly affected by the applied localization radius. A localization radius that may be suitable for the baroclinic scales in the midlatitudes is shown to be far too small to allow data assimilation to reduce the prior variance in the planetary scales in the tropics. This is particularly harmful for the unbalanced modes. Even with the half-width of the Gaspari–Cohn function around 3800 km, the planetary-scale ($k < 4$) balanced modes appear more poorly constrained by observations than the synoptic scales with $5 < k < 10$. This suggests that the efficiency of EnKF data assimilation in the tropics, in addition to dynamical reasons beyond that influenced by the availability of observations and their errors, should consider a flow-dependent approach to the covariance localization.
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