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ABSTRACT

By taking into account the contributions of both locally and remotely generated internal tides, the tidal mixing in the Luzon Strait (LS) and the South China Sea (SCS) is investigated through internal-tide simulation and energetics analysis. A three-dimensional nonhydrostatic high-resolution model driven by four primary tidal constituents (M2, S2, K1, and O1) is used for the internal-tide simulation. The baroclinic energy budget analysis reveals that the internal tides radiated from the LS are the dominant energy source for the tidal dissipation in the SCS. In the LS, the estimated depth-integrated turbulent kinetic energy dissipation exceeds $O(10^{-7})$ W m$^{-2}$ atop the two subsurface ridges, with a dissipation rate of $O(10^{-2})$ W kg$^{-1}$ and diapycnal diffusivity of $O(10^{-2})$ m$^2$ s$^{-1}$. In the SCS, the most intense turbulence occurs in the deep-water basin with a dissipation rate of $O(10^{-8}-10^{-6})$ W kg$^{-1}$ and diapycnal diffusivity of $O(10^{-2}-10^{-1})$ m$^2$ s$^{-1}$ within the $-2000$-m water column above the seafloor as well as in the shelfbreak region with a dissipation rate of $O(10^{-7}-10^{-6})$ W kg$^{-1}$ and diapycnal diffusivity of $O(10^{-4}-10^{-3})$ m$^2$ s$^{-1}$. These estimated values are consistent with observations reported in previous studies and are at least one order of magnitude larger than those based solely on locally generated internal tides.

1. Introduction

Turbulent mixing is of vital importance in many aspects of ocean dynamics. The return pathways of deep water to their formation regions, involved in the global meridional overturning circulation (MOC), include both the adiabatic wind-driven upwelling in the Southern Ocean and the diabatic diapycnal mixing in the deep Indian and Pacific Oceans (Marshall and Speer 2012; Talley 2013). Thus, diapycnal mixing plays a key role in maintaining the ocean stratification and MOC and could in turn significantly impact both local and global climate through heat transport (Rahmstorf 2003). It was estimated that the globally averaged diapycnal diffusivity...
necessary to maintain the observed abyssal stratification is of $O(10^{-4})$ m$^2$ s$^{-1}$ (Munk and Wunsch 1998). However, the spatial distribution of diapycnal diffusivity is highly inhomogeneous; while smaller values of $\sim O(10^{-5})$ m$^2$ s$^{-1}$ are found in the ocean interior far from boundaries (e.g., Ledwell et al. 1993; Polzin et al. 1997), larger values of $\sim O(10^{-2}–10^{-3})$ m$^2$ s$^{-1}$ have been observed over seamounts, ridges, canyons, and hydraulically controlled passages in open oceans (e.g., Kunze and Toole 1997; Ledwell et al. 2000; Carter and Gregg 2002; Ferron et al. 1998) as well as continental shelves in marginal seas (e.g., MacKinnon and Gregg 2003), where enhanced diapycnal mixing occurs.

Enhanced diapycnal mixing is largely sustained by breaking internal waves in the ocean interior, including near-inertial waves generated by wind stress on the surface, baroclinic tides (internal waves with tidal frequencies, also called internal tides) induced by the interaction of barotropic tides with rough topography, and internal lee waves generated by quasi-steady flow over rough topography in the stratified ocean (MacKinnon 2013). Wunsch and Ferrari (2004) postulated that the wind energy input is dissipated mostly within the upper ocean, with only a very small portion entering the layers below; there is, however, an ongoing debate with regard to how deep the wind energy input can penetrate. The global energy input into internal lee waves is estimated at the range of 0.2–0.4 TW, and the strongest generation area is the Southern Ocean, where the strong Antarctic Circumpolar Current flows over rough topography (Nikurashin and Ferrari 2013; Scott et al. 2011). The energy conversion from barotropic tides to internal tides in the deep ocean has been estimated as 1 TW (Egbert and Ray 2000), which is about a third of the total dissipation of barotropic tides in the global ocean, providing half of the 2 TW necessary to maintain the MOC (Munk and Wunsch 1998). Therefore, internal tides are the primary source of mechanical energy for diapycnal mixing in the deep ocean.

The South China Sea (SCS) is the largest marginal sea in the western Pacific. The Luzon Strait (LS) is the only deep-water passage between the Pacific and the SCS. Elevated diapycnal mixing in the LS and SCS, up to $10^{-3}$ m$^2$ s$^{-1}$, has been reported in recent studies (St. Laurent 2008; St. Laurent et al. 2011; Lozovatsky et al. 2013; Yang et al. 2014). Observations show an overflow from the Pacific into the SCS in the deep layer and an outflow from the SCS to the Pacific via the midlayer of LS (Tian et al. 2006; Chang et al. 2010; Zhao et al. 2014). Inside the SCS deep water is lightened through diapycnal mixing with the warmer and fresher water overlying, driving an upwelling within the deep basin (Qu et al. 2006). It is thus clear that enhanced diapycnal mixing in the LS and SCS plays a key role in driving the SCS circulation and maintaining the abyssal water transport through the LS.

Intensive diapycnal mixing in the LS and SCS is mostly due to baroclinic tidal dissipation in this domain (Alford et al. 2011, 2015; Klymak et al. 2011). Energetic internal tides in this region have been captured by in situ observations (e.g., Guo et al. 2012; Ma et al. 2013) and remotely sensed images (Zhao 2014). The LS is featured with two submarine ridges, which consist of several islands. Strong internal tides are generated as tidal currents flow over these complicated and rough topographies. Subsequently, part of the internal tides is dissipated locally near the generation sites and the remaining part propagates eastward into the northwest Pacific and westward into the SCS, fertilizing the diapycnal mixing there (Niwa and Hibiya 2004; Chao et al. 2007; Jan et al. 2007, 2008). With the steep continental slope and numerous seamounts, the extremely complicated topographies make the SCS a preferred region for dissipation of internal tides generated both locally and remotely. However, because of the lack of sufficient in situ data for internal tides generated in the LS and SCS, especially in the deep water, some important issues still remain open, such as what the fraction of energy dissipated locally in the LS is, how far the internal tides can propagate across the SCS, what their vertical decay structures are, and where they eventually dissipate in the vast basin of the SCS. Therefore, to understand and parameterize the diapycnal mixing in the LS and SCS, a better understanding of the energetics of internal tides in this region is required.

The vertical resolution of most state-of-the-art ocean climate models is too coarse to directly simulate diapycnal mixing induced by internal wave breaking. Parameterization of diapycnal diffusivities is thus needed in these models to represent the mixing process more accurately. Previous studies indicated that parameterization of diapycnal diffusivities is crucial for realistic simulation of circulation, heat transport, water mass transformation, and storage of carbon dioxide (e.g., Friedrich et al. 2011). Given that ocean mixing is maintained by external mechanical energy (Huang 1999; Wunsch and Ferrari 2004; MacKinnon 2013), the energetics constraint is thus essential in developing a turbulence parameterization in large-scale ocean models.

In the early stage of model development, a constant or a horizontally uniform vertical profile of diapycnal diffusivity was set in ocean models (e.g., Bryan and Lewis 1979). The most popular vertical mixing parameterization schemes currently used in ocean numerical simulations are the Pacanowski and Philander (1981) (PP), Mellor and Yamada (1982) (MY), and K-profile parameterization (KPP) (Large et al. 1994) schemes. In
applying a turbulent mixing scheme for the ocean, a vitally important point is to make sure that all the external mechanical energy required for sustaining the turbulence must be included. However, none of the turbulence schemes listed above were developed in terms of the external mechanical energy input, and thus they may not represent the turbulent mixing correctly.

An estimate of tidal mixing should include energy conversion from barotropic to baroclinic tides, as well as the breaking and dissipation processes of internal tides; however, our understanding of these processes remains rudimentary. St. Laurent et al. (2002, hereinafter LSJ02) proposed a semiempirical scheme for parameterization of the diapycnal mixing driven by the dissipation of internal tides near their generation sites. Accordingly, the internal-tide generation is calculated using the linear theory of Bell (1975) and is based on an approximation suitable for subcritical topography (Jayne and St. Laurent 2001). The dissipation process is parameterized by a uniformly set fraction of energy locally dissipated and an exponential vertical decay structure with a specified vertical scale, which was chosen to be consistent with observations (Polzin et al. 1997; Ledwell et al. 2000). Recently, Polzin (2009) formulated a refined prediction for the internal wave dissipation, which was linked to the finescale internal wave shear based on a theory of weak nonlinear interactions between the generated waves and the ambient wave field (Polzin 2004). The LSJ02 parameterization has been implemented in several ocean general circulation models to investigate the impact of tidal mixing on the stratification, circulation, and heat transport of global open oceans (e.g., Simmons et al. 2004; Saenko and Merryfield 2005; Jayne 2009; Melet et al. 2013).

The LSJ02 scheme, however, considers solely the dissipation of locally generated internal tides, whereas the dissipation of remotely generated internal tides is ignored. For such marginal seas as the SCS, most of internal tides are not locally generated; instead, they are generated from the adjacent prominent bathymetry (e.g., the LS). Therefore, the energy input from the dissipation of both locally and remotely generated internal tides (hereinafter called local tidal dissipation and remote tidal dissipation, respectively) should be taken into account in the estimate of turbulent mixing in the region. Currently, however, because of the lack of a deep understanding of the physical and dynamic features of these phenomena, it is difficult to parameterize the turbulent mixing induced by both local and remote tidal dissipation with a universal formula. Instead, an analysis of energetics of internal tides with numerical simulations is a natural step toward developing an energy-constrained turbulence parameterization, which is the subject of this investigation.

The purpose of this paper is to investigate the tidal dissipation and mixing processes in the LS and SCS, taking into account the effect of both locally and remotely generated internal tides. First, we use a three-dimensional nonhydrostatic baroclinic tide model with high spatial–temporal resolution to simulate the generation and propagation processes of internal tides across the entire SCS and LS region with four primary tidal constituents (M2, S2, K1, and O1). Then we analyze the baroclinic energy budget using the depth-integrated baroclinic energy equation and compare our results with those calculated by the LSJ02 parameterization to discuss the effect of remotely generated internal tides on the dissipation in the SCS. Finally, we provide the preliminary three-dimensional climatological fields of dissipation rate and diapycnal diffusivity for the entire SCS and LS region.

This study is organized as follows: The baroclinic tide model configuration is described in section 2. The LSJ02 parameterization and the baroclinic energy budget analysis method are given in section 3. The energy budget of internal tides and the distributions of dissipation rate and diapycnal diffusivity are presented in section 4. Finally, section 5 is the summary and discussion.

2. Baroclinic tide model configuration

The ocean model used in this study is the Massachusetts Institute of Technology General Circulation Model (MITgcm) (Marshall et al. 1997). This model has been widely used for researches on internal-tide generation, propagation, and dissipation over rough topography (e.g., Buijsman et al. 2012, 2014). Our model domain is from 1.5° to 29.5°N and from 98.5° to 128.5°E, covering the SCS, LS, and part of the northwest Pacific. The model topography is taken from the General Bathymetric Chart of the Oceans (GEBCO_08) bathymetry data (http://www.gebco.net/) with a high resolution of 30 arc s (Fig. 1a). The horizontal resolution of our model is 1/2° × 1/2° over the entire domain. There are 60 z levels in the vertical direction; the thicknesses of the top 12 levels are 10 m near the surface and gradually increase to 50 m in the upper 300 m, followed by 42 levels with 100-m resolution and finally the bottom 6 levels with 200-m resolution (Fig. 1b).

The initial temperature and salinity profiles are derived from the monthly mean climatology of Generalized Digital Environmental Model, version 3 (GDEMv3) (http://www.usgodae.org/pub/outgoing/static/ocn/gdem/), near the site 20.5°N, 120.25°E; thus, the initial density of the baroclinic tide model is horizontally homogeneous and vertically stratified. The profiles within the upper
500 m are quite different for the winter (January) and summer (July) seasons (Fig. 2). The pycnocline is broader and stronger in summer with the maximum value of the squared buoyancy frequency up to $3 \times 10^{-4} \text{s}^{-2}$. Large phase offset of internal tides in the SCS between winter and summer has been observed by satellite altimetry (Ray and Zaron 2011). Thus, two simulations are carried out for these two seasons with different stratifications, so as to investigate the seasonal variations in internal-tide generation, propagation, and dissipation, and the mean of these two seasons is taken as the annual-mean climatology.

The model is forced by four primary tidal constituents ($M_2$, $S_2$, $K_1$, and $O_1$) at the open boundaries. The amplitudes and phases are extracted from the regional solution for the China Sea of the Oregon State University (OSU) inverse barotropic tidal model (OTIS) (Egbert et al. 1994; Egbert and Erofeeva 2002) with $1/30^\circ$ spatial resolution (http://volkov.oce.orst.edu/tides/YS.html). Furthermore, at each of the open boundaries, a $0.5^\circ$ width sponge layer is imposed to avoid artificial reflection. To simplify the related analysis, no turbulence closure is adopted in the simulations. The diffusion of temperature and salinity is ignored by setting the horizontal and vertical diffusivities as $K_h = K_v = 0$. A horizontal viscosity of $A_h = 10 \text{m}^2\text{s}^{-1}$, a vertical viscosity of $A_v = 1 \times 10^{-4} \text{m}^2\text{s}^{-1}$, and a bottom drag coefficient of $C_d = 2.5 \times 10^{-3}$ are specified uniformly throughout the domain. Through a set of sensitivity experiments, we found that the baroclinic energy
budget is not significantly affected by the employed values of viscosity and bottom drag coefficient (see the appendix).

Simulations for the two seasons both start from a state of rest, using a time step of 90 s. It takes about 10 days for the internal tides originated in the LS to reach a steady state near the farthest boundary. Therefore, the integrated time is set to 30 days to cover a spring–neap tidal cycle for each season; two 2-day time series of hourly model results during a spring tide and a neap tide, respectively, are used for energy budget analysis, and their averages are taken as the seasonal means.

3. Estimate methods

a. LSJ02 parameterization

The LSJ02 parameterization scheme for estimating the diapycnal mixing induced by internal tides is formulated as

$$\kappa_v \simeq \Gamma q E(x,y) F(z) + \kappa_0. \quad (1)$$

Here, $E(x,y)$ is the energy flux per unit area transferred from barotropic to baroclinic tides, and the fraction of which are likely to dissipate near-internal-tide generation sites is given by the local dissipation efficiency $q$ (here chosen as $q = 0.3$, as suggested by LSJ02). The term $F(z)$ is a structure function representing the vertical distribution of the turbulent dissipation rate. The quantity $\Gamma$ is the mixing efficiency (Osborn 1980), $\kappa_0$ is the background diffusivity, $\rho$ is the density of seawater, and $N^2$ is the squared buoyancy frequency.

The internal-tide energy flux $E(x,y)$ is given by Jayne and St. Laurent (2001):

$$E(x,y) \simeq \frac{1}{2} \rho_0 N_b h^2 \langle u_{bt}^2 \rangle, \quad (2)$$

where $\rho_0$ is the reference density of seawater, and $N_b$ is the buoyancy frequency at the seafloor, both of which are calculated from GDEMv3 database in this study. The terms $k$ and $H$ are the wavenumber and amplitude scales for the topographic roughness. Here, $h^2$ is computed as the mean-square of height deviations from a polynomial sloping surface fit ($H = a + bx + cy + dx$) of the topography to a plane over a grid box using the GEBCO_08 bathymetric dataset, and $k$ is a spatial constant, set as $k = 2\pi/(5 \text{ km})$ throughout the domain. The term $\langle u_{bt}^2 \rangle$ is the tidal period mean of squared barotropic tidal speed computed from our model results.

Based on turbulent observations from the abyssal ocean and continental slope, LSJ02 suggested the dissipation rate be modeled as a simple exponential function that decays upward away from the bottom topography, and this gives the vertical structure function

$$F(z) = \frac{\exp[-(D + z)/\xi]}{\xi[1 - \exp(-D/\xi)]} \quad (3)$$

to satisfy the energy conservation within an integrated vertical column, where $D$ is the total depth of the water column, and $\xi$ is the vertical decay scale.

b. Baroclinic energy budget analysis method

Following Niwa and Hibiya (2004), the internal tides energy can be analyzed quantitatively, using the depth-integrated baroclinic energy equation

$$\text{TEN}_{bc} = -\nabla_h \cdot \mathbf{F}_{bc} + E_{bt2bc} + \text{ADV}_{bc} + \text{DIS}_{bc}, \quad (4)$$

where $\mathbf{F}_{bc}$ is the depth-integrated baroclinic energy flux, and $\text{TEN}_{bc}$, $\text{ADV}_{bc}$, and $\text{DIS}_{bc}$ denote the tendency, the advection, and the dissipation of baroclinic energy, respectively. Assuming that the tidal period mean of baroclinic energy density is unchanged within a fixed area and the advection of baroclinic energy is negligible, the tidal period mean of the depth-integrated dissipation rate of baroclinic energy can be approximated as

$$\langle \text{DIS}_{bc} \rangle \simeq -\langle E_{bt2bc} \rangle + \langle \nabla_h \cdot \mathbf{F}_{bc} \rangle, \quad (5)$$

where $\langle \cdot \rangle$ represents the tidal period mean. The depth-integrated conversion from barotropic to baroclinic energy $E_{bt2bc}$ and the divergence of the depth-integrated baroclinic energy flux $\nabla_h \cdot \mathbf{F}_{bc}$ are given by

$$E_{bt2bc} = g \int_{-H}^{\eta} \rho w_{bt} dz, \quad (6)$$

and

$$\nabla_h \cdot \mathbf{F}_{bc} = \nabla_h \cdot \left( \int_{-H}^{\eta} \mathbf{u}' \rho' dz \right), \quad (7)$$

where $H$ and $\eta$ denote the time-mean water depth and the sea level displacement, respectively; $w_{bt}$ is the vertical velocity induced by the barotropic flow; and $\rho'$, $\rho''$, and $\mathbf{u}' = (u', v')$ are the density perturbation, pressure perturbation, and horizontal baroclinic velocity, respectively. It should be noted that the baroclinic energy dissipation $\langle \text{DIS}_{bc} \rangle$ obtained by Eq. (5) may include both the physical dissipation and the biases due to the numerical dissipation and computation errors (e.g., the neglected terms of the energy budget) and thus could be somewhat overestimated. However, given that $\langle \text{DIS}_{bc} \rangle$ obtained by Eq. (5) is virtually independent of the dissipation parameters $(A_h, A_v,$ and $C_d)$ (see the appendix for details), Eq. (5)
is still a good approximation for estimating the baroclinic energy dissipation.

The vertical velocity $w_{bt}$ can be computed as follows (Mellor 2004):

$$w_{bt} = U \left( \frac{\partial D}{\partial x} + \frac{\partial \eta}{\partial x} \right) + V \left( \frac{\partial D}{\partial y} + \frac{\partial \eta}{\partial y} \right) + (\sigma + 1) \frac{\partial \eta}{\partial t}. \tag{8}$$

where $U$ and $V$ are the barotropic velocities in the $x$ and $y$ directions, respectively; $D$ is the total water depth $D = H + \eta$; and $\sigma$ is defined as $\sigma = (z - \eta)/D$.

The density perturbation $\rho'$, pressure perturbation $p'$, and horizontal baroclinic velocity $\mathbf{u}$ are computed following the work of Nash et al. (2005). First, the density perturbation is defined as

$$\rho'(z,t) = \rho(z,t) - \langle \rho \rangle(z), \tag{9}$$

where $\rho$ is the instantaneous density, and $\langle \rho \rangle$ is the tidal period mean of the vertical density profile. Using the hydrostatic equation, the pressure perturbation is expressed as

$$p'(z,t) = p'_{\text{surf}}(t) + \int_z^H \rho'(\tilde{z},t)g \, d\tilde{z}, \tag{10}$$

where the surface pressure $p'_{\text{surf}}(t)$ is inferred from the baroclinicity condition that the depth-averaged pressure perturbation must vanish:

$$\frac{1}{H} \int_{-H}^H p'(z,t) \, dz = 0. \tag{11}$$

Thus, the pressure perturbation can be calculated as

$$p'(z,t) = -\frac{1}{H} \int_{-H}^H \int_z^H g\rho'(\tilde{z},t) \, d\tilde{z} \, dz + \int_z^H g\rho'(\tilde{z},t) \, d\tilde{z}. \tag{12}$$

The baroclinic velocity is defined as

$$\mathbf{u}'(z,t) = \mathbf{u}(z,t) - \langle \mathbf{u} \rangle(z) - \mathbf{u}_{nt}(t), \tag{13}$$

where $\mathbf{u}$ is the instantaneous velocity vector, $\langle \mathbf{u} \rangle$ is the tidal period mean of the velocity, and the barotropic velocity $\mathbf{u}_{nt} = (U, V)$ is determined by the baroclinicity condition that the depth-averaged baroclinic velocity must vanish:

$$\frac{1}{H} \int_{-H}^H \mathbf{u}'(z,t) \, dz = 0. \tag{14}$$

Thus, the barotropic and baroclinic velocity can be calculated as

$$\mathbf{u}_{nt}(t) = \frac{1}{H} \int_{-H}^H [\mathbf{u}(z,t) - \langle \mathbf{u} \rangle(z)] \, dz, \tag{15}$$

$$\mathbf{u}'(z,t) = \mathbf{u}(z,t) - \langle \mathbf{u} \rangle(z) - \frac{1}{H} \int_{-H}^H [\mathbf{u}(z,t) - \langle \mathbf{u} \rangle(z)] \, dz. \tag{16}$$

Currently, because of the lack of substantial microstructure observations, the vertical distribution of energy dissipation due to the remotely generated internal tide remains elusive. Thus, we adopt the vertical structure function $F(z)$ in LSJ02 parameterization, given as Eq. (3), and assume both the local and remote tidal dissipation to be a bottom-intensified exponential profile with an $e$-folding scale $\zeta = 500$ m as in LSJ02. Following the formulation by Osborn (1980), the diapycnal diffusivity driven by the dissipation of locally and remotely generated internal tide can thus be calculated by

$$\kappa_v = \frac{\Gamma(DIS_h)F(z)}{\rho N^2} + \kappa_0, \tag{17}$$

where the mixing efficiency $\Gamma$ is taken to be the canonical value of $\Gamma = 0.2$ (Osborn 1980), and the background diffusivity is assumed to be a constant $\kappa_0 = 1 \times 10^{-5}$ m$^2$s$^{-1}$. The density of seawater $\rho$ and the squared buoyancy frequency $N^2$ are calculated from the annual-mean climatology of GDEMv3 data.

### 4. Results

#### a. Basic properties

It is important to check if the model simulates the barotropic tide reasonably well before analyzing the baroclinic tide properties. A barotropic tide model for the diagnosis is run, forced by each of the four primary tidal constituents at the open boundaries. Figure 3 shows the barotropic tidal energy fluxes that are calculated by $P = \rho g h [u_{nt} \eta]$ for the four primary tidal constituents. The westward vectors of energy fluxes around the LS suggest that the barotropic tidal energy enters the SCS from the Pacific through the LS. Inside the SCS, the propagation directions of all tidal waves shift southward. The meridional section-integrated energy fluxes across the LS for the constituents M2, S2, K1, and O1 reach 35.11, 3.59, 24.42, and 16.98 GW, respectively. The distribution patterns of barotropic tidal energy fluxes from our model results are similar to those of the OTIS data (not shown) throughout the SCS and LS region and the relative rms errors of flux magnitude for M2, S2, K1, and O1 are 6%, 7%, 11%, and 2%, respectively.

The spatial–temporal distributions of internal tidal signals generated by the combined four primary tidal
constituents are shown in Fig. 4. The near-surface pressure perturbations, with an amplitude of 800 Pa near the LS, clearly show that the internal tides generated in the LS propagate eastward and westward, suggesting that the LS is the main source region of internal tides for the SCS and one of the most important source areas for the northwest Pacific (Niwa and Hibiya 2014). The westward internal tides travel across the central deep basin of the SCS and arrive at the surrounding continental slope, mainly confined in regions deeper than the 200-m isobath. It is generally consistent with the pattern described by Zhao (2014), using the surface height observations collected by multiple satellites. The vertical structure of baroclinic velocity exhibits that the strongest internal tidal currents occur in the near-surface layer, with velocities exceeding 1 m s\(^{-1}\), and there is also pronounced near-bottom intensification, showing a good agreement with previous mooring observations (Duda and Rainville 2008; Klymak et al. 2011). The diurnal (semidiurnal) signals in the spring (neap) tides exhibit in the temporal variations of baroclinic velocity, suggesting that diurnal tidal currents are stronger (weaker) than the semidiurnal currents during spring (neap) tides. Moreover, baroclinic tides are stronger in summer because of the stronger stratification.

**b. Baroclinic energy budget**

Figure 5 illustrates the energy budget of internal tides in the SCS and LS based on the combined four primary tidal constituents, including the area-integrated conversion from barotropic to baroclinic tidal energy (Conv), divergence of baroclinic energy flux (DivF) and dissipation rate of the baroclinic energy (Diss), as well as the meridional section-integrated baroclinic energy on the western, \(F_{\text{west}}\), and eastern, \(F_{\text{east}}\), boundaries of the area. Generally speaking, the value of each term of the energy budget in summer is greater than that in winter; in addition, in each season the value of each term during the spring tide is larger than that during the neap tide. Stronger stratification in the summertime thermocline is favorable for the energy cascade from barotropic to baroclinic tides and the growth of baroclinic...
In the LS, over the spring–neap cycle for both summer and winter, the Conv is about 24.9–41.1 GW, 37%–40% (~9.7–15.3 GW) of which is locally dissipated (Diss) and about 8.5–13.0 GW propagates westward into the SCS ($F_{\text{west}}$). In comparison with the winter season, during the summer season about 8% more barotropic tidal energy is converted to baroclinic energy, 7% more baroclinic energy is dissipated locally, and 10% more energy is propagated into the SCS. The magnitude of the energy budget in our estimation is close to several previous modeling studies for this region. Using a similar linear damping scheme, Niwa and Hibiya (2004) predicted 37% local dissipation for $M_2$. Jan et al. (2008) presented conversion values ranging from 11.0 to 50.4 GW for the four combined primary tidal constituents with 57%–60% local dissipation and 2.5–10.8-GW energy propagating westward into the SCS. Alford et al. (2011) reported the total modeled conversion of 24.1 GW for semidiurnal and diurnal bands, with 39% local dissipation. Kerry et al. (2013) estimated 33% (36%) local dissipation for $M_2$ in the LS with (without) the remote effect of the Mariana Island Arc. The differences in these model-estimated energy budgets may be due to a variety of different model configurations, such as the vertical and horizontal resolutions, bathymetry, background stratification, and currents, and parameterizations representing the unresolved physical processes (Di Lorenzo et al. 2006). At this time it is difficult to verify these estimates because of the spatial sparsity of observations.

The energy budget in the SCS is quite different than that in the LS (Fig. 5). The Conv in the SCS is 5.0–7.5 GW, which is roughly $\frac{1}{6}$ to $\frac{1}{4}$ of that in the LS. The DivF in the SCS is negative, indicating that the SCS is a convergence region of baroclinic energy. The magnitude of DivF in the SCS is almost equal to the baroclinic energy propagating from the LS ($F_{\text{west}}$), revealing that the internal tides radiated from the LS are an important energy source for the baroclinic energy dissipation in the SCS. Furthermore, the magnitude of DivF is nearly 2
times Conv in the SCS, suggesting that it is the remotely generated internal tides that play a more dominant role in sustaining the baroclinic tidal dissipation in the SCS.

The depth-integrated baroclinic energy flux vectors in the LS and northern SCS during the spring tide in summer are shown in Fig. 6a. One can see that the two ridges in the LS are the main sites of internal-tide generation. At the northern part of the LS, the eastern ridge generates appreciable eastward signals. Energy fluxes westward into the northern SCS with the maximum exceeding 60 kW m\(^{-1}\) occur at the southern part of the western ridge. It appears that flux vectors swirl clockwise, with northward (southward) fluxes over the western (eastern) ridges. The above patterns, together with the high energy flux values, are consistent with the measurement and model report by Alford et al. (2011). The primary beam of internal wave energy generated in the LS points directly toward the Dongsha Plateau.
energy flux is about 5–15 kW m\(^{-2}\) on the continental slope and less than 5 kW m\(^{-2}\) on the continental shelf, comparable to the values reported by previous studies (St. Laurent 2008; Klymak et al. 2011).

The spatial distributions of the depth-integrated barotropic-to-baroclinic conversion (Fig. 6b) and the divergence of depth-integrated baroclinic energy flux (Fig. 6c) are all heterogeneous with spatial variations of several orders of magnitude in intensity. Because patterns obtained from different runs are similar, only the results during the spring tide in summer are shown here. Positive energy conversion implies the generation of internal tides, and it shows that a large amount of internal tides are generated along the two ridges of LS. Negative conversion represents the energy transfer from the baroclinic tide to the barotropic tide, which occurs when the phase differences between the density perturbation and the barotropic vertical velocity are greater than 90° (Zilberman et al. 2009). This is due to the alteration of the phase of density perturbation by remotely generated internal tides, and thus negative conversion indicates multiple generation sites (Carter et al. 2012). Specifically, the negative conversion in the LS is due to the interaction between the internal tides generated at the two adjacent ridges, while that within the SCS is caused by the interaction between the internal tides radiated from the LS (Fig. 6a) and those generated locally. Figure 6c illustrates the divergence of depth-integrated baroclinic energy flux. Most positive divergence occurs within the LS; however, the negative value dominates in the SCS, indicating that the LS is a source region of internal-tide energy while the SCS is a sink region. On the whole, the baroclinic energy budget analysis reveals that remotely generated internal tides (e.g., those radiated from the LS) impose a great impact on the baroclinic tidal dissipation in the SCS mainly in two ways concurrently: one is to provide enormous baroclinic tidal energy, and the other is to modify the local barotropic-to-baroclinic energy conversion.

c. Dissipation and mixing

In this subsection, we present our estimate of the baroclinic tidal energy dissipation and diapycnal mixing in several selected subregions. Since the seasonal variations are not the focus of this study, the three-dimensional distributions of dissipation rate and diapycnal diffusivity shown below are based on the annual-mean depth-integrated dissipation by taking the average of two seasons’ results.
Taking the average over each $0.25^\circ \times 0.25^\circ$ grid area, we obtain the climatologically annual-mean depth-integrated dissipation rate of internal tides in the entire LS and SCS region, as shown in Fig. 7a. The strong dissipation in the SCS occurs mainly in the northern region to the west of LS within water deeper than the 200-m isobath. The dissipation rate in the central and southern SCS is about one or two orders of magnitude weaker, except near some rough topography like the shelf breaks, islands, and abrupt seamounts. Moreover, the dissipation rate in the coastal area shallower than 200-m isobath is much weaker than that in the deep basin of SCS, implying that much of the baroclinic energy of internal tides dissipates and/or reflects before reaching the continental shelf off China. As shown in Fig. 7b, except for some high patches atop the LS ridges, the dissipation rate from the LSJ02 parameterization is generally one to two orders of magnitude weaker than that from the baroclinic tide model and energy budget analysis (Fig. 7a), especially in the abyssal basin of SCS. This difference is because the LSJ02 parameterization is based on the assumption that dissipation is associated with locally generated internal tides, without taking into account the contribution of energy dissipation due to remotely generated internal tides.

The depth-integrated energy dissipation maps, as well as the cross-section distributions of dissipation rate and diapycnal diffusivity in several selected subregions, are presented in Figs. 8–10. In the LS region (Fig. 8), our results clearly show that extremely enhanced mixing dominates this area. The elevated depth-integrated energy dissipation reaches $O(1) \text{ W m}^{-2}$ atop two subsurface ridges and is one order of magnitude weaker near the flanks (Fig. 8a). High values of dissipation rate exceeding $O(10^{-3}) \text{ W kg}^{-1}$ accompanied by the diapycnal diffusivity about $O(10^{-2}) \text{ m}^2 \text{s}^{-1}$ occur in the deep water (Figs. 8b,c). A background diapycnal diffusivity of only $O(10^{-5}) \text{ m}^2 \text{s}^{-1}$ appears in the upper 1000-m water column of the Luzon Trough, whereas values greater than $O(10^{-3}) \text{ m}^2 \text{s}^{-1}$ are found below 1500-m depth, with the peak values of $O(10^{-2}) \text{ m}^2 \text{s}^{-1}$ occurring in some patches near the bottom (Fig. 8c). The above dissipation and mixing patterns as well as their magnitudes in the LS region are comparable to the upper bound value of the observational report by Tian et al. (2009) based on the finescale shear–strain parameterization and the results given by Alford et al. (2011) using the Thorpe-scale method.

Waves generated from multiple nearby sources interfere with each other, which can complicate the patterns of wave kinematics and energy fluxes (Rainville et al. 2010; Zhao et al. 2010) and affect wave scattering and transmission (Klymak et al. 2011). Interference between incident baroclinic waves and local barotropic forcing can greatly alter the property and magnitude of local barotropic to baroclinic conversion (Kelly and Nash 2010). Alford et al. (2011) speculated that at least part of internal-tide dissipation in the LS is owed to the resonance between the two ridges, and we postulate that this process can take effect during the simulation of internal tides. Alford et al. (2011) considered that the northern ridge spacing is favorable for the interaction between semidiurnal signals generated at the two ridges and hence the enhanced conversion there, leading to the stronger dissipation observed at the northern part than along the southern part, which also exhibits in our results.
In the continental margin of the northern SCS (Fig. 9), strong tidal dissipation can appear in the upper layer of shallow water, and the most intense turbulent dissipation occurs in the shelfbreak region, with depth-integrated energy dissipation, dissipation rate, and diapycnal diffusivity reaching $O\left(10^{-2} - 10^{-1}\right) \text{W m}^{-2}$, $O\left(10^{-7} - 10^{-6}\right) \text{W kg}^{-1}$, and $O\left(10^{-4} - 10^{-3}\right) \text{m}^2 \text{s}^{-1}$ respectively, which are one to two orders of magnitude larger than the typical levels in open oceans (Munk and Wunsch 1998). While over the shelf and slope regions, the dissipation is weaker than that in the shelfbreak region. In particular, more energy is lost in the east of the Dongsha Plateau (Fig. 9a), where the bottom topography abruptly shoals from 3000 to 500 m and shallower, with the intense depth-integrated energy dissipation up to $O(1) \text{W m}^{-2}$, which is comparable to that in the LS (Fig. 8a). The above pattern and values in the continental margin of the northern SCS are in agreement with the previous findings through time series microstructure measurements (St. Laurent 2008; St. Laurent et al. 2011; Yang et al. 2014) and mooring data (Klymak et al. 2011).

The previous reports about the nonlinear waves on the continental slope, shelf break, and shelf of the northern SCS generally suggest that the turbulent mixing in these regions is mainly related to the transformation of nonlinear internal solitonlike waves during the wave-shoaling process (e.g., Orr and Mignerey 2003). However, Klymak et al. (2011) pointed out that there is little chance for the solitons at higher frequencies to interact with the seafloor, and the strong dissipation observed near the seafloor on the continental shelf break is associated with the near-bottom baroclinic currents rather than the solitary waves. Our baroclinic tide model has a spatial resolution of $\sim 5 \text{km}$ and therefore cannot produce nonlinear internal waves that have a horizontal scale of $1-2 \text{km}$. Hence, the enhanced dissipation estimated here may attribute to the interaction of both locally and remotely generated internal tides with the continental topography, which supports the view of Klymak et al. (2011).

Along the 21°N section of the northern SCS (Figs. 10a, b), it reveals that elevated levels of turbulence, with a dissipation rate reaching $O(10^{-7}) \text{ W kg}^{-1}$ and diapycnal
diffusivity up to $O(10^{-3} - 10^{-1}) m^2 s^{-1}$, exist in the deep northern SCS within ~2000-m water column above the seafloor, which are consistent with the only report so far along the same section by Tian et al. (2009) based on in situ observations and finescale shear–strain parameterization. While along the 115°N section across the Zhongsha and Nansha reefs in the central and southern deep-water basin of SCS (Figs. 10c,d), dissipation and mixing levels are elevated in the bottom 500–1000 m over rough topography such as seamounts and reefs, with dissipation rate and diapycnal diffusivity on the order of $O(10^{-8}) W kg^{-1}$ and $O(10^{-3}) m^2 s^{-1}$, respectively.

The estimate of Klymak et al. (2011) based on mooring data indicated that about 33% of the incoming diurnal tidal energy from the LS is reflected back into the SCS deep basin due to the supercritical feature of the continental slope with respect to the diurnal tide. As a result, the mixing in the deep water of the SCS can be enhanced by the superposition of incident and reflected wave packets (Althaus et al. 2003). Moreover, the interaction between the remotely generated internal waves (e.g., those radiated from the LS) and the rough bottom topography of the SCS can partially induce the intense mixing in the deep water.

5. Summary and discussion

In this paper, the tidal dissipation and mixing in the LS and SCS are investigated through internal-tide simulation and baroclinic energy budget analysis, considering both the locally and remotely generated internal tides. Baroclinic energy budget analysis reveals that the internal tides radiated from the LS are the dominant energy source for the tidal dissipation in the SCS. Moreover, a preliminary three-dimensional climatological-mean diapycnal diffusivity field is obtained, which is characterized by the intense turbulent mixing driven by energy dissipation of both locally and remotely generated internal tides in the LS and SCS. Our results are comparable with previous observations based on microstructure measurements or estimates by finescale parameterizations but are one to two orders of magnitudes larger than those by the LSJ02 parameterization (which takes into account the effect of local tidal
dissipation only). Therefore, the effect of remotely generated internal tides is very important and should be taken into account in the tidal mixing estimate of the marginal seas like the SCS, where a large part of internal tides is not locally generated but is generated from the adjacent prominent bathymetry like the LS.

To the best of our knowledge, there are no direct measurements of dissipation made in the deep-water basin of the northern SCS between the LS and the continental margin and in the central and southern regions of the SCS deep basin; in fact, turbulent dissipation over these regions remains largely unknown. Therefore, more observations in the SCS deep basin are urgently needed to validate the intense turbulent dissipation and mixing estimated in this study.

The three-dimensional climatological field of diapycnal diffusivity obtained in our study may provide a more comprehensive and realistic description of the turbulent mixing levels in the LS and SCS by taking into account the effect of both locally and remotely generated internal tides. However, our estimates are based on a regional baroclinic tide model with the horizontally homogeneous stratification and the rather crude energy analysis with the vertically integrated energy constraint. Actually, the temporally and spatially varying stratification, general ocean circulation (e.g., the Kuroshio), and background internal-tide fields (e.g., remotely generated internal tides from the Mariana Arc) could noticeably modulate the processes of internal-tide generation, propagation, and dissipation in the LS (Jan et al. 2012; Kerry et al. 2013, 2014) and hence influence those in the SCS. As such, our estimate may be biased. Further study based on more realistic energy constraint could provide better description of tidal mixing in the SCS.
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APPENDIX

Sensitivity of Internal-Tide Simulation to Dissipation Parameters

The baroclinic dissipation can be estimated from the tidal period–averaged energy balance relation:

\[ - \langle E_{\text{bar}} \rangle + \langle \nabla_h \cdot \mathbf{F}_{\text{bc}} \rangle = \langle \text{DIS}_{\text{bc}} \rangle = \langle \text{DIS}_{\text{dir}} \rangle + \text{numerical dissipation} + \text{errors}, \quad (A1) \]

where \( \langle \cdot \rangle \) represents the tidal period mean. The term \( \langle \text{DIS}_{\text{bc}} \rangle \) is the energetics-based baroclinic dissipation as the residual of the baroclinic energy budget, while \( \langle \text{DIS}_{\text{dir}} \rangle \) is the directly computed dissipation given as

\[ \langle \text{DIS}_{\text{dir}} \rangle = - \int_{-H}^{H} \epsilon_{\text{visc}} \, dz + \epsilon_{\text{bd}}, \quad (A2) \]

\[ \epsilon_{\text{visc}} = \rho_0 A_h \nabla_h \cdot \nabla_h \mathbf{u}' + \rho_0 A_v \frac{\partial \mathbf{u}'}{\partial z}, \quad (A3) \]

and

\[ \epsilon_{\text{bd}} = \rho_0 C_d |\mathbf{u}| (u' v' + v' u') \quad \text{at} \quad z = -H, \quad (A4) \]

where \( \epsilon_{\text{visc}} \) and \( \epsilon_{\text{bd}} \) are the energy dissipation rates caused by viscosity and bottom drag, respectively, \( \rho_0 \) is the constant reference density, \( C_d \) is the bottom drag coefficient, and \( \mathbf{u} = (u, v) \) is the horizontal velocity (Kang and Fringer 2012; Nagai and Hibiya 2015). Errors arise from the assumption that the tendency term should tend to zero for a periodic system as well as from other neglected terms of the energy budget. Numerical dissipation primarily results from the numerical diffusion related to momentum and scalar advection.

To examine the sensitivity of the simulated internal-tide energy to the viscosity \( A_h \) and \( A_v \) and bottom drag coefficient \( C_d \), a set of numerical experiments for summer are carried out. The reference experiment CTRL employs \( A_h = 10 \, \text{m}^2 \text{s}^{-1}, A_v = 1 \times 10^{-4} \, \text{m}^2 \text{s}^{-1}, \) and \( C_d = 2.5 \times 10^{-3} \). In sensitivity experiments (E1–E6), one variable from the group of three \( (A_h, A_v, \text{ or } C_d) \) is increased or reduced by one order of magnitude with respect to that of CTRL. For each experiment, we calculated the barotropic-to-baroclinic conversion [Eq. (6)], the baroclinic energy flux divergence

<table>
<thead>
<tr>
<th>Table A1. Sensitivity experiments of dissipation parameters for the LS domain.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>CTRL</td>
</tr>
<tr>
<td>E1</td>
</tr>
<tr>
<td>E2</td>
</tr>
<tr>
<td>E3</td>
</tr>
<tr>
<td>E4</td>
</tr>
<tr>
<td>E5</td>
</tr>
<tr>
<td>E6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table A2. Sensitivity experiments of dissipation parameters for the SCS domain.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>CTRL</td>
</tr>
<tr>
<td>E1</td>
</tr>
<tr>
<td>E2</td>
</tr>
<tr>
<td>E3</td>
</tr>
<tr>
<td>E4</td>
</tr>
<tr>
<td>E5</td>
</tr>
<tr>
<td>E6</td>
</tr>
</tbody>
</table>
Compared with experiment CTRL, changing the dissipation parameters by one order of magnitude has a minor impact on the conversion, divergence, and hence the energetics-based dissipation, with the relative changes less than 6% for both the LS and the SCS domains. However, the directly computed dissipation changes appreciably with the employed values of dissipation parameters. Increasing (reducing) $A_h$, $A_v$, or $C_d$ by one order of magnitude causes 54%–112% increase (6%–25% decrease) in the directly computed dissipation for the LS domain and 30%–89% increase (4%–12% decrease) in that for the SCS domain. Overall, this set of sensitivity experiments suggest that the barotropic-to-baroclinic conversion, the baroclinic energy flux divergence, and the energetics-based dissipation are not significantly sensitive to the dissipation parameters, whereas the directly computed dissipation depends greatly on the dissipation parameters. Based on the balance relation equation [Eq. (A1)], the numerical dissipation and errors are thus also strong functions of the dissipation parameters.

In the ocean models, the values of dissipation parameters are chosen for the stability requirements of simulations instead of the real ocean values. Besides, the viscosities and bottom drag coefficient in the realistic ocean vary with location and time, but a constant value for each throughout the domain is set in these experiments. Therefore, the directly computed dissipation may not represent the true physical dissipation in the realistic ocean (Kang and Fringer 2012).

For these reasons, in this paper, the simplified baroclinic energy budget balance equation [Eq. (5)] is used for the baroclinic energy analysis. Note that this energetics-based baroclinic energy dissipation (DIS$_{bc}$) includes both the physical dissipation and the biases due to the numerical dissipation and computation errors and thus may be somewhat overestimated.
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